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the Netherlands

Although there is near consensus on the need for privacy, the
reality is that people’s attitude toward their personal information
privacy is complex. For instance, even when people claim that they
value their information privacy, they often trade their personal
information for tangible or intangible benefits. In this article, the
research on different ways in which people respond to risks to
privacy is examined. They include information seeking to reduce
uncertainty, the withholding of information, and the provision of
fabricated information. The impact of trust and inducements on
Internet users’ willingness to share personal information is also
examined. Thereafter, important postulates from theories in com-
munication, social psychology, and sociology are synthesized into
a comprehensive theoretical framework for personal information-
related behaviors in the online environment.

Keywords information privacy, online privacy, privacy theories, pri-
vacy protection strategies

In a world where privacy is a right, sharing personal
data, offline or online, can somehow be discomforting.
Divulging one’s personal data, for one, would have never
been a problem if such data were devoid of any value and
if they could just be “left alone”—a phrase central in War-
ren and Brandeis’s (1980) conceptualization of “privacy.”
However, personal data have become a commodity, and
this commoditization process increases their susceptibil-
ity to different forms of exploitation.

Due to the risks involved in online disclosure of per-
sonal data, Internet users understandably long for assur-
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ance that personal data shared online will not be betrayed.
When the assurance is nowhere to be found, people clamor
for control over their data and are reluctant to provide
personal information whenever asked. But the reality is
that people’s attitude toward their personal data and infor-
mation privacy is complex. This complexity is reflected
in Westin’s (1991) categories of people in accordance
with their information privacy concerns: privacy funda-
mentalist, pragmatist, and privacy unconcerned. While
people in the first category hardly reveal any informa-
tion about themselves, those in the last category readily
share their personal data in most circumstances. Further-
more, even when people claim that they value their in-
formation privacy, they often trade their personal data for
tangible or intangible benefits (Culnan and Bies 2003;
Olivero and Lunt 2004). This suggests that people differ in
terms of the value they attach to their information privacy
(Volkmann 2003).

This article focuses on people’s personal information-
related behaviors online. However, most of the empirical
studies cited in this article were conducted within the con-
text of online commercial exchanges. This can be justified
by the fact that studies on information privacy concerns
within the context of online noncommercial transactions
are rather limited, or even nonexistent. As the following
analysis shows, these studies provide valuable input for
our current purposes.

The article begins with a discussion of the concept
of privacy. Thereafter, the research on different ways
in which people respond to risks to privacy is exam-
ined. They include information seeking to reduce un-
certainty, withholding of information, and provision of
fabricated information. The impact of trust and induce-
ments on people’s willingness to share personal informa-
tion is also examined. Lastly, important postulates from
theories in communication, social psychology, and so-
ciology are synthesized into a comprehensive theoreti-
cal framework for personal information-related behaviors
online.
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PERSONAL INFORMATION PRIVACY AND THE INTERNET 221

PRIVACY: A MULTIFACETED CONCEPT

Privacy as an individual’s right to “be left alone” (Warren
and Brandeis 1890) is a widely accepted view of privacy.
There is also the notion of privacy as one’s freedom from
intrusion. The latter, however, has been regarded as both
“too broad and too narrow,” making a consensus elusive
when a specific case is under consideration (Moor 1991).
The multifaceted nature of privacy has quite understand-
ably, as Newell (1995) underscores, led to a profusion of
definitions, often conflicting ones. According to Solove
(2006), “privacy” is an umbrella term that refers to a wide
and diverging group of related things.

Clark’s (1997) and DeCew’s (1997) typologies reflect
the multifaceted nature of privacy. The first dimension of
Clark’s typology is labeled “privacy of the person” and is
concerned with the integrity of the person’s body. Issues
here include blood transfusion without consent and com-
pulsory immunization. The second dimension is labeled
“privacy of personal behavior,” which encompasses all be-
havior, but more specifically sensitive areas such as sexual
preferences and religious practices. DeCew refers to this
dimension of privacy as “accessibility privacy,” which al-
lows an individual to have seclusion for behavior that is
socially defined as private, for example, sexual and bath-
room activities. The third dimension, according to Clark,
is privacy of personal communications or “interception
privacy,” which enables people to communicate among
themselves, through different forms of media, free from
surveillance or monitoring by others. This corresponds to
DeCew’s “expressive privacy” that protects an individual’s
right to express one’s self-identity or personhood through
speech and activity.

Aspects of the three types of privacy Clark identified
also correspond to Van Dijk’s (2006) conceptualization of
privacy as either physical (the right to selective intimacy)
or relational (the right to make contacts selectively). Phys-
ical privacy pertains to the inviolability of the human body,
whereas relational privacy refers to the individual’s abil-
ity to determine one’s personal relationships without the
observation and interference of other people (Van Dijk
2006).

Privacy of personal data or information,1 the fourth
dimension in Clark’s typology, affords individuals the op-
portunity to prevent the automatic transmission of their
data to other individuals or groups. This type of privacy is
also referred to as “information privacy” (DeCew 1997)
or “the right to selective disclosure” (Van Dijk 2006). The
fourth dimension is particularly salient in the online envi-
ronment.

What makes online information privacy different from
offline information privacy is the qualitative difference
in the magnitude of threat the former entails, which in-
clude, unauthorized data transfer, weak security, data mag-

nets, and indirect data collection (Rezgui, Bouguettaya,
and Eltoweissy 2003). And since personal data have be-
come an economic commodity (Franzak, Pitta and Fritsche
2001; Olivero and Lunt 2004; Turner and Dasgupta 2003),
those who collect them can easily succumb to the tempta-
tion of sharing them for commercial purposes without
the consent of those to whom the data pertain. There
are also real concerns that collected personal data may
not be adequately protected and unauthorized third par-
ties might have access to them (Wang, Lee, and Wang
1999).

Clark’s (1997) “privacy of personal data” clearly em-
phasizes the ability of individuals to control the flow of
their personal data. The concept of “control” is salient
in Westin’s (1967) definition of privacy “as the claim of
individuals, groups, or institutions to determine for them-
selves when, how, and to what extent information about
them is communicated to others” (7). A number of other
definitions of privacy have also emphasized control as
a critical factor for information privacy (Altman 1975;
Diffie and Landau 1998; Fried 1984; Nissembaum 1998).
When control is referred to in this context, it encompasses
control over both information flow and the access oth-
ers have to a person’s information (Diffie and Landau
1998; Nissembaum 1998). It can, therefore, be argued
that when individuals have control over information dis-
semination and information access they have acquired a
certain level of information privacy (Moor 1991; Newell
1995).

The notion of privacy as control over information dis-
semination and access has, however, been criticized for
its vagueness with regard to (1) the kinds of personal in-
formation over which people can expect to have control
and (2) the amount of control they can expect to have over
their personal information (Tavani 2007). Such shortcom-
ings in the conceptualization of privacy as control spurred
the formulation of a modified notion of privacy as control
and restricted access, which advocates for the provision
of varying levels of access to different people for differ-
ent types of information at different times (Moor 1997).
From this perspective emerged a privacy model known
as restricted access and limited control (RALC) (Tavani
2007), which highlights the need for the creation of “pri-
vacy zones” that would enable people to limit or restrict
others from accessing their personal information (Tavani
2008).

According to this perspective, absolute control over in-
formation about oneself is not necessary for managing
one’s privacy. Some degree of control can be achieved
through choice, consent, and correction. One can exer-
cise choice, where available, and act prudently. Corre-
spondingly, one can give or withhold consent when asked.
Furthermore, one can access and correct erroneous infor-
mation about oneself when possible or make demands for
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FIG. 1. Personal information-related behaviors.

access when it is not readily available (Ashworth and Free
2006, Tavani and Moor 2001; Tavani 2007). In general,
control over personal information can be exercised both
before and after information disclosure. Control of infor-
mation after disclosure, however, depends on the organi-
zations gathering the data. Here public policy can play a
particularly important role.

ONLINE INFORMATION PRIVACY AS A RESPONSE
TO RISKS

The extension of human interactions from the physical
world to the digital environment has led to an expansion of
the claim to information privacy rights in the cyberspace.
People who are very concerned about their privacy in an
offline environment are also prone to bringing their pri-
vacy concerns to the online world (Lwin and Williams
2003; Yao, Rice, and Wallis 2007). Their concerns are
heightened not only because they do not know the in-
formation practices of online organizations (Reagle and
Cranor 1997), but also because they do not have the abil-
ity to control the access others have to their information
(Hoffman, Novak, and Peralta 1999).

The risks related to the disclosure of personal data are
copious and depend on the amount and type of the personal
information disclosed. For instance, one’s contact details
shared online could result in the inundation of one’s mail-
box with unsolicited marketing materials, as the said data
could be sold to marketing organizations. Sharing one’s
income and health-related information could have more
serious consequences. Regardless of the type and amount
of personal data shared, what is certain is that, in one
way or another, such data could be abused either by the
organizations collecting them or by third parties with the
right technology to access whatever data are stored in
organizational databases. In reality, people in the digital
environment have limited control over how their informa-
tion will be used once shared, just as they have limited
control over who will have access to their personal data.

So what do Internet users do to ensure the protec-
tion of their information privacy in an online environ-
ment? Since privacy risks are inescapable, Internet users
would be expected to engage in various protection strate-

gies, ranging from behavioral to technologically enabled.
However, it is important to note that people also differ
in their privacy concerns (Ackerman, Carnor, and Rea-
gle 1999; Sheehan 2002), which means that personal
information-related behaviors can be seen as a continuum,
as shown in figure 1, with information privacy protection
behaviors such as information withholding and incom-
plete and incorrect information sharing on one side and
complete and correct information disclosure on the other
side.

Information Seeking and Uncertainly Reduction

Uncertainties stem from situations that are ambiguous,
complex, unpredictable, or probabilistic; from the absence
or inconsistency of information; and from feelings of in-
security about one’s own state of knowledge or the state of
knowledge in general (Brashers 2001). Because uncertain-
ties cause discomfort, people seek to eliminate them by
acquiring pertinent information (Heath and Bryant 2000).
When people are unsure about the other party in the en-
counter, disturbance in the flow of the interaction is bound
to occur (Berger 1986).

In a similar vein, Berger and Calabrese’s (1975) un-
certainty reduction theory (URT) postulates that high lev-
els of uncertainty accelerate information-seeking behav-
ior and correspondingly a decline in uncertainty decreases
information-seeking behavior. In effect, uncertainty spurs
the need for information. Correspondingly, the need for
information is a “function of extrinsic uncertainty pro-
duced by a perceived discrepancy between the individual’s
current level of certainty about important environmental
objects and a criterion state he seeks to achieve” (Atkin
1973, 206). Accordingly, figure 2 hypothesizes that peo-
ple’s uncertainties about the use of their personal data once
disclosed trigger concerns regarding information privacy
violations, which would eventually spur them to perform
information-seeking behaviors.

An online privacy statement is often the only source
of information for users with regard to how their personal
data will be used once shared online (Vail, Earp, and Anton
2008). Therefore, users who are serious about protecting
their online information privacy are likely to check the
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PERSONAL INFORMATION PRIVACY AND THE INTERNET 223

FIG. 2. Hypothesized three-stage process of information seeking to reduce uncertainty regarding online privacy.

privacy policy of the sites they visit (Jensen and Potts
2004). Results of a survey by Milne and Culnan (2004)
suggest that privacy policies or notices are used as one part
of an overall strategy for dealing with the risks of online
personal information disclosure. In other words, Internet
users are inclined to read privacy notices to manage in-
formation privacy-related risks. Milne and Culnan’s study
also shows that users consult privacy policies to acquire
information about how their personal data will be used by
organizations that collect them (Milne and Culnan 2004),
which is understandable, given that privacy policies are
often the only means for them to know how organizations
will use and process their data (Vail, Earp, and Anton
2008). In a similar vein, Pan and Zinkhan (2006) found
that Internet users who perceive high levels of informa-
tion privacy risks are more likely to read online privacy
statements.

Assuming that users have religiously perused a pri-
vacy statement on a Web site, can we automatically ex-
pect them to opt for information disclosure to commence
online transactions with organizations? Probably yes, if
users were convinced that online organizations would do
whatever they have indicated on their online privacy state-
ments. The answer would be probably “no,” if users re-
garded privacy statements as an intricate mishmash of
hollow promises. Thus, information search can result in
either users being persuaded that information disclosure
is safe, prompting their decision to share complete and
correct information, or users getting cautious, leading to
the withholding of correct personal information and even
the transmission of fabricated information.

Information Withholding and Incomplete
Information Disclosure

Moor (1997) argues that the creation of a “privacy zone”
enables people to decide how much information should
stay private and how much information should be di-
vulged. Similarly, Pedersen (1997) advances the notion
of boundary control, which is both a process of restrict-
ing and seeking interaction to achieve a desired degree of
access to the self (or one’s group) by others at a defined

moment and in a particular circumstance (Pedersen 1997).
Boundaries are opened when personal information is vol-
untarily shared and closed when information is withheld
(Stanton 2002). The concept of boundary control makes
a marked difference between the self and the nonself—or
the other (Altman 1975).

Based on the already-mentioned premises, communica-
tion privacy management (CPM) framework suggests that
people formulate rules to guide them in deciding whether
or not to disclose personal information and in determin-
ing the most effective strategies to protect their privacy
(Petronio 2002). It also posits that people create rules to
maximize the benefits and to minimize the risks of infor-
mation disclosure.

CPM is anchored on five principles that seek to capture
the ways people regulate the withholding or the sharing
of their private information. First, people believe that they
own their information. Second, such a belief in informa-
tion ownership influences people’s view that they are en-
titled to control the flow of information to others. Third,
the decision to open or close privacy boundaries is guided
by a set of rules that people create individually. Fourth,
when people disclose information, they consider recipi-
ents as stakeholders of the information and presuppose
that recipients will observe existing privacy rules or nego-
tiate to make some revisions on the rules. Fifth, privacy
management in an imperfect world can be turbulent, espe-
cially when one’s privacy management rules are disrupted
or one’s privacy boundary is trespassed (Petronio 2002;
2007).

Although a number of studies have investigated the
various behavioral strategies users employ for managing
their privacy in online transactions (Earp and Baumer
2003; Milne, Rohm, and Bahl 2004; Sheehan and Hoy
1999), only Metzger (2007) uses CPM for understand-
ing privacy regulation practices of Internet users. Metzger
argues that Internet users erect boundaries and formu-
late rules to decide when to disclose information. Her
research suggests that information withholding in online
exchanges is a common information privacy protection
strategy. The decision to employ such a strategy, how-
ever, is dependent on the appraised sensitivity of the
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224 A. BELDAD ET AL.

personal information requested. According to Son and
Kim (2008), information privacy concerns primarily con-
tribute to Internet users’ reluctance to share their personal
information. Information concealment or refusal to share
personal information is seen both as an important aspect
of privacy (Posner 1984) and as an exercise of control
over one’s personal information (Milne, Rohm, and Bahl
2004).

People not only withhold personal data but also falsify
them as another information privacy protection strategy.
They are most likely to falsify sensitive personal data, but
not those deemed relevant for the completion of a specific
online transaction (Metzger 2007). Furthermore, the type
of information that is requested is an important indicator
of whether or not the Internet users will decide to disclose
their information—the more sensitive the requested infor-
mation, the weaker is their confidence in disclosing them
online (Castaneda and Montoro 2007).

Internet users are conscious about the amount and type
of personal information they divulge online (Paine et al.
2007), which enables them to control the outflow of their
information without the risks of forfeiting possible online
benefits (Sheehan and Hoy 1999). Metzger (2007) points
out that people are wary about supplying their information
whenever requested because they know that they have lim-
ited opportunities to negotiate mutually accepted privacy
rules, which prompts them to erect privacy boundaries
through information withholding and information falsifi-
cation. People would probably have lesser inclination to
withhold or fabricate their personal information if they
were adequately notified on how information they would
disclose would be used (Kobsa 2007).

From the perspective of protection motivation, the fear
of compromising one’s information privacy in the digital
environment is a strong motivation for an individual to
adopt some forms of privacy-protection strategies such as
refusing to share personal data or opting to disclose incor-
rect or incomplete personal information. Ronald Rogers’
protection motivation theory (PMT) postulates that pro-
tection motivation arises from the cognitive appraisal of a
depicted event as noxious (threat severity) and likely to oc-
cur (probability of threat occurrence), along with the belief
that a recommended coping response can effectively pre-
vent the threatening event from happening (Rogers 1975,
1983).

However, if the privacy threats are not appraised to be
severe or as likely to occur, protection motivation would
not be triggered (Rogers 1983). We can only assume that
when Internet users do not magnify the severity of the pri-
vacy threats and the likelihood that they will occur, users’
inclination to perform privacy protection behaviors would
be lower, which would probably result in their decision to
supply correct and complete personal data for the comple-
tion of an online transaction.

Users’ decision to share personal information com-
pletely and accurately might not always be shaped by their
lowered assessment of the risks. There is also the possi-
bility that they are not aware of the risks involved in their
decision to share something about themselves. As Simon
(1955) claims, human beings, by nature, possess limited
computational and predictive abilities, which make deci-
sion making within a rational framework relatively crude.

The fact that people do not always have complete in-
formation primarily contributes to the “boundedness” of
human rationality (Simon 1972). Individual decision pro-
cesses with respect to information privacy are restrained
not only by bounded rationality but also by incomplete
information (Acquisti and Grossklags 2005) and system-
atic deviations from rationality (Acquisti and Grossklags
2005; Kobsa 2007). Incomplete information becomes a
problem for Internet users if they just share personal in-
formation without being aware of the risks involved in the
disclosure and without any knowledge about the ways to
protect their personal information (Acquisti and
Grossklags 2004).

Impact of Trust and the Lack Thereof

Threats to information privacy can be caused either by the
organization collecting the personal data or by external
parties possessing the expertise and technology to acquire
unauthorized access to users’ personal data. The perceived
risks of having users’ data abused either by the collecting
organization or by an unauthorized third party dampen
information sharing among users. Although users’ aware-
ness of the risks involved in online personal information
disclosure could reduce their trust in an online organi-
zation soliciting personal information (Olivero and Lunt
2004), there is substantial empirical support for the posi-
tive impact of trust in organizations and in their Web sites
on users’ intention and willingness to share whatever in-
formation is requested (Schoenbachler and Gordon 2002;
Zimmer et al. 2010).

Users’ trust in this case is not one-dimensional, but is
expected to target two organizational characteristics—the
organization’s ability to protect users’ personal informa-
tion from unwarranted external intrusion, and its moti-
vation and intention to protect and to respect collected
pieces of personal information considering the organiza-
tion’s ability to abuse them. When trust in either both or
one of these two categories is missing, one can just ex-
pect users to refuse to disclose their personal information
or they may even provide fabricated information about
themselves.

In deciding whether or not to trust organizations in
terms of their ability and motivation to protect personal
data, users may look for a number of cues. First, there is
the privacy statement, which is expected to inform users
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PERSONAL INFORMATION PRIVACY AND THE INTERNET 225

how their personal data will be collected, processed, and
used. A couple of studies show that Internet users read
online privacy statements either as a strategy to manage
one’s online information privacy (Milne and Culnan 2004)
or as a way to address information privacy concerns (Pan
and Zinkhan 2006).

Although it is also known that most Internet users do
not bother to read privacy statements (Arcand et al. 2007;
Jensen, Potts, and Jensen 2005; Meinert, et al. 2004;
Vu et al. 2007), they are most likely to trust organiza-
tions that post privacy statements on their Web sites (Pan
and Zinkhan 2006) and would feel greater control over
their personal data when shared with organizations whose
websites contain those documents (Arcand et al. 2007).
Aside from online privacy statements, seals of approval
from third-party certifying organizations have also been
found to improve users’ positive evaluation of the pri-
vacy practices of online organizations (Miyazaki and Kr-
ishnamurthy 2002) and to encourage online information
disclosure (LaRose and Rifon 2007).

Concerns about unauthorized access to users’ personal
information in organizational databases could also prompt
users to expect that organizations deploy security tech-
nologies. Koufaris and Hampton-Sosa (2004) claim that
the presence of security mechanisms significantly in-
creases users’ trust in initial online exchanges. In fact, the
presence of security measures on Web sites is regarded as
more important than privacy statements and seals of ap-
proval in building Internet users’ trust (Belanger, Hiller,
and Smith 2002).

Internet users also consider a positive organizational
reputation when deciding to supply personal information
for online transactions (Olivero and Lunt 2004; Xie, Teo,
and Wan 2006). Users without any prior experience with
an online organization consider the organization’s reputa-
tion as an indicator of that organization’s trustworthiness
(Chen 2006; Kim, Ferrin, and Rao 2003; Koufaris and
Hampton-Sosa 2004; McKnight, Choudhoury, and Kac-
mar 2002). Organizations with a reputation to protect are
not expected to engage in opportunistic behaviors that
will result in the depreciation of their reputation (Herbig,
Milewicz, and Golden 1994), such as selling their clients’
personal information to third parties. Indeed, Internet users
will not hesitate to disclose their personal information to
well-known online organizations with an image to main-
tain (Olivero and Lunt 2004).

Only When the Price is Right

People may claim that they value their information pri-
vacy (Ackerman, Carnor, and Reagle 1999; Acquisti and
Grossklags 2005; Nehf 2007; Strandburg 2006), but offers
of benefits often induce people to provide personal infor-
mation (Nehf 2007; Olivero and Lunt 2004). People will

trade their personal information, even it would mean jeop-
ardizing their information privacy, if the perceived value
of the benefits outweighs the estimated costs of informa-
tion disclosure as per their calculations (Berendt, Gunther,
and Spiekermann 2005; Culnan and Bies 2003; Hender-
son and Snyder 1999; Laufer and Wolfe 1977; Norberg
and Dholakia 2003; Olivero and Lunt 2004). In general,
there is increasing recognition of voluntary provision of
personal information for monetary and other benefits as a
form of economic exchange.

From a social exchange perspective, human behavior
and social interaction are an exchange of both tangible
and intangible goods (Homans 1958, 1961). Somebody
engaged in an exchange considers what he is giving up as
a cost and what he is about to receive as a reward and his be-
havior changes as profit (reward minus cost) is maximized
(Homans 1958). Blau (1964) defines social exchange as
the voluntary action of individuals who are motivated by
the returns they are expected to bring and typically do in
fact bring from others. Although social exchange can be
seen as resembling economic exchange, with the princi-
ples of elementary economics perfectly reconcilable with
those of elementary social behavior (Homans 1961), the
two perspectives on exchange differ in their conceptual
cores (Emerson 1987).

The entailment of unspecified obligations primarily dif-
ferentiates social exchanges from economic exchanges
(Blau 1964). Blau underscores that while economic ex-
changes are moored on a formal contract that specifies
the exact amount to be exchanged, the benefits involved
in social exchange are not definitively priced in terms of
a single quantitative medium of exchange, which is the
reason why obligations in social exchanges are not spe-
cific. Emerson (1987) claims that goods involved in social
exchanges have subjective values.

In computer-mediated interactions, exchanges are com-
mon, involving not just material goods but also intangi-
ble ones. Setting aside online shopping involving tangible
commodities with defined prices, a pure economic ex-
change, nonmaterial goods are also exchanged for non-
material rewards and benefits. People sign in to become
members of social networking sites, disclosing personal
information in exchange for online membership and the
opportunity to connect with other online members. Peo-
ple register with webmail services at the expense of shar-
ing specific personal data just to have an e-mail address.
People request documents and information from online
organizations but requests can only be completed on “pay-
ment” with their personal information.

Thus, personal information, with its subjective value,
can be traded for another commodity also with subjec-
tive value, like membership to a networking site, or an-
other item with a defined price, like a gift check. One
study reveals that while most respondents were relatively
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226 A. BELDAD ET AL.

sensitive to online privacy concerns, some respondents
showed a degree of willingness to disclose personal in-
formation in exchange for money or convenience (Hann
et al. 2007). In this case, people do consider the informa-
tion collected from them as their input into an exchange
with an online agent, and this spurs them to expect to
receive something of value (Ashworth and Free 2006).

As mentioned earlier, benefits can be tangible or in-
tangible. Tangible benefits for the disclosure of personal
information online could be vouchers, cash, or gift items.
Rewards in the form of monetary vouchers have a posi-
tive impact on Internet users’ willingness to provide accu-
rate personal information for personally identifiable data
(Xie et al. 2006). Thus, online users seem to be calculating
the impact of disclosing a certain amount of information
against the value of monetary rewards to be received.

Could it be that the higher the monetary reward, the
greater is the probability of Internet users disclosing more
sensitive information? According to Olivero and Lunt
(2004), Internet users were willing to give away some
degree of information privacy in lieu of rewards only for
those personal data whose loss of control was deemed to be
not too risky. This suggests that users are calculating and
balancing the information they will give with what they
will receive in the exchange (Sheehan and Hoy 2000).

Intangible benefits include the convenience of doing
things online such as e-shopping, getting an e-mail ac-
count, joining online social networks, and experienc-
ing the comforts of personalization and personalized
services—all requiring the disclosure of personal infor-
mation. Results of a survey by Chellapa and Sin (2005)
reveal that perceived benefits of personalization are al-
most two times more influential than Internet users’ con-
cern for privacy in determining their usage of personalized
services.

Figure 3 outlines the process in which people weigh
the incalculable costs of their decisions to disclose per-
sonal data against the expected value of the benefits they

can derive from information sharing. When the expected
benefits from information disclosure do not outweigh the
value attached to the personal data to be disclosed, infor-
mation withholding or incomplete information disclosure
could be forthcoming.

Other Factors Influencing Information Withholding
and Complete Personal Information Disclosure

While risk perceptions, trust, and expected benefits are
crucial factors in people’s decision to either withhold
their personal data or disclose them accurately and com-
pletely, other factors also need to be considered. Users’
relationship with organizations requesting their personal
data should not be discounted as an important influence,
since users would not hesitate to share their data with
online organizations with which they have established re-
lationships (Olivero and Lunt 2004).

Regardless of relational depth, people can still
disclose personal information despite a preference for
keeping such information private (Strandburg 2006). Ac-
cording to Strandburg (2006), people share information
not just for the benefits that can be derived from the shar-
ing but also for the “taste” of disclosure itself. In a study on
information disclosure in social networking sites, some
respondents admitted that they were not sure why they
shared information, with others claiming that they had
become so used to filling out forms that they did not
think twice before supplying any information (Strater and
Richter 2007).

Another recent investigation of the phenomenon of in-
formation sharing in networking sites had a relatively simi-
lar finding—that despite concerns over online information
privacy as substantiated by the use of available privacy
settings, Internet users still displayed a general tendency
to disclose information (Christofides, Muise, and Des-
marais 2009). Perhaps this is true of people belonging
to Westin’s privacy-unconcerned category—people who

FIG. 3. Cost-benefit calculations of personal information disclosure and personal information protection.
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get a kick from online disclosure of personal information.
Probably the privacy fundamentalists will not view infor-
mation disclosure as some kind of a stimulating drug but
a toxic substance to be evaded.

Although it is apparent that some Internet users have de-
veloped a habit of information sharing when doing things
online, such habitual disclosure might be influenced by
users’ disposition to trust in a variety of situations, as well
as by their previous experience with online disclosures.
Disposition to trust refers to a tendency to be willing to
depend on others (McKnight, Cummings, and Chervany
1998). With a higher disposition to trust, people would be
inclined to do something even without consideration of
the negative effects of a particular action.

Internet users with more experience in online transac-
tions requiring information disclosure are less concerned
about online information privacy (Bellman et al. 2004;
Cho et al. 2009; Metzger 2004), in general, and are less
concerned about privacy risks such as improper access
to and unauthorized secondary use of data (Bellman et
al. 2004), in particular. Higher levels of Internet expe-
rience would result in lowered information privacy con-
cerns and risk perception, which would expectedly prompt
a heightened willingness to disclose personal information
(Metzger 2004).

PROPOSED COMPREHENSIVE THEORETICAL
FRAMEWORK FOR PERSONAL
INFORMATION-RELATED BEHAVIORS

While empirical studies on the factors that influence
users’ willingness (or reluctance) to share their personal
information are numerous, as the discussion in preceding
sections shows, these studies were conducted without the
benefit of a comprehensive theoretical framework. We pro-
pose a comprehensive theoretical framework for personal
information-related behaviors that highlights the differ-
ent determinants of the different types of behaviors, as
emphasized by different theoretical perspectives.

The need to protect personal information in the online
environment is rooted in the need to uphold information
privacy. However, the context within which information
privacy arises as an issue has a strong bearing on how
people deal with their personal information, especially in
the online environment.

This article argues that people’s personal information-
related behaviors can be conceptualized as a
continuum—with information privacy protection behav-
iors such as information withholding and incomplete and
inaccurate disclosure on one side, and complete and accu-
rate information disclosure behaviors on the other. Situ-
ated in the middle of the continuum is information-seeking
behavior directed at understanding how organizations will
use, process, and protect personal data collected from their

clients, such as users checking privacy statements on or-
ganizational websites.

Although the behavior just described is not a prerequi-
site for information withholding or complete information
disclosure, it is likely that Internet users who are too con-
cerned about the risks involved in the sharing of their
personal information would first resort to information-
seeking behavior before deciding to withhold or com-
pletely share data about themselves. As explained earlier,
the accumulation of the necessary information on organi-
zational uses and processing of users’ personal data may
not automatically result in complete personal data disclo-
sure.

Users have to be convinced that collecting organiza-
tions will do whatever they have indicated on their online
privacy statements. Those who do not trust the claims of
organizations may shy away from information disclosure
and resort to information privacy protection behaviors.
While perceptions of risks could easily thrust people to
seek information, their levels of trust in organizations in
terms of how they will process, use, and protect their per-
sonal data (Vu et al. 2007) and their positive prior expe-
rience with those organizations (Milne and Culnan 2004)
could significantly reduce their felt need to consult online
privacy statements.

Information privacy protection behaviors in an online
environment are often precipitated by privacy concerns,
which arise from the belief that personal information dis-
closure is very risky due to the high probability of abuse
either by the collecting organization or by external third
parties. People who are highly concerned about their in-
formation privacy might magnify the risks involved in
information disclosure, while those with lower privacy
concerns would tend to underestimate the magnitude of
risks. The impact of risk perceptions on privacy concerns
should not also be discounted. People’s estimation of the
risks in information disclosure might even increase or de-
crease their levels of privacy concerns.

The degree of risk perception in online sharing of per-
sonal information could be shaped by the appraised sensi-
tivity of personal information to be divulged. One may not
worry so much about disclosing one’s preference in film
or music, but the concern would surely be different when
that same person is asked to indicate his or her income
or disclose information regarding his or her health. Users’
appraisal of the sensitivity of information requested by
organizations would also be instrumental in either driving
users to perform information privacy protection behav-
iors or prompting them to disclose complete and accurate
personal information.

Complete personal information disclosure can be ex-
pected if users do not estimate higher risks or when they
are not aware of the risks in divulging their information
or when they trust organizations’ ability and motivation
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to protect their information. The proposed comprehensive
model shows that a two-way relation also exists between
trust and risk perceptions. Users’ level of trust could in-
fluence their risks perceptions, or their perceptions of the
risks could have a bearing on their willingness to trust.

Users’ lack of trust in organizations’ ability and mo-
tivation to protect their clients’ personal data have been
found to strongly prompt them to withhold their personal
data or disclose them incompletely and inaccurately. How-
ever, complete information disclosure is imminent when
users trust that online organizations are competent in en-
suring the protection of their clients’ personal data and
when those organizations are believed to have close-to-nil
inclinations to abuse those data. Several empirical studies
have indicated that trustworthiness cues such as privacy
protection assurances, seals of approval, security features,
and a positive organizational reputation have considerable
impact on users’ degree of trust in online organizations.

Although some researchers argue that Internet users
would be very willing to compromise their information
privacy by disclosing their personal information in ex-
change for something in the digital environment, there
is no denying that users can also be rational in dealing
with information sharing. Rationality dictates that users
weigh the benefits that can be gained from supplying their
personal information for an online transaction against the
costs (specifically the risks) of their intention to share
their information. The premise is that when the benefits
outweigh the costs, complete information disclosure can
be expected. However, when the risks of information dis-
closure exceed the estimated value of the benefits expected
from the disclosure, users may resort to privacy protection
behaviors.

Nevertheless, other factors, which could be described
as either rational or nonrational, should also be considered
as important determinants of Internet users’ intention to
withhold their personal data, share them incompletely, or
disclose them accurately. While trust, risk appraisal, and
benefits calculation could be regarded as rational factors
influencing personal information-related behaviors, non-
rational elements have also been found to be determinants
of information withholding and information disclosure.
Users with sufficient experience with online transactions
are found to have lower privacy concerns (Bellman et al.
2004; Cho et al. 2009), which would most likely result in
a heightened willingness to share requested personal in-
formation. Habits also play a part. While some people, es-
pecially “privacy fundamentalists,” may have the habit of
refusing information disclosure under any circumstance;
others, probably those “privacy unconcerned,” habitually
share information regardless of the risks and the benefits.

An important rational factor that could also influence
users’ decision to withhold or disclose personal data is
their appraisal of the relevance of the data for a transac-

tion. The less the relevance of the data for an exchange, the
lower will be the tendency of users to disclose them when-
ever requested. The comprehensive theoretical framework
in figure 4 shows all the important postulations on personal
information-related behaviors, according to the theoretical
perspectives discussed in this article.

CONCLUSION

Organizations can reduce users’ level of risk perceptions
only when they win users’ trust in the organization’s abil-
ity and motivation to protect personal data collected from
users. Several empirical studies, particularly on online
commercial exchanges, have shown that users look for
a number of cues to assess whether or not an organization
can be trusted with their personal data. Because of privacy
issues and the concerns regarding the security of personal
data, users expect the availability of privacy statements
and security features on websites used for the collection
of data.

From a theoretical standpoint, the impact of such cues
on trust formation and risk perception reduction would
depend on users’ level of privacy concerns. For instance,
while privacy statements may not mean much for people
who have totally submitted to the belief that information
disclosure is extremely risky or the “privacy fundamen-
talists,” the same documents may be forceful enough to
sway nonfundamentalists to share their information when-
ever asked online. We can postulate the same thing for the
impact of perceived benefits on one’s willingness to dis-
close information.

Nonetheless, when one decides to share pieces of per-
sonal information for an online transaction, this should
not always be viewed as an indication of that person’s
trust in the organization collecting the information. Even
in the absence of trust, many Internet users would still
share complete and accurate personal information when
the expected benefits from the disclosure act outweigh the
costs (or the risks) of information sharing. But that might
be limited to users who are not concerned about their
information privacy or those who maintain a pragmatic
stance toward such type of privacy. Conversely, this type
of behavior is unlikely to be seen from users who harbor
a deep-seated belief that personal information disclosure
is an extremely risky act.

Understanding why some Internet users’ would unre-
lentingly disclose complete and accurate personal infor-
mation, while others would conscientiously refuse to share
any information about themselves can be a complex pur-
suit. It is certainly worthy of further research, which would
greatly benefit from a multidisciplinary approach.

While there are a growing number of empirical studies
that focus on the factors influencing personal information
disclosure or withholding in the online environment, these
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FIG. 4. Comprehensive theoretical framework for personal information-related behaviors.

studies are constrained by models that are not comprehen-
sive. For instance, there is an overemphasis on the impact
of trust and risk on disclosure intentions at the expense of
other possible factors such as the expected benefits that
could be derived from the disclosure act and the appraised
relevance of the information to be disclosed for the com-
pletion of a particular online transaction. We believe that
to fully understand why Internet users would withhold or
share personal information during online transactions it is
imperative to consider the important premises of a number

of theoretical perspectives from social psychology, soci-
ology, psychology, communication, and even economics.

Researchers of online information privacy regardless
of their disciplinary affiliations are likely to benefit from
the theoretical framework we have proposed in this arti-
cle. On one level, it presents a multidisciplinary synthe-
sis. On another level, it is applicable to not only personal
information behaviors within the frame of online commer-
cial exchanges but also those in noncommercial transac-
tions. We hope the proposed framework will stimulate and
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facilitate research that is mindful of the multidimension-
ality of personal information-related behaviors online.

NOTE

1. Throughout this article, personal information and personal data
would be interchangeably used.
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