Appendix
The Proof of Proposition 1

Recall that u(t, e) is strictly increasing in t but decreasing in e, Program (21) can be rewritten

as
f’ryg}gﬁyu(b + aR(%,9) — aR(—sy, sy), €)
= b+ aR(%,7) — aR(—sy,s,) — v (e(sx, sy))
=b+aR(x,y)—v (e(sx, sy))
s.t.  Constraints (20-1)- (20-3).
To maximize utility, the agent will pick (sx, sy) to minimize v (e(sx, sy)), i.e., the agent will
select a local allocative efficient input-output combination (¥, V) € arg max R(X,7) asthe

@yez((x, y)|T)

underlying production mix. This completes the proof. QED.

The Proof of Proposition 2

We prove this by contradiction. Assume (X,7) € Eff T, then by definition there exists an
underlying production mix (&',9") satisfying (—x%',7") = (=%, 7),(X,5") # (X, 7) such that
(%',7") € T. By the definitions of profit function R(x,y) and the set of underlying production mix
Z((x,»IT), we induce that R(Z',7") > R(%,¥) and (X¥',7') € Z((x,y)|T). With the help of

Proposition 1, we have a contradiction such that (%,¥) € L = arg R(x*,y*) since

max
@ yez((x, y)IT)

R(%',7") > R(%,¥) and (%',7") € Z((x,y)|T). This completes the proof. QED.

The Proof of Proposition 3
It is clear that (%,¥) = (x — S,y + sy) € G holds by Proposition 1, combining (sx, sy) €

RT* we get (x,) = (X + 5,7 —sy) € G + RT x (—R%). This completes the proof. QED.

The Proof of Proposition 4
First, the agent is rational implies that the observed slack vector s is the optimal solution of the

utility maximization problem (23). We discuss the four cases separately in the following.



(i) In case with v(e(s)) =g — Hm+h s; !, to estimate the bargaining power of factor f;, the utility

maximization problem (23) can be rewritten as

m+h m+h
min U(s)—az PaSa +g—1_[sgd—‘l1.
SERTFR
d=1 d=1

A necessary condition for the optimality of the observed slack vector s in the above program is

the first partial derivatives with respect to s;,l = 1,2, ..., m + h are equal to zero, i.e.,

0U(s) _ - Allgsg

= =0,l=12,..,m+h.
651 L N m

The above formula can be reorganized as

m+h

ap;S
[ [sf =22 0=12.m+h
i B

Forall [=1,2,...,m+h and d = 1,2, ..., m + h, we thus have
apisy _ aPqSq
Bi Ba
The above formula can be reorganized as
ﬁ_d _ aPqSq _ PdaSa
B ap;s (4N}
m+h

Suppose B4 = wpgsq and f; = wp;s; (w > 0), we thus have X2;5" wpgsq = 1 because of

Ym+h g, = 1, from which we obtain

B, = wpys wp;S, Pisi
L= ISL = m+h m+h :
d=1 WPdSd Zd:l PaSa

To infer the lower and upper bounds of the underlying maximal effort level, the individual

rationality constraint can be rewritten as

m+h m+h
‘P—aZplsl—g+1_[sf12Q,
=1 =1

By the definition of the cost of effort, we have

m+h
- 1_[ sfl >0.
=1

Combining the optimal estimates of bargaining power of factors, we thus obtain

m+h 151 m+h

g<‘l’+ﬂ HE 0N pisi -0 = g™,
=1



m+h pPisi

h
g> 5231:1 Pasa _ g”’
= | | f .
=1

Subsequently, the inference about the cost of effort is

m+h PiSt m+h DiSi m+h DiSi m+h

m+h m+h m+h
v(e(s)) = g — 1_[ SlZd=1 Pasa o e 1_[ SIZd=1 Pasa 4 1_[ SlZd=1 pasa _ Z s — 0.
=1 =1 =1 =1
This completes the first part of the proposition.
(ii) In case with v(e(s)) = g — min{Bys1, B252, -, Bm+nSmsn )}, to estimate the relative importance of

factor B, the utility maximization problem (23) can be rewritten as
m+h
SE%%Qh U(s)=a z PaSa + g — min{B51, B2, -, BrnanSment — V.
d=1
A necessary condition for the optimality of the observed slack vector s in the above program is

B151 = B253 = *** = BmanSmen, We record this result as a corollary.

Corollary 1. In case with v(e(s)) = g — min{B;S1, B2S2, --+» Bm+rSmsn}, the optimal estimates of

relative importance of the factors f;,1 = 1,2,...,m + h satisty ;51 = 25, = ** = BnshSman-
For ease of exposition, let T = 8151 = 25, = *** = Bm+nSm+n, the optimal value of Program
(23)is
m+h
a Z PaSqt+9g—17—W.
d=1
Suppose 151 = 252 = *** = BrinSman does not always hold, there exists at least one input or

output (denoted by 1) satisfying B;s; <t since LT*"B, = 1. Then the corresponding value of

Program (23) is
m+h
a Sat+g-— min si— ¥
Z PaSa T g e(l|Bys) <T}ﬁz l
d=1
Note that
m+h m+h
a Sq+g— min s—‘P>aZ Ssgt+g—1t—Y,
Z PaSa Tt 9 ell|Bys) <T}ﬂz l PaSa T 9
d=1 d=1
which implies any deviation from ;51 = 55, = *** = B+nSmen leads to the increase of the value
of Program (23). To minimize the value of Program (23), therefore, 151 = B25S2 = *** = Bm+nSm+n

is optimal. This completes the proof of Corollary 1.

With the help of Corollary 1, let us combine T = ;51 = 252 = *** = Bm+nSms+n and



ymthg, =1, we get Zfi";fé =1,ie,

1
t=—"""7°-< Bisi,
Zm+h_
d=1 sd
from which we obtain
1 l=1,2 h
.Bl W =12,.. m+n.
l d=1 g

To infer the lower and upper bounds of the underlying maximal effort level, the individual

rationality constraint can be rewritten as

m+h

Y—-a z piS; — g + min{B;5sy, £2S2, o, BnsnSm+n} = Q.

=1
By the definition of the cost of effort, we have
g — min{p;51, B252, ) Bm+nSmn} = 0.

Combining the optimal estimates of relative importance of factors, we thus obtain

m+h

1
gS‘P+—1—az pisi—Q =g,
Zm+h =
gz ——=g".
Zm+h 1
1 S

Subsequently, the inference about the cost of effort is

m+h

1 1 1 z :
U(e(s)):g_ 1,g€ 1'1.IJ+ 1—(1 DS —
Zm+h Zm+h_ Zm+h_
=1 S =1 1 =1

a=1 g,

This completes the second part of the proposition.
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(iii) In case with v(e(s)) = (g — [1tn sf l) , to estimate the bargaining power of factor f;, the

utility maximization problem (23) can be rewritten as
2

min U(s) = a Z PaSa+| 9 — nsgd -y
seRY a=1 d=1

A necessary condition for the optimality of the observed slack vector s in the above program is

the first partial derivatives with respect to s;,l = 1,2, ..., m + h are equal to zero, i.e.,



m+h

U (s m+h Ba
()=apz+2 g—ﬂsﬁd _Adlars,” =0,0=12..,m+h.
aSl Gl N

The above formula can be reorganized as

m+h m+h

ap;S
2| g - 1—[ ﬂ Ba — p”,l:1,2,...,m+h.

Forall [=1,2,...,m+h and d = 1,2, ..., m + h, we thus have
apiSy _ aPaSa
Bi Ba

The above formula can be reorganized as

Ba _ APaSa _ PdSa
B apis pist
Suppose S = ¥ypaSq and B; = yp;s; (y > 0), we thus have Y7 ypysq =1 because of

Ymth g, = 1, from which we obtain

B, = ypis; = YD1S1 D15t
1 =YDbiS1 = .
gl+1hypd5d Zgl:lhpdsd

To infer the lower and upper bounds of the underlying maximal effort level, the individual

rationality constraint can be rewritten as

m+h m+h 2
LP—aZplsl— g—nslﬁl > Q.
=1 =1
By the definition of the cost of effort, we have
m+h 2
g- 1_[ sfl > 0.
1=1

Combining the optimal estimates of bargaining power of factors, we thus obtain

m+h m+h piSi

ym+h ., ..
gS lp_azplsl_Q-l_l_[SlZd:l pdsd:gub’
=1 =1

m+h __ DPiSt
| | S asa _ p
g= =9

Subsequently, the inference about the cost of effort is

m+h PiSt 2 m+h PiSt m+h m+h DiSi

m+h m+h sm+h_ o
v(e(s)) =|g- 1_[ slzdz1 Pasa ) g€ 1_[ slz"l:1 Pasd -~y _ g Z pis;—Q + 1_[ Slzd:1 Pasa |
=1 =1 =1 =1



This completes the third part of the proposition.
(iv) In case with v(e(s)) = (g — min{B; 51, B2S2, > Bm+nSm+n})?, the utility maximization problem

(23) can be rewritten as

m+h
min, D) =a ) pusa+ (g = minBuss, Bass - Bnsnsmen))? = ¥
s
d=1

Similar to the proof of part (ii) of the proposition above, a necessary condition for the optimality

of the observed slack vector s in the above program is 151 = 252, = *** = Bm+nSm+n, from which
we have
B = L JA=12,..,m+h.
St (Zgwlh s1 )

To infer the lower and upper bounds of the underlying maximal effort level, the individual

rationality constraint can be rewritten as

m+h

¥Y—-a z pis: — (g — min{f; 51, B252, ---'.Bm+h5m+h})2 = Q.
1=1

By the definition of the cost of effort, we have

(9 — min{B;51, B252 v, BmanSman})* = 0 = 0.

Combining the optimal estimates of relative importance of factors, we thus obtain

m+h 1
g = W‘“ZP{&‘Q"‘ 1:gub,
m+h -
=1 Sl
1
g > - = g'b.
Zm+h
15
Subsequently, the inference about the cost of effort is
2
1 1 m+h 1
(e) = g~ N — ‘P—astl—Q+—-
m+hl m+h 1 m+hl
i) SI )i 1=1 iy s,

This completes the final part of the proposition. QED.

The Nonparametric Frontier Technology

In line with the production theory, the nonparametric frontier technology T satisfies the following



standard axioms (Banker et al., 1984; Podinovski et al., 2018; Kerstens et al., 2019).
Axiom 1. Inclusion of Observations. (xj, yj) €T forany j,j =12,..,n.
Axiom 2. Convexity. T is convex.
Axiom 3. Free Disposability. If (x,y) € T, thenforany x' > x,0<y' <y, (x',y') €T.
Axiom 4. Minimum Extrapolation. T is the smallest set.
With the help of the classical axioms above, an algebraic representation of convex nonparametric

frontier technology under variable return to scale can be expressed as

T = {(X, y) S RT+h|E|Aj S RO:X > Z;}=1 ij]',y < Z?:l )L]y] ,2}1:1 /11 = 1}



