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ABSTRACT

The literature on testing the unit root hypothesis in the presence of GARCH errors is extended.
A new test based upon the combination of local-to-unity detrending and joint maximum likelihood
estimation of the autoregressive parameter and GARCH process is presented. The finite sample
distribution of the test is derived under alternative decisions regarding the deterministic terms
employed. Using Monte Carlo simulation, the newly proposed ML t-test is shown to exhibit in-
creased power of relative to rival tests. Finally, the empirical relevance of the simulation results is
illustrated via an application to real GDP for the UK.
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1 Introduction

It has long been recognised that financial time series exhibit volatility clustering. In response,

Engle (1982) introduced the notion of autoregressive conditional heteroskedasticity (ARCH) as a

means capturing this phenomenon via modelling of the temporal dependency of the conditional

variances of time series processes. This research was subsequently extended in the independent

studies of Bollerslev (1986) and Taylor (1986) where the generalised autoregressive conditional het-

eroskedasticity (GARCH) model was proposed. The GARCH model and its various modifications

now occupy as central position in empirical and theoretical research, exhibiting attractive properties

in widespread application to financial data (see Anderson and Bollerslev 1998). In recent years

the noted prevalence of GARCH in financial time series has led to the emergence of a

literature examining its impact upon examination of the unit root hypothesis, which

following the seminal work of Dickey and Fuller (1979) (DF) has itself become a cor-

nerstone of empirical research in time series econometrics. In its simplest case, the

DF test examines the unit root hypothesis (H0 : ρ = 1) in the equation below:

yt = ρyt−1 + εt (1)

where yt denotes a variable of interest and εt is an error term. Following DF, an

enormous literature has emerged examining and extending the analysis of the unit root

hypothesis in a variety of ways. The various developments made include examination

of unit root testing in the presence of structural change (see, inter alia, Perron 1989,

1997; Leybourne et al. 1998; Leybourne and Newbold 2000; Cook 2002) and the use

of alternative estimators to increase test power and/or reduce bias in the estimation

of the autoregressive parameter ρ (see, inter alia, Pantula et al. 1995; Park and Fuller

1995; Shin and So 2001). For a full discussion of the literature on the testing of the unit

root hypothesis, the reader is referred to the excellent survey provided by Maddala

and Kim (1999).

Research involving the joint consideration of the unit root hypothesis and GARCH behaviour

has followed two approaches. Under the first approach, investigators have examined the behaviour of

a range of unit root tests when GARCH is present but not addressed by the practitioner. Examples
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of studies considering the impact of neglected GARCH behaviour upon unit root tests include Kim

and Schmidt (1993), Haldrup (1994), Brooks and Rew (2002) and Cook (2006a, 2006b, 2006c).

The general conclusion to be drawn from these studies is that while GARCH has little impact

upon the size of linear unit root tests such as those of Dickey and Fuller (1979), Elliott et al.

(1996), Granger and Hallman (1991), Leybourne (1995), Park and Fuller (1995), Perron (1997)

and Shin and So (2001), asymmetric and non-linear unit root tests (see Enders and Granger

1998, Enders 2001, Cook and Manning 2003 and Kapetanios et al. 2003) can suffer severe size

distortion in the presence of GARCH. In contrast to this work, the second approach to the analysis

of the interaction between unit root testing and GARCH adopts a different stance whereby the

presence of GARCH is explicitly addressed by the practitioner. This research is exemplified by

Seo (1999) where it is suggested that in the presence of GARCH, a higher powered approach to

testing of the unit root hypothesis is possible via joint maximum likelihood (ML) estimation of the

autoregressive (AR) unit root and a GARCH process. The results of this analysis show that under

ML estimation of a DF testing equation and a GARCH process, the asymptotic distribution of the

t-statistic for the unit root hypothesis is a mixture of the non-standard DF distribution and the

standard normal. The weightings attached to each of these distributions is dependent upon the

strength of the GARCH effect which is captured by a nuisance parameter (ρ). As the GARCH

effect increases and ρ moves from its lower limit of 0 towards its upper limit of 1, the asymptotic

distribution of the ML t-statistic moves from the DF distribution towards the standard normal. In

subsequent research, Cook (2007) has examined the relevance of these asymptotic arguments for

the types of finite sample encountered in empirical research. Using Monte Carlo simulation, it was

shown that the proposed movement of the distribution of the resulting ML t-statistic from the DF

distribution towards the standard normal is dependent upon both a very large sample size and an

empirically large value for the volatility parameter of the GARCH process. In response to this,

the finite-sample distribution of the ML t-statistic under joint estimation of a DF testing equation

and GARCH process, denoted as DF-GARCH, was derived for alternative sample sizes and values

of the GARCH parameters. The resulting critical values of the DF-GARCH test were found to

vary substantially according to both the sample size and value of the volatility parameter of the

GARCH process.
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In this paper the research of Seo (1999) and Cook (2007) is extended via the proposal of a new

unit root testing procedure which introduces local-to-unity detrending to the joint estimation of a

unit root testing equation and GARCH process. Following Elliott et al. (1996) it is recognised that

local-to-unity detrending via generalised least squares (GLS) results in an increase in power of the

DF unit root test. The purpose of this paper is derive a ML t-statistic which, under GLS local-to-

unity detrending, jointly estimates the AR parameter and a GARCH process. The distribution of

this newly proposed DF(GLS)-GARCH statistic is derived and its power properties compared to

those of the DF and DF-GARCH tests. It is shown that the newly proposed test has a clear power

advantage over its rivals.

This paper proceeds as follows. Section [2] presents the newly proposed DF(GLS)-GARCH

statistic. In section [3] Monte Carlo simulation is employed to derive the finite-sample distribution

of the test under alternative decisions concerning the inclusion of deterministic terms. The empirical

power of the DF(GLS)-GARCH test is examined via comparison with the DF and DF-GARCH

tests in section [4]. The simulation power results receive an empirical illustration in section [5] via

an analysis of the order of integration of UK real output. Section [6] concludes.

2 GLS-based unit root testing incorporating GARCH

Examination of the unit root hypothesis in the presence of GARCH, as conducted by Seo (1999)

and Cook (2007) can be illustrated by the following system of equations:

∆yt = dt + βyt−1 + εt t = 1, ..., T (2)

h2t = φ0 + φ1ε
2
t−1 + φ2h

2
t−1 (3)

εt = htvt (4)

vt ∼ N (0, 1) (5)

where dt is a deterministic component which is specified as either an intercept (dt = α0) or an

intercept and linear trend term (dt = α0 + α1t) and εt is a GARCH(1,1) error process. This repre-

sentation draws upon the Monte Carlo simulation design of Seo (1999) and Cook (2007).1 Following

ML estimation of the above model, the unit root hypothesis (H0 : β = 0) is tested via the t-ratio
1Note that while Cook (2007) explicitly includes deterministic terms in the testing equation of (2), Seo (1999)

instead considers initial demeaning or detrending of the series of interest via preliminary regression.

4
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of β in (2), the resulting test being denoted here as tβ. Simulation results presented by Seo (1999)

show the tβ test to exhibit a gain in power relative to estimation of the DF testing equation of

(2) alone. To complement the primarily asymptotic analysis of Seo (1999), Cook (2007) shows the

finite-sample distribution of tβ to be a function of the sample size (T ) employed and values of the

GARCH parameters {φ1,φ2} . In particular it is shown that the convergence of the distribution of

the tβ statistic towards the standard normal is dependent upon large values of φ1 and T .

In this paper the above framework is modified via the introduction of local-to-unity detrending

using GLS in an attempt to increase the power of the resulting ML t-statistic. The modification

therefore relates to the treatment of the deterministic term (dt) in (2) above, thus representing a

direct extension of the work of Elliott et al. (1996) for the DF test. Adopting the approach of

Elliott et al. (1996), a deterministic process zt is introduced which is specified as zt = 1 if the series

of interest (yt) is to be demeaned, or zt = (1, t)0 if detrending is appropriate. With the relevant

deterministic term zt decided upon, quasi-differenced data are generated as:

yα = [y1, y2 − αy1, ..., yT − αyT−1]
0

(6)

zα = [z1, z2 − αz1, ..., zT − αzT−1]
0

(7)

where α = 1 + c T −1 and c is a constant determining the extent of local-to-unity detrending. The

GLS detrended series eyt is then derived as eyt = yt − bβ0 when zt = 1, and eyt = yt − bβ0 − bβ1t when
zt = (1, t)0, with the bβi coefficients obtained from the regression of yα upon zα. The extent of

quasi-differencing is therefore dependent upon the value of c. Following Elliott et al. (1996) c = −7

is imposed for the intercept model, while c = −13.5 for the trend model.2 The unit root hypothesis

is then tested via the ML t-ratio for γ in (8), with the framework of (2)-(5) revised as (8)-(11)

below:

∆eyt = γeyt−1 + εt t = 1, ..., T (8)

h2t = φ0 + φ1ε
2
t−1 + φ2h

2
t−1 (9)

εt = htvt (10)

vt ∼ N (0, 1) (11)
2The stated values of the quasi-differencing parameters are employed also by Elliott et al. (1996) when extending

the Dickey-Fuller test and Rodriguez and Perron (2001) when extending the Engle-Granger test.
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The resulting test statistic is then denoted as tGLSγ . Application of this test there-

fore involves an initial exmination of the properties of the series under investigation

to ascertain whether the test should be employed in its intercept (zt = 1) or trend³
zt = (1, t)

0
´
forms. With this decided, the appropriate GLS detrending is undertaken

using (6)-(7), before the unit root hypothesis is tested using (8)-(11).

3 Finite-sample distribution of the tGLSγ statistic

To examine the finite-sample distribution of the tGLSγ statistic, the following data generation process

(DGP) is employed:

yt = yt−1 + wt t = 1, ..., T (12)

h2t = φ0 + φ1w
2
t−1 + φ2h

2
t−1 (13)

wt = htvt (14)

vt ∼ N (0, 1) (15)

In previous research, Cook (2007) showed the finite-sample distribution of the DF-GARCH test to

be highly dependent upon the values of the parameters of the GARCH process (φ1,φ2). In partic-

ular, it was found that the distribution was driven by the value of the volatility parameter φ1, with

larger values causing the distribution of the statistic to move from the non-standard DF distribu-

tion towards the standard normal. To examine whether the distribution of the tGLSγ test exhibits

similar behaviour, unit root processes (yt) in the above DGP are considered with varying forms

of GARCH behaviour given by a range of combinations of the GARCH parameters {φ1,φ2} . The

precise values selected are in part informed by estimated values observed in the empirical analy-

sis of data of differing frequencies (see Drost and Nijman 1993; Engle and Patton 2001), where

the volatility parameter φ1 is typically small relative to φ2 and the sum φ1 + φ2 represents near

integration. However, for completeness a full range of values is employed, including parameter com-

binations where φ1 is large relative to φ2. The exact values considered are: {φ1,φ2} = {0.05, 0.90} ,

{0.15, 0.80} , {0.25, 0.70} , {0.35, 0.60} , {0.50, 0.45} , {0.70, 0.25} , {0.90, 0.05} . Throughout, the in-

tercept φ0 is given as φ0 = 1 − φ1 − φ2. While the initial value of yt is set to zero (y0 = 0), the

initial value of the conditional variance is set equal to one (h0 = 1) following previous research (see,

6
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inter alia, Kim and Schmidt 1993; Seo 1999). The innovation series {vt} is generated using pseudo

i.i.d. N(0, 1) random numbers. Two sample sizes are considered for the experimental analysis, with

T = {250, 500}. For all experiments, an additional, initial 400 observations of the GARCH process

wt are generated and discarded. For each of the experimental designs, the unit root hypothesis

is examined over 25,000 replications via joint ML estimation of (8) and a GARCH(1,1) process

using the Bernt-Hall-Hall-Hausman (BHHH) algorithm and the Bollerslev-Wooldridge covariance

matrix estimator for data generated from (12)-(15). The testing equation of (8) is considered in

two alternative forms as a result of differing options concerning the deterministic terms included,

with zt = 1 or zt = (1, t)
0. The tGLSγ test is then calculated using (8)-(11) as explained in

the previous section.

The finite-sample critical values for the tGLSγ statistic are reported in Table One for the intercept

and trend models. From inspection of Table One, it can be seen that the presence of GARCH results

in more negative (greater in absolute value) critical values in comparison to those for the Elliott

et al. (1996) test where GARCH is not present. However, as the sample size is increased the

values become greater (less negative). This result was also found to hold by Cook (2007) for the

DF-GARCH test. It can also be seen that the values of the GARCH parameters do have some

impact upon the resulting critical values. In particular it can be seen that when either φ1 or φ2

move away from more moderate values, the observed critical values take more negative values.

Table One about here

4 Monte Carlo analysis of power

To examine the empirical power of the tGLSγ test, the following data generation process (DGP) is

employed:

yt = ρyt−1 + wt t = 1, ..., T (16)

h2t = φ0 + φ1w
2
t−1 + φ2h

2
t−1 (17)

wt = htvt (18)

vt ∼ N (0, 1) (19)

7

Page 8 of 15

URL: http://mc.manuscriptcentral.com/lssp E-mail:  comstat@univmail.cis.mcmaster.ca

Communications in Statistics - Simulation and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review
 O

nly

The above DGP therefore closely mimics (12)-(15). Indeed, the previous Monte Carlo design is

adopted regarding the number of replications employed, values of the GARCH parameters {φ1,φ2},

initial conditions and discarding of initial values of the GARCH process {wt}. However, a departure

from the previous DGP is concerns the introduction of the parameter ρ to allow the analysis of test

power. Via the imposition of |ρ| < 1 it is ensured that yt does not possess a unit root, with the four

near unity values of ρ considered given as ρ = {0.980, 0.985, 0.990, 0.995}. Additionally, in a further

departure from the simulation of critical values, the power analysis conducted is performed for a

single illustrative sample size of 500 observations (T = 500). As a result of the use of 7 different

pairings of the GARCH parameters and four values of ρ, 28 different experimental designs are

considered. For each of the experimental designs, empirical rejection frquencies at the 5% level of

significance are calculated for the DF, DF-GARCH and DF(GLS)-GARCH tests. Each of these tests

is considered with (i) an intercept and (ii) an intercept and linear trend included as deterministic

terms. While the DF-GARCH and DF(GLS)-GARCH tests are denoted as tβ and τGLSγ under the

use of both choices of deterministic terms, conventional notation is followed for the DF test with

τμ denoting the intercept model and τ τ denoting the trend model. The required critical values for

the τμ and τ τ tests are drawn from Fuller (1996), while the critical values for the tβ and τGLSγ tests

are drawn from Cook (2007) and the analysis of the previous section respectively. In light of the

dependence of the critical values for these tests upon the values of the GARCH parameters, critical

values specific to the estimated value of the volatility parameter (φ1) are employed.

The results of the power experiments are presented in Tables Two and Three. Considering the

results for the intercept model in Table Two it is clear that the tGLSγ test possesses far greater

power than the τμ and tβ tests for all of the experimental designs considered. Interestingly, for

designs with smaller values of the volatility parameter (φ1), the power advantage of the t
GLS
γ test

is particularly noticeable. This feature is of interest as in empirical research estimated values of φ1

tend be similar to the smaller, rather than larger, values considered here. Considering the results

for the trend model presented in Table Three, similar findings are observed with the tGLSγ test again

outperforming its rivals. In summary, the results of the simulation analysis show the tGLSγ test to

exhibit greater power than the tβ test and the seminal DF test for both intercept and trend models

in the presence of GARCH, particularly for more empirically realistic designs.

8
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Tables Two and Three about here

5 An empirical analysis of UK output

The above simulation analysis clearly depicts the power advantage of the tGLSγ test relative to the

DF and tβ tests. To illustrate the empirical relevance of these findings, the tests are employed to

examine the integrated nature of UK output. The data considered are quarterly observations on

the natural logarithmic value of real GDP over the period 1955(1) to 2006(1).3 Given the clearly

trending nature of the series, the rival tests are applied with an intercept and trend included as

the relevant determinstic terms. The first test applied is the τ τ test. To determine the degree of

augmentation of this test, the modified Akaike Information Criterion (MAIC) of Ng and Perron

(2001) is employed following initial consideration of a maximum lag length (p) given by p = int

[12 (T/100)]0.25. Justification of this upper bound is provided by Hayashi (2000). The resulting

calculated test statistic of−2.615 results in non-rejection of the unit root hypothesis when compared

to the 5% critical value of −3.432, or even the 10% critical value of −3.140. However, consideration

of the correlogram of squared residuals from the DF testing equation and application of an LM test

of ARCH, indicates the presence of conditional heteroskedasticity. As a consequence of this, the

tβ test is applied. Following the above approach to determine the degree of augmentation of the

testing equation, application of the tβ test using the BHHH algorithm and Bollerslev-Wooldridge

robust standard errors results in a calculated test statistic of −3.075. Given estimated, and highly

significant, GARCH coefficients of {φ1,φ2} = {0.055, 0.937}, the appropriate 5% critical value

of −3.752 drawn from Cook (2007) shows that again the unit root null cannot be rejected. To

explore the possibility that the higher powered tGLSγ test may reject the null, it is applied using the

BHHH algorithm and Bollerslev-Wooldridge covariance matrix estimator, with the same decision

rule employed to determine the degree of augmentation of the testing equation. The resulting

calculated test statistic is found to be −3.201. Given estimated GARCH parameters of {φ1,φ2} =

{0.100, 0.898}, the most appropriate critical values to draw from Table One are those for either

{T,φ1,φ2} = {250, 0.05, 0.90} or {T,φ1,φ2} = {250, 0.10, 0.85}. In either case it is clear that, in

contrast to the results for the τ τ and tβ tests, the null can be rejected at the 5% level of significance.
3The data were downloaded from the National Statistics Web site (http://www.statistics.gov.uk/). The series

code is ABMI.
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Indeed, generation of critical values specific to the sample size and estimated GARCH parameters

of the current empirical example results in a 5% critical value of −3.00, again clearly leading to

rejection of the unit root null.4

Table Three about here

6 Conclusion

In this paper, the literature on the examination of the unit root hypothesis in the presence of

GARCH has been extended. Using local-to-unity detrending a new unit root test has been de-

veloped which involves joint maximum likelihood estimation of a unit root testing equation and

GARCH(1,1) process. Using simulation analysis it was shown that this test possesses a clear

power advantage relative to a previously proposed unit root test incorporating GARCH effects.

To illustrate the empirical relevance of the simulation results, the order of integration of UK real

output was examined. Following the failure of the seminal Dickey-Fuller test to reject the unit root

hypothesis, it was noted that the residuals from the Dickey-Fuller testing equation exhibited condi-

tional heteroskedasticity. In response to this find, the newly proposed test and previously proposed

GARCH-based unit root tests were applied. While the latter test also failed to reject the null, the

newly proposed test did reject the unit root hypothesis. The simulation and empirical analysis

suggest the newly proposed test, which can be employed in both intercept and trend specifications,

to be of value to practitioners interested in determining the order of integration of economic and

financial time series processes.
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Table One: Finite-sample critical values for the tGLSγ test

The intercept model: zt = 1

T = 250 T = 500

(φ1,φ2) 10% 5% 1% 10% 5% 1%

(0.05, 0.90) −1.78 −2.11 −2.83 −1.67 −2.00 −2.66
(0.15, 0.80) −1.74 −2.08 −2.73 −1.67 −2.01 −2.65
(0.25, 0.70) −1.73 −2.08 −2.79 −1.66 −2.01 −2.70
(0.35, 0.60) −1.72 −2.08 −2.79 −1.63 −1.99 −2.70
(0.50, 0.45) −1.70 −2.08 −2.88 −1.59 −1.95 −2.70
(0.70, 0.25) −1.68 −2.08 −2.92 −1.57 −1.92 −2.67
(0.90, 0.05) −1.69 −2.13 −3.07 −1.55 −1.93 −2.71

The trend model: zt = (1, t)
0

T = 250 T = 500

(φ1,φ2) 10% 5% 1% 10% 5% 1%

(0.05, 0.90) −2.73 −3.08 −3.84 −2.61 −2.90 −3.49
(0.15, 0.80) −2.62 −2.93 −3.53 −2.56 −2.86 −3.46
(0.25, 0.70) −2.60 −2.95 −3.57 −2.53 −2.85 −3.46
(0.35, 0.60) −2.60 −2.96 −3.69 −2.49 −2.86 −3.54
(0.50, 0.45) −2.58 −3.01 −3.92 −2.47 −2.86 −3.68
(0.70, 0.25) −2.56 −3.04 −4.21 −2.47 −2.91 −3.96
(0.90, 0.05) −2.58 −3.11 −4.60 −2.49 −2.97 −4.23

Notes: The figures in the above tables represent critical values for the tGLSγ test at the 10%,
5% and 1% levels of significance using (8)-(11) for data generated using the DGP of (12)-(15).
Estimation was performed using the BHHH algorithm and the Bollerslev-Wooldridge covariance
matrix estimator under alternative decisions concerning inclusion of deterministic terms.
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Table Two: Power analysis of unit root tests: The intercept model (dt = α0)

(φ1,φ2)

(0.05, 0.90) (0.15, 0.80) (0.25, 0.70) (0.35, 0.60) (0.50, 0.45) (0.70, 0.25) (0.90, 0.05)

ρ = 0.995

τμ 7.60 8.74 10.04 11.06 12.41 13.33 13.50

tβ 7.13 8.62 11.93 16.18 22.40 29.52 35.51

tGLSγ 14.60 19.32 27.64 35.24 44.44 52.71 59.00

ρ = 0.990

τμ 12.13 13.64 15.47 17.07 18.88 19.78 19.85

tβ 10.71 14.92 23.30 33.27 45.63 58.08 66.91

tGLSγ 31.79 41.73 53.96 63.16 73.33 80.49 85.63

ρ = 0.985

τμ 19.90 21.97 24.28 26.23 28.06 29.24 28.97

tβ 17.74 25.09 38.73 51.16 65.08 77.53 84.96

tGLSγ 53.62 63.81 74.27 81.31 87.74 92.30 94.83

ρ = 0.980

τμ 31.37 33.48 35.96 37.73 38.85 40.02 39.61

tβ 27.73 38.42 54.35 67.36 80.23 89.14 93.72

tGLSγ 73.00 80.20 86.72 90.75 94.38 96.84 97.96

Notes: The figures in the above table represent empirical rejection frequencies for the τμ, tβ and
tGLSγ tests at the 5% level of significance using the DGP of (16)-(19) over 25,000 replications.
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Table Three: Power analysis of unit root tests: The trend model (dt = α0 + α1t)

(φ1,φ2)

(0.05, 0.90) (0.15, 0.80) (0.25, 0.70) (0.35, 0.60) (0.50, 0.45) (0.70, 0.25) (0.90, 0.05)

ρ = 0.995

τ τ 6.23 7.77 9.56 10.93 12.44 13.52 13.84

tβ 6.36 7.00 8.88 11.10 15.42 20.14 23.74

tGLSγ 7.17 8.28 10.38 12.95 16.38 19.38 23.09

ρ = 0.990

τ τ 8.71 10.37 12.53 14.21 15.90 17.20 17.42

tβ 8.38 10.19 14.99 21.93 32.27 43.36 52.13

tGLSγ 12.16 14.89 21.04 27.49 35.32 42.92 50.26

ρ = 0.985

τ τ 12.88 14.97 17.48 19.21 21.18 22.52 22.68

tβ 11.97 15.38 24.31 35.22 50.12 64.21 73.54

tGLSγ 20.22 25.49 35.18 44.10 54.62 63.32 71.07

ρ = 0.980

τ τ 18.91 21.45 24.03 26.08 28.03 29.28 29.40

tβ 17.40 22.90 35.48 49.43 65.97 78.83 86.64

tGLSγ 31.83 39.16 50.16 59.50 69.42 77.67 84.21

Notes: The figures in the above table represent empirical rejection frequencies for the τμ, tβ and
tGLSγ tests at the 5% level of significance using the DGP of (16)-(19) over 25,000 replications.
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