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Abstract:20

This paper is concerned with the proposal of a new prediction interval and21

band for the nonlinear regression model. The construction principle of this interval22

and band is based on an exact (the meaning of the term "exact" will be given23

later) con�dence region for parameters of the nonlinear regression model. This24

region, fully described in Vila & Gauchi (2007), provides a rigorous justi�cation25

for the new prediction interval and band that we propose. This new band is26

then compared to the classical bands (which are asymptotic and thus approximate27

for small n), and also to the band based on the bootstrap resampling method.28

The comparison of these bands is undertaken with simulated and real data from29

predictive modelling in food science.30

Keywords: Prediction interval; Prediction band; Nonlinear regression; Para-31

metric con�dence region; Predictive modelling; Food Science.32

1 Introduction33

The question of the construction of prediction intervals (PI) for a single value34

or a mean and for prediction bands (PB) was extensively studied and solved35

in the case of linear regression models. The most frequently used solution was36

developped by Working and Hotelling (1929) and is detailed in Draper and Smith37

(1981). It leads to the familiar hyperbolic curves surrounding the regression model38

2
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curve. However, several methods are always in competition for nonlinear regression39

models, and there is no rule for making a de�nitive choice for a given model. Our40

aim is therefore to compare four well-known PI and PB on simulated and real data41

to the new PI and PB we propose, using familiar predictive microbiology models42

in foods. The �rst two PI and PB are based on a �rst-order Taylor approximation43

of the model analytic form and are called aymptotic PI and PB (see Bates and44

Watts, 1988). The third PI and PB are based on the bootstrap resampling method45

(Efron and Tibshirani, 1993). The new PI and PB we propose are based on an46

exact (see Section 4 for the meaning of the term "exact") con�dence parametric47

region (the X�region fully described in Vila & Gauchi, 2007). The new PI will48

be referred to as PIX and the new PB as PBX .49

It is necessary to draw the reader�s attention to a crucial point here. We are50

not actually dealing with genuine prediction regions (note the di¤erence between51

the words "regions" and "bands") of the model curve. A true prediction region52

for the model curve is a region where there is a �xed probability of �nding this53

whole model curve completely inside this region. In fact, this question has not54

yet been totally solved because a genuine region can be too large and of no use55

to the practitioner. Thus, an approach based on a genuine prediction region is56

not always a relevant approach. Instead, we prefer to propose a PB made of joint57

adjacent prediction intervals. The global predictive capability will therefore be58

3

Page 4 of 30

URL: http://mc.manuscriptcentral.com/lssp E-mail:  comstat@univmail.cis.mcmaster.ca

Communications in Statistics - Simulation and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review
 O

nly
quanti�ed by the band area. The rest of the article is organized as follows. Section59

2 presents some useful notations for the reader. Section 3 provides information60

on asymptotic and bootstrap bands. Section 4 gives details on the new PIX and61

PBX we propose. Section 5 is devoted to the comparison of the four bands in the62

food science predictive modelling �eld; and Section 6 is the conclusion.63

2 Notations64

Let us consider the standard parametric nonlinear regression model65

yi = � (xi; �
�) + "i ; i = 1; : : : ; n (1)

with the following notations: (a) yi is the ith observation of the response (the66

corresponding n�1 vector of the yi is referred to as y); (b) xi is an m�1 vector �67

a support point � with component xil, l = 1; : : : ;m, and xi 2 � � Rm, where �,68

a compact subset of Rm, is the experimental domain. For the sake of briefness, we69

will refer to the n�m matrix X as the whole set of them explanatory variables set70

at n levels; (c) We assume that the errors "i, components of the n�1 vector ", are71

independent and normally distributed; they have the same variance �2 (generally72

unknown). Then, "�N (0;�), where � = �2In (In is the n�n identity matrix); (d)73

�� is the p� 1 vector of the unknown p parameters to be estimated, �� 2 � � Rp,74

where � is the parametric domain, a compact subset of Rp; (e) � (:) is a continuous75

4
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real-valued scalar function of x de�ned on ���, twice di¤erentiable with respect76

to the parameters and the variables; we will simply refer to the corresponding77

n � 1 vector as � or �� (function of the � variable); (f ) n is the total number of78

observations yi.79

We used the ordinary nonlinear least squares estimate �̂ as an estimate of ��80

�̂=Argmin
���

n
(y � ��)

T ��1 (y � ��)
o
= Argmin

���
ky � ��k

2
� (2)

We also considered the Fisher information matrix MF (X; �
�)81

MF (X; �
�) = ��2JTX;��JX;�� (3)

where JX;�� is the n� p Jacobian matrix, with the jth column consisting of the n82

components of @�(X; ��)=@��j , j = 1; : : : ; p.83

A model prediction at any point xi is de�ned as84

ŷi = �
�
xi; �̂

�
(4)

For further use, we also de�ne the (1� p)�vector, a row of JX;�, as:85

h
_�
�
xi; �̂

�iT
=

 
@� (xi; �)

@�1 j�1=�̂1
: : :
@� (xi; �)

@�p j�p=�̂p

!
: (5)

5
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3 Classical PI and PB86

3.1 Principle87

As reported by Khorasani & Milliken (1982), the problem of constructing a predic-88

tion band around a regression model can be viewed as a problem of simultaneously89

constructing an in�nite set of con�dence intervals. Let us assume that E (y0) =90

� (x0; �
�) is the mean of some y0, and that ŷ0 = Ê (y0) = �

�
x0; �̂

�
, the mean91

prediction, is its estimation. We are interested in determining a PI for y0, fol-92

lowed by a PB for the regression model. The objective will be fully satis�ed if the93

con�dence level of the PIs and that of the PBs is as close as possible to 1 � �94

where � is a �rst-kind error:95

Thus, the �rst step is to construct a PI for y0 (located on x0) de�ned as:

PI (y0; x0; �) = [L (ŷ0; x0; �) ; U (ŷ0; x0; �)]

where L (ŷ0; x0; �) is the lower bound of the interval, and U (ŷ0; x0; �) is the upper96

bound of the interval.97

The second step is then to determine a PB over �. It should be observed that98

if � � Rm, with m = 1, we then consider a band, but if m � 2, we will refer to99

it as a prediction region (PR), di¤erent from a genuine prediction region (see100

the crucial point in the introduction). The upper curve (or the m�dimensional101

6
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upper surface) of the prediction band (or a PR) is theoretically made up of102

an in�nite number of upper ends (points) of adjacent PI, and the lower curve103

is made in a similar way. From a practical point of view, a large number K of104

adjacent PI at K support points xi will be built. Typically, K is equal to 200105

when m = 1, and K � 1000 when m > 1. It should be observed that if m is large106

� typically larger than 4 � then a Monte Carlo approach would be necessary for107

randomly (uniformly) choosing the locations xi in � where U (:) and L (:) could be108

computed. Alternatively, other methods such as grid methods could be used. For109

characterizing a band (or a region), we propose to determine an approximation110

of its area A (or its volume V) by means of a standard numerical integration (a111

procedure based on the summation of elementary rectangles that form the band,112

or a usual Monte Carlo integration procedure in the case of a region).113

3.2 Intervals and bands based on an asymptotic approach114

Let us consider the random variable115

T̂ =
ŷ0 � y0
h
1=2
x0

�
�̂
� (6)

where116

hx0

�
�̂
�
= �̂2

h
_�
�
x0; �̂

�iT �
JT
X;�̂
JX;�̂

��1 h
_�
�
x0; �̂

�i
(7)

7
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and where117

�̂2 =
1

n� p

nX
i=1

(yi � ŷi)2 (8)

Classical asymptotic theory (Gallant, 1987) tells us that the limiting distribution118

(when n tends to in�nity) of (6) is a centered normal distribution N (0; 1) where119

h
1=2
x0

�
�̂
�
is an estimate of the standard error of ŷ0. However, for small �xed n,120

the true distribution of T̂ is not a normal one and is not known. Nevertheless,121

we have somewhat accurate approximations of the true distribution when n is not122

in�nite, which lead to con�dence interval approximations. Typically, on the basis123

of Gallant (1987), we have:124

PIt (y0; x0; �) =
�
ŷ0 � tn�p;1��=2h1=2x0 ; ŷ0 + tn�p;1��=2h1=2x0

�
(9)

where tn�p;1��=2 is the (1��=2)�percentile for the Student distribution with n�p125

degrees of freedom. The whole set of the joint PIts leads to the PBt:126

On the basis of Bates & Watts (1988), we can use a good alternative de�ned as:127

PIF (y0; x0; �) =
h
ŷ0 � (hx0pFp;n�p;�)

1=2 ; ŷ0 + (hx0pFp;n�p;�)
1=2
i

(10)

where Fp;n�p;� is the upper ��percentile for the Fisher-Snedecor distribution128

with p and n � p degrees of freedom. This interval de�nition leads to a so-called129

8
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silmutaneous prediction band PBF .130

These methods are called asymptotic in the nonlinear case because it has been131

proven (see Gallant, 1987) that PIt and PIF tend to an exact PI as n!1. In132

this case, the word "exact" means that the coverage probability of y0 is exactly133

equal to 1 � �. For a �xed n, particularly if n is small, PIt and PIF are only134

approximate, and their covering probabilities are not equal to 1��, and are close135

to 1� � if n is large enough.136

3.3 Interval and band based on the bootstrap method137

This method is based on the famous resampling method called the bootstrap138

method (Efron and Tibshirani, 1993). Many statistics can be estimated with this139

method, particularly the construction of con�dence intervals, as clearly described140

in Huet et al. (2004, page 138). We only give the results here:141

PIB (y0; x0; �) =
h
ŷ0 � b1��=2h1=2x0

�
�̂
�
; ŷ0 � b�=2h1=2x0

�
�̂
�i

(11)

where b1��=2 and b�=2 are the 1� �=2-percentile and �=2-percentile, respectively,142

of the bootstrap distribution of ŷ0. Generally, for a given n (not in�nity), it can143

be assumed that PBB will be narrower than PBt and PBF for a con�dence level144

close to 1� �.145

9
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4 A new prediction band146

4.1 The X�region147

Because the PBX is based on an exact con�dence region for the parameters of a148

nonlinear regression model � the X�region fully described in Vila and Gauchi149

(2007) � we have included the following de�nition for the reader�s information:150

De�nition 1 Let C(��) be the covering probability of ��. The con�dence region of151

nominal level � for �� is then said to be approximate if C(��) � 1��, asymptotic152

if limn!1 C(�
�) = 1��, conservative if C(��) � 1��, and exact if C(��) = 1��,153

8n:154

The X�region we used is de�ned as:155

<X(��; y) = f� 2 � : RX(�) � Fp;�;�g (12)

where RX(�) = (y� ��)TP�(y� ��)=ps2� with P� = JX;�(JTX;�JX;�)�1JTX;�, the usual156

projector onto the plane, tangent at ��, on the model response surface (see Bates157

and Watts, 1988, p.36, for a clear presentation), and s2� an estimate of �
2, based158

on � degrees of freedom (d.o.f.). Fp;�;� is the ��percentile of the Fisher-Snedecor159

distribution Fp;� with p and � d.o.f. If s2� is not available, it will be replaced by the160

mean square error (and, thus, � = n� p in this case) of the regression procedure.161

A graph of this region is displayed in Vila and Gauchi (2007). It may look very162

10
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di¤erent from the ellipsoidal con�dence region often used as an approximative163

region.164

We would like to remind the reader here of some important properties of the165

X�region (Vila and Gauchi, 2007): the X�region does not depend on intrinsic166

and parametric nonlinearities of the model � (:), and the true � is taken into167

account in its construction. These properties are enhanced if n is small and � is168

large. Consequently, the PBX will bene�t from these properties of the X�region,169

to the contrary of the preceding PBs. Indeed, we know that these two conditions170

make the usual �rst-order approximation involved in PIt and PIF inadequate.171

4.2 The PBX172

We can now construct the PBX . This band is formed by joining K (see Subsection173

3.1) adjacent PIX . A PIX for yi is then built by means of the four steps of the174

following simple algorithm based on Monte Carlo samplings:175

Step 1176

If p � 3: uniformly sample a large number Q of vectors ~�u 2 �, u = 1; : : : ; Q177

(typically Q = 1000 for p = 1, Q = 104 for p = 2, Q = 5�104 for p = 3, since178

these values are now easily attainable with powerful modern computers).179

Among the Q vectors ~�u, only Q� satisfy the inequality in (12). Thus, the180

set of these Q� vectors ~�u forms an approximation of the volume of (12).181

11
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If p > 3: sample a large number Q of uniform random straight half lines Lk 2 �,182

k = 1; : : : ; Q, whose origins are all located at �0 and whose slopes are random183

(typically Q = 104 for p = 4, 5, or 6, Q = 105 for 6 < p � 10). On each184

random line Lk, choose a number qk of values ~�u; u = 1; : : : ; qk, regurlarly185

spaced on this line. The same stepsize is used for all the lines, and each qk186

depends on the proximity of �0 from the border of the X�region along the187

Lk line. Finally, only Q� vectors ~�u among the
PQ

k=1 qk vectors satisfy the188

inequality in (12). It should be observed that the sampling used for p � 3189

would be very ine¤ective here because it is well-known that the random ~�u190

would be increasingly often located in the corners of � when the dimension191

of � increases.192

Step 2 Choose xi as the place in � where we want to make a prediction.193

Step 3 Compute the Q� values ŷ(u)i = �
�
xi; ~�u

�
, u = 1; : : : ; Q�:194

Step 4 Determine the lower bound of the PIX by L = min
u

n
ŷ
(u)
i

o
, and the upper195

bound of the PIX by U = max
u

n
ŷ
(u)
i

o
.196

The exact con�dence level of this band is not yet clear but we can assume that it197

tends to � � 1 � � when Q� increases because the function � (xi; �) is surjective198

relative to �. Consequently, the PBX is a conservative band.199

12
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5 Applications to predictive modelling in food200

science201

5.1 A primary growth model: the Baranyi &Roberts model202

5.1.1 De�nition203

The analytic form of this model (the deterministic part) proposed by Baranyi and204

Roberts (1994, 1995), including four parameters and one explanatory factor, is:205

� (��; t)=
1

ln(10)
[ln(x0) + �maxA(�

�; t)� ln (B (��; t))]

where206

A = t+
1

�max
ln(A0)

A0 = exp(��maxt) + exp(��maxlag)� exp(��maxt� �maxlag)

B = 1 +
[exp(�maxA)]� 1

xmax
x0

with �max (maximum growth rate), lag (lag time before growth, in hours), xmax207

(maximal number of bacteria), x0 (initial number of bacteria), the four components208
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of ��, and time t (the explanatory factor). � (��; t) is the number of bacteria (in209

log units).210

5.1.2 Results with simulated data211

We �rst present an illustration with the a priori values �max 0 = 1; lag0 = 5;212

xmax 0 = 10
8; x00 = 100, and� = [0:5; 1:5]�max 0 � [2; 8]lag0�[0:5� 10

8; 1:5� 108]xmax 0�213

[50; 150]x00 , and � = [0; 50]. With this information (from the SYMPREVIUS Re-214

search Group, see Acknowledgements Section) we simulated ten Gaussian yi values215

(with standard deviation equal to 0:1) at ten equidistant levels of time. We ob-216

tained Fig. 1 after computation of �̂ = (1:18 ; 5:44 ; 1:5� 108 ; 50)T by means of217

the NLIN procedure of SAS/STAT software.218

The �gure 1 should be approximately placed here219

Fig. 1: The four bands for the Baranyi-Roberts model for one simulated data220

set (crosses stand for the simulated data). The values of the band areas (calcu-221

lated with procedures indicated at the end of Subsection 3.1) are: A (PBt) = 21;222

A (PBF ) = 36; A (PBB) = 24; A (PBX) = 42.223

For a more relevant comparison, we simulated 1000 data sets, each data set being224

de�ned as the pairs f(tu; ~yu) ; u = 1; : : : ; 10g, where the tu were always equal to225

the ten previous levels. Each random ~yu was generated by a Gaussian distribution226

14
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N (yi; �S) where yi was the previous simulated value. Three values of �S were used:227

�S = 0:05; 0:1; 0:5, these values being typical of real experimental situations. For228

each �S�situation, we provide the simulation results in Table 1.229

Areas min max mean std cv%

A (PBt) 33 ; 31 ; 38 40 ; 44 ; 91 36 ; 37 ; 63 1.5 ; 3 ; 12 4 ; 8 ; 20

A (PBF ) 57 ; 54 ; 66 69 ; 77 ; 159 63 ; 65 ; 110 2.6 ; 5 ; 21 4 ; 8 ; 19

A (PBB) 60 ; 60 ; 82 86 ;125 ; 252 78 ; 97 ; 191 6 ;18 ; 44 7 ; 18 ; 8

A (PBX) 62 ; 61 ; 46 64 ; 66 ; 71 63 ; 63 ; 61 0.6 ; 1 ; 5 1 ; 1.7 ; 8

230

Table 1: Baranyi-Roberts model: Simulation statistics of the band areas based on231

1000 simulated data sets. The �gures are given sequentially according to �S = 0:05;232

0:1; 0:5, respectively. For example, for �S = 0:05, we obtain min(A (PBt)) = 33,233

max(A (PBt)) = 40, mean(A (PBt)) = 36, std(A (PBt)) = 1:5, cv%(A (PBt)) =234

4:235

5.1.3 An illustration with real data236

With real data (obtained from the SYMPREVIUS Research Group, see Acknowl-237

edgements Section) we obtained Fig. 2 where the estimated model curve is based238

on �̂max = 0:055; clag = 42; x̂max = 1:52 � 108; x̂0 = 4005; � = [0:050; 0:060]�max 0239

� [30; 54]lag0 � [38124759; 266660000]xmax 0 � [2715; 5294]x00, and � = [0; 310].240

The �gure 2 should be approximately placed here241

15
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Fig. 2: The four bands for the Baranyi-Roberts model for one real data set242

(crosses stand for the real data). The values of the band areas are: A (PBt) = 70;243

A (PBF ) = 111; A (PBB) = 98; A (PBX) = 166.244

245

5.1.4 Discussion246

We can see on Fig. 1 that the PBt and PBF bands are totally inadequate when247

the model appears as a zero-slope straitght line. Indeed, the band is reduced to a248

single line while the variability of the prediction is not null. On the contrary, the249

other two bands seem more realistic since their width is not null. Moreover, we250

can see on Fig. 2 that more data lie outside the PBt , PBF and PBB, contrast251

to the PBX . In Table 1, we can observe that the PBX does not appear to be not252

very sensitive to the change of the simulation �S; moreover, its area is close to253

that of the PBF .254
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5.2 An inactivation model: the double-Weibull model255

5.2.1 De�nition256

The analytic form of this model (the deterministic part) proposed by Coroller

(2006), including �ve parameters and one explanatory factor, is:

� (��; t) = C � log10 (1 + 10�) + log10
�
10
�
�
t
�1

�p
+�
+ 10

�
�
t
�2

�p�

where C = log10N0 (where N0 is the initial number of bacteria), � and p are shape257

parameters, �1 and �2 are treatment times for the �rst decimal reductions, � (�
�; t)258

is the bacteria number (in log units), and t is the time (in hours), the explanatory259

factor. The vectorial parameter we are interested in is � = (C , � , p , �1 , �2)
T .260

5.2.2 Results with simulated data261

We �rst present an illustration with the a priori values C0 = 5:45; �0 = 3:15;262

p0 = 3:67; �10 = 5:45; �20 = 17:21, and � = [5; 6]C00 � [2; 4]�0 � [1:5; 6]p0 �263

[4; 7]�20 � [12; 20]�20, and � = [0; 20] (Coroller, 2006). Using this information264

we simulated 20 Gaussian yi values (with standard deviation equal to 0:1) at265

20 equidistant levels of time. We obtained Fig. 3 after computation of �̂ =266

(5:56 ; 3:15 ; 2:99 ; 5:17 ; 16:50)T by means of the NLIN procedure of SAS/STAT267

software.268
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The �gure 3 should be approximately placed here269

Fig. 3. The four bands for theCorollermodel for one simulated data set (crosses270

stand for the simulated data). The values of the band areas are: A (PBt) = 7:82;271

A (PBF ) = 13:97; A (PBB) = 8:90; A (PBX) = 13:38. It should be noted that272

days appear on the abscisses, but the parameters are given in the text for the time273

in hours.274

275

For a more relevant comparison, we simulated 1000 data sets, each data set being276

de�ned as the pairs f(tu; ~yu) ; u = 1; : : : ; 10g where tu were always equal to the277

20 previous levels. We proceded as in Subsection 5.1.2, and we obtained the278

simulation results given in Table 2.279

Areas min max mean std cv%

A (PBt) 8 ; 8 ; 19 10 ; 13 ; 35 9 ; 10 ; 26 0.5 ; 0.96 ; 3.7 5 ; 9 ; 14

A (PBF ) 15 ; 15 ; 33 19 ; 22 ; 62 17 ; 19 ; 47 0.89 ; 1.7 ; 6.6 5 ; 9 ; 14

A (PBB) 10 ; 11 ; 29 26 ; 42 ; 96 20 ; 32 ; 73 4 ; 8 ; 13 20 ; 24 ; 18

A (PBX) 31 ; 31 ; 36 33 ; 33 ; 35 32 ; 32 ; 31 0.36 ; 0.54 ; 1.95 1.1 ; 1.7 ; 6

280

Table 2 : Coroller model: Simulation statistics of the band areas. The �gures are281

given sequentially according to �S = 0:05; 0:1; 0:5, respectively. The �gures have282

been rounded o¤.283
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5.2.3 An illustration with real data284

With real data (Coroller, 2006), we obtained Fig. 4 where the estimated model285

curve is based on Ĉ0 = 5:39; �̂ = 3:06; p̂ = 3:53; �̂1 = 5:54; �̂2 = 17:44.286

The �gure 4 should be approximately placed here287

Fig. 4: The four bands for the Coroller model for one real data set (crosses288

stand for the real data). The values of the band areas are: A (PBt) = 9; A (PBF ) =289

15:78; A (PBB) = 9:33; A (PBX) = 16:54.290

5.2.4 Discussion291

This real application is particularly relevant for demonstrating the usefulness of292

the PBX . Indeed, a crucial point here is to have a realistic PCI at the place where293

the model begins to break down (after about eight days in Fig. 4). At that time,294

the microbiologist needs a realistic PCI for the log number of bacteria present in295

the experiment. In this case, we can observe that PIt and PIB are completely296

false. We con�rm that the PBX is not very sensitive to the simulation �S. Its297

area is slightly larger than that of other bands, but that does not prevent its future298

use.299
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5.3 Another inactivation model: the Leguerinel et al. model300

5.3.1 De�nition301

The analytic form of this model (the deterministic part) proposed by Leguerinel302

et al. (2005) for modelling the logarithm of the decreasing number of bacteria,303

including �ve parameters and three explanatory factors, is:304

� (�; t; pH;Aw) = 5�

0BB@ t

� � 10

"�
pH�pHopt

ZpH

�2
+
�
Aw�0:985
ZAw

�2#
1CCA
p

where the vector parameter is � = (p; �; ZpH ; ZAw; pHopt)
T , and the explanatory305

factors are t (the time in minutes), pH, and water activity Aw. Because no306

rigourous design has yet to be found, real data are not available at that moment307

for the modelling of such a model. However, it is of particular importance to run308

some simulations for comparing the di¤erent regions. The a priori values provided309

by Leguérinel et al. (2005) for the parameters and domains are:310

p0 = 5; �0 = 1:8;ZpH0 = 2:18;ZAw0 = 0:092; pHopt0 = 6:96

�0 = [4:5; 5:5]p0 � [1:6; 2]�0 � [2; 2:5]ZpH0 � [0:0917; 0:0930]ZAw0 � [6:5; 7:2]pHopt0

� = [0; 5378]t � [4; 9]pH � [0:9; 1]Aw

20
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The 72 simulated values were obtained by forming a 3�dimensional grid on �,311

with respect for the constraint � (:) � 1 throughout. Table 3 gives the results312

based on 100 simulated data sets, obtained with �S = 0:2:313

Volumes min max mean std cv%

V (PRt) 2.68 2.95 2.82 0.06 2.15

V (PRF ) 4.55 5.01 4.79 0.10 2.14

V (PRX) 36.50 38.20 37.26 0.74 2.02

314

Table 3: Inactivation model: simulation statistics of the band areas for �S = 0:2.315

V (PRB) do not appear here because they are too time-consuming (one compu-316

tation of V (PRB) alone requires about ten hours, while V(PRt) and V (PRF )317

require less than three minutes, and V (PRX) require about one hour; all the com-318

putations were carried out under the same conditions on a Pentium IV Personal319

Computer).320

5.3.2 Discussion321

This model leads to a larger volume for PRX but, as in the preceding examples,322

this region is usable mainly because it is a conservative region.323
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6 Conclusion324

We now have a relevant and a statistically rigorous PB � the PBX � for evaluating325

the global predictive capability of a nonlinear regression model. Since we were326

able to observe in the preceding examples that its area is not too large, on the327

one hand, and keeping in mind that it is a conservative band, on the other hand,328

we are convinced that the PBX can become a useful tool for the practioner in329

predictive modelling in food. The two usual bands, PBt and PBF , can lead to a330

weak accuracy and, consequently, can be incorrect, especially when n and331

�2 are large. The PBB is based on a second-order approximation, not an exact332

basis.333

The algorithm proposed in Subsection 4.2 for determining the PBX is easy to code334

and quick to run. Even with �ve parameters and three explanatory factors in the335

model (example of Subsection 5.3), less than one hour is necessary on a Pentium336

IV Personal Computer. The PBB is too time-consuming, even for p = 3.337

The PBX could be e¤ectively used for the comparison of two models by considering338

the eventual overlapping of their bands. If the two bands overlap, then we will339

assume that these two models are not signi�cantly di¤erent for �tting the data340

collected, and di¤erent if no overlapping exists at all. The intermediate case where341

overlapping is partial obviously remains a di¢ cult case to resolve. More research342

is needed in this situation. Finally, a complementary study must be carried out343
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when the variance is heteroscedactic.This work is in progress.344
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Fig. 1: The four bands for the Baranyi-Roberts model for one simulated

data set (crosses stand for the simulated data). The values of the band areas
(calculated with procedures indicated at the end of Subsection 3.1) are: A (PBt) =
21; A (PBF ) = 36; A (PBB) = 24; A (PBX) = 42.

Fig. 2: The four bands for the Baranyi-Roberts model for one real data set
(crosses stand for the real data). The values of the band areas are: A (PBt) = 70;
A (PBF ) = 111; A (PBB) = 98; A (PBX) = 166.

Fig. 3. The four bands for the Coroller model for one simulated data
set (crosses stand for the simulated data). The values of the band areas are:
A (PBt) = 7:82; A (PBF ) = 13:97; A (PBB) = 8:90; A (PBX) = 13:38. It should
be noted that days appear on the abscisses, but the parameters are given in the
text for the time in hours.

Fig. 4: The four bands for the Coroller model for one real data set (crosses
stand for the real data). The values of the band areas are: A (PBt) = 9; A (PBF ) =
15:78; A (PBB) = 9:33; A (PBX) = 16:54.
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