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## Abstract

Mass personalisation is characterised by unpredicted changes in product design and manufacturing processes, as a result of customers’ ability to co-create and co-design products based on personal preferences. Previous approaches that address such unpredicted changes rely on heterarchical control structures, and require changes in manufacturing systems’ layout. However, in mass personalisation context, the notion of planning before production is redundant, hence layout reconfiguration is frequent and at such short intervals that present systems are unsuitable. This paper seeks to deliver distinct production mechanisms which react to the frequent requirement for layout changes, inspired by naturally occurring self-organising systems with stigmergic self-organising mechanisms. These systems lack initial structural organisation, and structure only emerges through reinforcement of local interactions with the environment without the need for planning, centralised control, direct communication and simultaneous presence. Therefore, a manufacturing system for mass personalisation with mobile production resources, heterarchical control architecture, and a stigmergic control mechanism is proposed. Simulation is developed using realistic shoe personalisation scenario, which demonstrates the system’s capability to produce personalised shoes and automatically reconfigure the layout of its production resources.
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# Introduction

Shorter product life cycle, constant changes in consumer needs and behaviour, and high marketplace competition are pushing manufacturing companies to innovate constantly in manufacturing designs and production processes. Also, the increased number of consumers seeking personalisation shows that manufacturing companies need to rethink their manufacturing design paradigm by engineering manufacturing systems with mass personalisation capability (Koren, Shpitalni, Gu, & Hu , [2015](#_bookmark46); Delloite, [2019](#_bookmark28)).

Mass personalisation entails the integration of customers into the product design process (Hsiao & Chiu, [2014](#_bookmark43)), and the absence of appropriate techniques to forecast consumers’ preferences implies that the required production planning and scheduling have to be generated and executed in real-time. Also, the inability to predict the timing and specifics of customer demands makes it extremely difficult to have a fixed layout that is guaranteed to minimise the cost of material handling, resulting in an ever-increasing production cost.

A classic mass personalisation scenario is characterised by distinct product designs, stochastic order arrival, and continuously fluctuating production cost resulting from material handling inefficiencies (Hsiao & Chiu, [2014](#_bookmark43)). Distinct product designs can be addressed through the introduction of multifunctional and flexible production machines (Raj, Ravindran, Saravanan, & Prabaharan, [2014](#_bookmark63)). Stochastic order arrival can be addressed through the use of appropriate shopfloor control mechanism (Sallez, Berger, & Trentesaux, [2009](#_bookmark65); Peeters et al., [2001](#_bookmark59); Gao, Luo, & Yang, [2005](#_bookmark36); Onori, Lohse, Barata, & Hanisch, [2012](#_bookmark57)). However, routing different products for distinct operations on the shopfloor, and managing increasing production costs resulting from the sub-optimal layout of facilities, require that the system’s layout adapts in real-time to the resulting changes in product mix.

Previous approaches that address unpredictable changes of production plans and shopfloor schedule are underpinned by heterarchical control structures, and planning and process flexibilities (Barbosa, Leita˜o, Adam, & Trentesaux, [2015](#_bookmark20); Pujo, Broissin, & Ounnar, [2009](#_bookmark61); Pujo, Dubromelle, & Ounnar, [2010](#_bookmark62)). However, these approaches are based on a conveyor system and static production resources, which limits the flexibility that could be achieved if the layout could be changed dynamically, making them unfit for mass personalisation.

Taking inspiration from current research in industry, such as from Bosch ( [2016](#_bookmark25)) Rexroth ([2018](#_bookmark64)) and Kuka ( [2019](#_bookmark0)), and from the collective behaviour of naturally occurring self-organising systems, this paper proposes a manufacturing system for mass personalisation called Self-organising Manufacturing System for Mass Personalisation (SMS4MP), where the shopfloor layout dynamically emerges to accommodate personalised orders. The system is connected and synchronised with the shopfloor entities, driving them to adapt to production needs in real-time and accommodating mass personalisation.

In SMS4MP, static production machines are replaced with mobile and autonomous production machines capable of changing their layout in real-time. Material handling systems, like conveyor systems, are replaced with mobile and intelligent robots with an integrated pallet for material handling. Simulation is used to evaluate our approach under realistic mass personalisation scenario. The simulation is developed following the recommendation for designing and simulating stigmergic based production control proposed by Van Brussel, Wyns, Valckenaers, Bongaerts, and Peeters ([1998](#_bookmark73)), and Kruger and Basson ([2019](#_bookmark47)). The details of the implementation and simulation results are presented, including implication for industry and research in stigmergy-based control in engineering manufacturing system for mass personalisation.

# Self-organising Manufacturing System For Mass Personalisation

### Self-organisation, emergence and coordination

Self-organisation is the spontaneous creation of globally coherent patterns at a macro-level out of local interactions at a micro-level (De Wolf & Holvoet, [2005](#_bookmark0); Heylighen, [1989](#_bookmark40), [2001](#_bookmark41)). In computational systems, self-organising systems are modelled as a collection of interacting agents representing diverse components with non-linear interactions, and to an important degree, the overall system evolution is unpredictable and uncontrollable (Di Marzo Serugendo et al., [2004](#_bookmark30); Omicini & Viroli, [2011](#_bookmark56)). This has been the major drawback since predictable outputs are desirable in manufacturing systems (Di Marzo Serugendo, Gleizes, & Karageorgos, [2006](#_bookmark32)). However, the self-organising property where local micro-level interactions eventually lead to global coordination and synergy is attractive to processes where exact solutions are not possible in polynomial time, and approximate solutions are desirable.

Self-organising systems exhibit emergent properties when the coherent macro-level global pattern cannot be reduced to micro-level components (De Wolf & Holvoet, [2005](#_bookmark0); Heylighen, [1989](#_bookmark40)). This implies that the emergent patterns are novel with respect to the individual parts constituting the system. Emergent systems are usually not suitable where specific desired goals are expected; hence the proposal by Di Marzo Serugendo et al. ([2006](#_bookmark32)), that when designing artificial systems, it is necessary to have operational definition and tools to enable such system to produce the desired emergent phenomenon. Such operational role can be played by the environment where the systems’ components interact (Weyns, Schumacher, Ricci, Viroli, & Holvoet, [2005](#_bookmark76)).

However, interactions between the different entities in self-organising systems require coordination, that is, management of the dependencies amongst different activities and entities. These interactions are non-linear and unpredictable (Viroli, Casadei, & Omicini, [2009](#_bookmark74); Heylighen, [2001](#_bookmark41)). Thus, the inherent coordination causing the observable appearance of order at the macro-level is not usually expressive enough to capture all the complex properties. Therefore, to implement a computational system with self-organising and emergent properties, a simple probabilistic mechanisms, called self-organising coordination models are needed to fully capture the coordination dynamics (Omicini, [2013](#_bookmark55)). These should be structured to foster only local interactions; the environment evolves independently; it is time-dependent and probabilistic; and with no centralised control (Omicini & Viroli, [2011](#_bookmark56))

### Stigmergy

The concept of *stigmergy* was proposed by Grasse¨ ([1959](#_bookmark37)) to describe the coordination mechanism used by insects, where work executed by an agent leaves a trace in the environment, and that trace stimulates the performance of subsequent work by the same or other agents in the environment. This behaviour ensures a task is performed in the right order, without planning, control, or direct interaction between agents.

Classic examples of stigmergy are found in (a) the pheromone trail left by ants during food foraging, which stimulates other ants to follow the same path (Dorigo, Bonabeau, & Theraulaz, [2000](#_bookmark35)); (b) the actions of young honeybees in a temperature gradient field, where the action of one honeybee determines the action of another (Schmickl & Hamann, [2010](#_bookmark67); Bodi, Thenius, Szopek, Schmickl, & Crailsheim, [2012](#_bookmark22)); (c) Wikipedia, where every reader is stimulated to improve and expand on the writings of previous contributors (Heylighen, [2016](#_bookmark42)).

Stigmergy provides effective ways of enacting coordination in a self-organising system, where agents do not need to plan, remember their previous actions, communicate, be aware of other agents, be simultaneously present, have an imposed sequence of action, commit to a particular action, or be centrally controlled or supervised (Heylighen, [2016](#_bookmark42)). These characteristics make stigmergy a coordination mechanism of choice for managing and coordinating interactions in computational systems situated in unpredictable environments, such as the SMS4MP.

* + 1. *Stigmergy in ants*

In ant colonies, pheromones are used as an environment-mediated coordination mechanism (Dorigo et al., [2000](#_bookmark35)). During foraging, ants deposit pheromone trail on their way back to the nest from a food source. These pheromones are sensed by other ants, which reinforce a route by following it to the food source. The pheromones evaporate, such that non-reinforced or less frequently reinforced pheromones tend to disappear from the environment faster, leaving the frequently reinforced pheromone paths in the environment. Following this simple rule allows ants to effectively coordinate foraging.

#### Stigmergy in young honeybees

Contrary to the notion of the requirement of a marker or physical environment in stigmergy, stigmergy in the most general sense requires neither mark nor quantities (Heylighen, [2016](#_bookmark42)). An example is the young honeybee’s collective behaviour of aggregation in a temperature gradient field (Schmickl & Hamann, [2010](#_bookmark67); Bodi et al., [2012](#_bookmark22)). A typical natural honeybees’ hive is characterised by complex patterns of temperature fields, where the central brood-nest areas are kept at a comparably higher temperature (32*◦ C −* 38*◦ C*) compared to the honeycomb areas and the entrance area, which have a significantly lower temperature. The temperature in the brood-nest is most favourable for the development of larvae and freshly emerged honeybees.

Experimental observation shows that the young honeybees (1 day old or younger) tend to aggregate in the warmer regions most favourable for their development by following simple rules: (a) the young honeybees move randomly when not in a cluster; (b) are likely to stop when they encounter another honeybee; (c) stay longer in warmer areas (Schmickl & Hamann, [2010](#_bookmark67)). Following these rules and without any form of intelligence, plan, or communication, young honeybees are able to aggregate into the region where the temperature is optimal for their development.

#### Application of stigmergy in manufacturing control

Based on the behaviour of ants in the colony, the ant colony optimisation (ACO) algorithm was developed by Dorigo and Di Caro ([1999](#_bookmark34)). The ACO has been applied in solving different optimisation problems, such as the Travelling Salesman Problem (TSP) (Eyckelhof & Snoek, [2002](#_bookmark0)), optimisation of packet routing in communication networks (Di Caro & Dorigo, [1998](#_bookmark29)), coordination of autonomous robots (Mondada et al., [2004](#_bookmark50)), and coordination of manufacturing systems (Komarudin & Wong, [2010](#_bookmark45); Hani, Amodeo, Yalaoui, & Chen, [2007](#_bookmark38)), including job shop scheduling (Nouiri et al.,[2018](#_bookmark52)), and in Self-reconfigurable Manufacturing System for mass personalisation (Ogunsakin, Marín, & Mehandjiev, [2018](#_bookmark53)).

Pheromone-based shopfloor control was proposed by Peeters et al. ([2001](#_bookmark59)), stigmergy has also been proposed for dynamic routing of active products in flexible manufacturing system by Sallez et al. ([2009](#_bookmark65)). The stigmergic behaviour of young honeybees in temperature gradient field has been applied to model a manufacturing system for mass personalisation (Ogunsakin, Mehandjiev, & Marín, [2018](#_bookmark54)).

# Architecture and Control of SMS4MP

The introduction of multifunctional and flexible production machines and appropriate shopfloor control mechanism have been explored to partially resolve the challenges associated with distinct product design and stochastic order arrival (Van Brussel et al., [1998](#_bookmark72); Bongaerts et al., [2000](#_bookmark24); Gao et al., [2005](#_bookmark36)). However, the major challenge remains how to route different products for distinct operations on the shopfloor, and manage frequent layout reconfigurations requirements resulting from product mix changes. Manufacturers are currently exploring the use of modular and mobile production machines to overcome these challenges, for example -- *“Bosch’s factory of the future”* (Bosch, [2016](#_bookmark26); Rexroth, [2018](#_bookmark64)). Indeed, Kuka is already manufacturing industrial robots with mobility and autonomous capabilities (Kuka, [2019](#_bookmark0)).

The use of modular and mobile production machines is further explored to deliver dynamic layout capability responding to the product evolution in real-time (Hu, [2013](#_bookmark44); Koren et al., [2015](#_bookmark46); Wang, Ma, Yang, & Wang, [2017](#_bookmark75); Bosch, [2016](#_bookmark25); Rexroth, [2018](#_bookmark64)). Present production systems with fixed production machines and rigid conveyor system are only able to handle disruptions that do not require structural or spatial modification, such as rearrangement of production resources. To overcome this, an architectural approach where the assumption of static production machines is relaxed and mobile production machines are introduced is proposed. All conveyor systems and other material handling systems are replaced with mobile and intelligent robots with integrated pallets for material handling. Finally, a stigmergy-based manufacturing coordination and control mechanism is applied.

Application of stigmergy-based concepts in manufacturing control, such as the ant colony optimisation (Dorigo et al., [2000](#_bookmark35); [2004](#_bookmark0); Solimanpur, Vrat, & Shankar, [2004](#_bookmark69)) and “beeclust” algorithm (Schmickl & Hamann, [2010](#_bookmark67); Bodi et al., [2012](#_bookmark22)), requires a significant integration effort. Manufacturing entities such as products and machines cannot be modelled directly as ants. For example, it would be impractical to perform an ant exploration through physically moving machines and products around the factory in order to determine optimal layout for the machines or optimal route for the products undergoing production.

The use of delegate multi-agent system (D-MAS) is proposed to address these challenges (Verstraete et al., [2008](#_bookmark73)), where agents live in a virtual system that is connected and synchronised with a real system in real-time. In the SMS4MP, the manufacturing system is based on 3-layered functional architecture, comprising a physical layer, an information layer and a virtual layer, as shown in Fig. [1](#_bookmark1).

[Figure 1 near here]

* The *physical layer* consists of the physical manufacturing entities represented as holons, referred to as the material sub-holons (M\_holons) (Botti & Adriana Giret, [1997](#_bookmark27); Pujo et al., [2009](#_bookmark61)). The M\_holons consists of the material product (the physical product) called M\_product; the mechanical part of the resources called M\_resource, and the material order called M\_order. The physical layer evolves in material time. This implies that the physical layer is subjected to the natural phenomena and constraints of space and time.
* The *information layer* consists of data about the physical entities. It comprises information sub-holons (I\_holons). The I\_holons consists of I\_product, which contains data about the manufacturing process of the physical product (M\_product), its state model and all traceability information; The I\_resource is connected to and controls the M\_resource; and the I\_order represents a task in the production system. The information layer evolves in real-time with respect to the physical system. The real-time evolution is such that processes, schedules and decisions are made in the information layer before being passed to the physical system for execution. Hence, the information system, which is connected to the physical system, contains data about the function and state of the physical system to which it is connected.
* The *virtual layer* evolves in accelerated time, meaning it evolves in a ”fast-forward” mode by extrapolating from present conditions in the information layer to guide the adaptation of the system’s layout to present and future changes.

The interaction between the three layers is such that the holons in the physical and information layer delegate layout optimisation tasks to the software agents in the virtual layer, seeking an optimal layout of the physical resources in the manufacturing system based on the prevalent product mix on the shopfloor. The outcome is communicated back to the information layer and passed onto the physical entities in the physical layer for execution. Managing the relationship between the physical and the information layer, and between the information layer and the virtual layer requires some form of control mechanisms. The Product, Resource, Order, Simulation for Isoarchy Structure (PROSIS) *holonic control architecture (HCA)* is used for the former (Pujo et al., [2009](#_bookmark61)), while the *delegated multi-agent system (D-MAS)* is used for the latter (Verstraete et al., [2008](#_bookmark73)).

A top-down research approach is followed in analysing the problem and developing a solution (Hevner et al., 2004), while ensuring that the operational principles and dependencies in the context of manufacturing and mass personalisation are considered. Fig. 2 below shows an overview of the top-down approach used.

[Figure 2 near here]

### Physical vs information layers of SMS4MP

The PROSIS HCA (Pujo et al., [2009](#_bookmark61)) is used as a framework for managing the development and operation of the entities in the physical and information layers referred to as holons, which constitute the physical and information part of the manufacturing system (*see* Fig [1](#_bookmark1)). The PROSIS holonic architecture provides a set of rules, guidelines, and specifications for managing the development, operation and interaction of the holons in the manufacturing system.

The robots and the on-board products, the production machines, and the load and unload stations are represented as the product, resource and order holons respectively. Each of these holons is autonomous, have decision capacity, communicate, and cooperate. Holons in the manufacturing system are treated as a conceptual entity that is based on the association of a given material structure called material holon (M\_holon) that functions in the physical layer; an informational and processing system called information holon (I\_holon) that provides connection, decisional intelligence, and functions at the information layer (Pujo et al., [2009](#_bookmark61)) (See Fig. [3](#_bookmark2)).

The isoarchic characteristic of PROSIS brings about self-organisation in the holonic system. This implies controls decision are made locally and therefore, communication, cooperation and control mechanism is required. The Autonomous Control Entity (ACE) is proposed for this purpose, where it supports the interaction and emergence of solutions to disturbances in the production system. Further review on ACE, and abstraction of manufacturing resources as holons in the context of PROSIS can be found in Pujo et al. ([2009](#_bookmark61)).

[Figure 3 near here]

### Information vs Virtual layer of SMS4MP

Each holon in the physical layer is projected and delegated as a software agent in the virtual layer. These are referred to as product-agents, resource-agents, and order-agents. The stigmergic behaviour of the product-agents and resource-agents in the virtual layer is underpinned by the stigmergic behaviour of ants and young honeybees in colonies.

Hence, the product-agents are represented as product-ants, whereas two different types of resources are implemented in the virtual layer using two different instances. In one, the resource-agents are represented as resource-ants, and in the other, they are represented as resource-bees. Each of the holons in the physical layer delegates a task to these software agents in the virtual layer. In the context of SMS4MP, an exploration task is delegated to find an optimal location for the mobile resources based on the prevalent product mix on the shopfloor.

The software agents in the virtual layer evolve in accelerated time; therefore, possess future information on the product to be produced. The different holons in the information layer (*I\_*holons) possess data about the present state of the physical entities in the physical layer (*M\_*holons). In addition, they possess information about orders already placed but yet to be allocated to a product holons. The information about future order is combined with the information about the state of the physical resource to create and delegate the software agents to find an optimal location for the resources at a future time. The result of the optimisation task is sent to the physical layer through the information layer for execution.

### Delegate-MAS and stigmergic Approach in SMS4MP

The delegate multi-agent system (D-MAS) (Verstraete et al., [2008](#_bookmark73)) is used to coordinate the interaction between the information entities (I*\_*holons) in the information layer and the software agents in the virtual layer. The D-MAS consists of three elements: the *holons*, the *software* *agents*, and the *simulation* *environment*.

The *Simulation environment* is a software representation of the manufacturing environment. It constitutes the virtual layer and are modelled as a complete graph, where the nodes represent the location of the resources and the edges represent the connection between the resources. Given that these resources are mobile, the edges can be said to be flexible. Therefore, the nodes and edges are constantly evolving. The simulation environment also consists of pheromone infrastructure in the form of a shared data-space, where ant-agents deposit, observe, and modify pheromones in the simulation environment.

The I*\_*products create and delegate tasks to the product-agents in the simulation environment, while the I*\_*resources create and delegate tasks to resource-agents in the virtual environment. The I*\_*resources and I*\_*products are responsible for maintaining the population and diversity of the software agents in the simulation environment and interpreting the results of reported delegated task. The I*\_*product is capable of delegating a single task to multiple product-agents. In our implementation, the I*\_*product delegates one task to multiple product-agents in the virtual environment, where each explores the problem space for the best solution using digital pheromones. On the other hand, the I\_resource delegates one task to one resource-agent only.

*Software agents* are represented as product-ants and resource-ants or resource-bees. They execute delegated tasks by cooperatively exploring possible solutions in the simulation environment. Through the use of an ant-based optimisation algorithm, approximate solutions are found and reported back to the issuing holon. The different software agents represent a software-model of the issuing holon, such that after creation and delegation of task, the resulting software agents are autonomous and are not controlled by the issuing agents, but conform with the same behavioural constraints as that of the issuing agent. In addition, when a resource-bee is used instead of a resource-ant in a separate instance, this implies that the two delegated software agents in such instance are product-ants and resource-bees. These two agents cooperate, using distinct but complimentary stigmergic mechanism to achieved their optimisation goal.

*Relationship between the different elements* is such that the holons, which are the I\_products and I\_resources, create and delegate software agents at regular intervals based on the order arrival rate and product mix in the physical layer. The I\_product delegates task to multiple product-ants to enable cooperation during the exploration of the environment as the ant-based heuristic algorithm used in the simulation environment is population base. Hence, to arrive at the optimal solution, the best solutions are promoted through pheromone reinforcement. Whereas, an I\_resource delegates task to one resource-ant or resource-bee, as the optimisation task is performed by the product-ants, while the resource-ants or resource-bees augment the optimisation process for speedy convergence as will be explained later.

#### Stigmergic coordination and control mechanism in SMS4MP

In the virtual layer, the product-ants and resource-ants follow two separate but complementary stigmergic behaviours. The product-ants hold the process plan of the product they are delegated to produce, search for the appropriate resource-ants to execute operations in their process plan, and share knowledge of the possible location of resource-ants with other product-ants using pheromones. The resource-ants, on the other hand, move to a location called *hotspot*, a location that increases the probability of being discovered by the appropriate product-ant. The goal of the resource-bee is also the same as that of the resource-ants but achieved using different stigmergic strategy.

The stigmergic techniques used by the different software agents in the virtual layer to arrive at the optimal location of the resources are summarised below.

#### Product-ants

* + - 1. A *Product-ant* discovers resources for required operations either by a random search or by indirect interaction with other *product-ants* through pheromones.
			2. There are no pre-defined construction-graphs which show the list of available possible paths from *product-ants* to *resource-ants* in the simulation environment. Therefore, *product-ants* randomly search the simulation environment for *resource-ants* and construct a graph where the nodes represent the resources used, and the edges represent the distances between these resources. The constructed graph is used to compute a *cost C* equivalent to the material handling cost for producing one product.
			3. *Product-ants* only make use of private and local information available within their cognitive-range, which is a range within the *search-space* for which the *product-ant* is capable of sensing *pheromones* deposited by other *product-ants* in the simulation environment.
			4. Pheromone variables are created when a *product-ant* discovers the desired resource by a random search, or are reinforced when such resource is discovered through the use of pheromone trail deposited by other product-ants.
			5. Pheromone variables are assigned a *3-tuple* Θ *→* (*lp*, *t*, *β*), where *lp* is the last location of the *resource-ant* used by the *product-ant*; *t* is the time when the *resource-ant* was used; and *β* is the pheromone type equivalent to the type (operations type) of the *resource-ant*.
			6. *Product-ant* has a speed *s*, which is the distances advanced per simulation step, and a memory *Mθ* for storing all its accumulated *experiences*, which are the graphs representing the different *resource-ants* used for the required operations.
			7. Pheromones evaporate with a constant evaporation rate (*decay-rate*) per simulation step, which is set to a value between 0 and 1. This serves as an exploration mechanism to prevent the system from converging at sub-optimal solutions by making sure older information are replaced with resent information.
			8. When a *product-ant* with speed *s* senses a pheromone at time *t*0:
				1. It determines if it leads to the required *resource-ant* by using the pheromone property *β*.
				2. If it leads to the required *resource-ant*, the *product-ant* computes the shortest path to the *resource-ant* using the location *lp* and follows it. However, meeting the resource at the computed location is probabilistic due to the mobility of the *resource-ant*.
			9. After all production tasks are completed, the *product-ant* computes and deposits the total *cost* of producing the delegated product in a shared data-space, including the details of the constructed graph (resource layout).
			10. *Product-ant* dies afterwards by simply being deleted from the simulation environment.

#### Resource-ants

1. *Resource-ants* are special types of *ants-agents*, such that *pheromones* created by each *resource-ants* are private to the *resource-ant* that creates it and cannot be sensed and updated by other *resource-ants*.
2. *Resource-ants* randomly explore the environment for possible *product-ants* for which they can execute operations. Pheromones are created and deposited at the location (*hotspots*) where such operations are carried out.
3. Pheromones in the context of *resource-ants* are singletons containing the coordinate *lr* of the position where operations are executed previously. These pheromones are stored in a *pheromone-table* private to the *resource-ant*.
4. Resource-ants visit previous locations where operations are executed before resulting into exploration strategy, as the probability of finding *product-ants* at such location is higher than a random exploration of the simulation environment. This is due to the availability of *pheromone-trail* in the environment leading to the location.

#### Resource-bees

1. *Resource-bees* randomly explore the environment for possible *product-ants* for which they can execute operations.
2. *Resource-bees* use the presence of executable operations to determine how long to wait at a location before randomly exploring the environment.
3. After each successful operations, the *resource-bees* wait at the same location for a period *tw*, after which if no new operations are executed, it randomly explores the environment.
4. The probability of a *resource-bee* executing additional operation(s) at the waiting location is higher than other locations due to the presence of pheromones in the environment leading to the same location.

### Layout optimisation strategy

Each delegated *product-ant* constructs a graph where the nodes represent the different resources (*resource-ants*) used for executing different operations, and the edges are equivalent to the distances between these resources. The *product-ants* seek to minimise the sum of the product of flow between the nodes (production machines’ location) and the corresponding distances between the different machines.

The process of evaluating the cost *C* of executing delegated tasks, and selecting the optimal layout corresponding to the minimum cost *C* = *Cmin* that minimises the total material handling cost for the system is as follows:

1. The product-ants explore the system and deposit the cost of executing delegated tasks in a vector , where the lowest cost is selected at a pre-defined time as the final solution, and the corresponding layout becomes the optimal layout until a new minimum cost is obtained at time that is lower than cost at time
2. The layout *V* = *(v*1, *v*2, *· · ·* , *vn−*1, *vn)* : *vi ∈ V* is a vector containing the nodes (locations) of the resources (resource-ants) used by the product-ant.
3. The *product-ants* and the *resource-ants* are assumed to operate in Euclidean space. Therefore, there exists a function *f* that computes the distance between two nodes, where *wi ∈ W* is the weight of the edge from the node *vi* to *vi*+1, which is equivalent to the Euclidean distance between the two nodes or the two resources located at these nodes.
4. The material flow cost *u* between two nodes and is the total number of expected trips between and or between the resources located at *vi* and *vi*+1. The material flow cost *u* is represented in an interdepartmental flow matrix (IDFM) Ogunsakin (2020)
5. The speed *i* = (0, 1) at which the *product-ants* travel from to using the edge is proportional to the material flow cost *u* between the two nodes. This allows the *product-ants* executing production processes, and whose process plans include resources with higher flow cost *u* to explore and respond faster to the delegated task, thereby increasing the possibility of contributing to the final solution.
6. The cost of executing delegated task by a product-ant is defined as follows:



1. The goal of the heuristic approach is to obtain a minimum value of = whose corresponding layout minimises the total material handling cost. However, Eq. [1](#_bookmark3) does not guarantee that the layout *V* corresponding to a minimum cost will be the optimal layout for the system. This is because there is a tendency that the minimum cost is deposited by a *product-ant* whose routing sequence consists of resources with lower material flow cost *u*. This implies that the layout will be optimal for the production of products whose routing sequence corresponds to that of the product, and sub-optimal for the production of products whose routing sequence requires resources with higher material flow cost *u*, which accounts for the greater percentage of the total material handling cost in the system. Therefore, a heuristic technique that ensures the selected optimal layouts are contributed mainly by *products-ants* whose routing sequence consists of resources with higher flow cost is given as:



Eq. [2](#_bookmark4) ensures that the cost *C* of executing a delegated task is either reduced or increased relative to the value of *u* and *s* (given that *s* is proportional to *u)*. *This ensures a higher possibility of selecting an optimal layout contributed by a product-ant whose routing sequence consists of resources with higher material flow cost u, hence, resulting in a layout that is optimal for the whole system*.

1. When the demands for a particular design variation increases, this results to changes in product flow between resources. The system gets trapped in a local minimum, where the subsequent minimum cost obtained at time is persistently greater than the minimum cost , and the layout remained unchanged. This state is detected, and the system reacts using a technique inspired by the guided local search (GLS) algorithm (Voudouris & Tsang, [2003](#_bookmark0)), which is implemented as follows:
	1. If the new minimum cost belongs to a candidate solution , such that *iff* . Where is the threshold that determines a candidate solution for the augmented cost and regulates the sensitivity of the system to the changes in the simulation environment.
	2. If , the optimal cost is redefined as , where is the augmented cost and is the parameter determining how fast the system escapes from local minimum. The augmentation process continues until , where the new layout corresponding to the new minimum cost becomes the new optimal layout for the system.
2. The values assigned to the parameters and are dependent on the goal of the system designer. A lower value of results in high sensitivity leading to frequent layout changes. Whereas, a lower value of results in low sensitivity and less frequent layout changes.

# Simulation Design

The mass personalisation scenario used in this paper is focused on ”design personalisation” (Boe¨r, Dulio, & Jovane, [2004](#_bookmark23)). A personalisation scenario where selected features of a product relating to colour, material combination, decoration and small details can be configured by the customers based on personal preference. This personalisation process is applicable to products whose physical appearances can be modified without changing the structure or the function of the products, for example, automobile (painting), shoe (design), and complimentary cardholder (colours).

Design personalisation for shoe production is formulated by taking inspiration from Di Roma ([2017](#_bookmark33)) and Heredia, Ceballos, & Sanchez-Torres ([2018](#_bookmark39)). Generally, in a typical manufacturing system, a group of resources are required to manufacture different parts, assemble, inspect, sort and package for shipping. However, the scenario used in this research is focused on personalisation process; therefore, six different resources are proposed to execute the different personalisation operations.

The following assumptions are made on SMS4MP functionalities: (a) each resource is multifunctional, meaning it is capable of carrying out different operations; (b) no two resources can execute the same operation; (c) each operation is assumed to be atomic; (d) different operations sequence produces different and unique designs; (e) no two operations sequences are the same; hence, no two product units are the same.

Following from the above, each shoe personalisation task is achieved by appropriately routing products to different resources for different operations. However, two products may have equivalent routing sequence but not necessarily result in the same design due to the multifunctional capability of the resources and the fact that personalisation task is defined by operations sequence and not routing sequence. Therefore, products with similar routing sequence are classified as *product group*, and products with a particular operation sequence are classified as *product unit*.

Simulation models and algorithms are developed and simulated using NetLogo (NetLogo, [2019](#_bookmark0)) (*see* Appendix C). NetLogo has been used to implement complex concepts in manufacturing systems, such as dynamic routing using simulated annealing (Sallez et al., [2009](#_bookmark65)), dynamic architecture for the optimised and reactive control of flexible manufacturing scheduling (Pach, Berger, Bonte, & Trentesaux, [2014](#_bookmark58)), and simulation of multi-agent manufacturing systems (Barbosa & Leitao, [2011](#_bookmark21)).

Two-layered simulation is developed. The first layer represents the real manufacturing system existing in the *real world*, where the actual production takes place, and production entities are represented as holons. This is equivalent to the physical and information layer of the functional architecture (see Fig [1](#_bookmark1)). The second simulation layer represents the virtual system existing in the virtual world and populated by software agents. The two layers (the physical and the real world) are connected for constant exchange of data about state, behaviour, and solutions.

### Formal model of SMS4MP state machine

A low-level architecture of the system is presented in Fig. [4](#_bookmark5) showing the manufacturing system existing in the real world and the virtual system existing in the virtual world. After which a discrete event system specification (DEVS) (Song & Kim, [1994](#_bookmark70); Zacharewicz, [2008](#_bookmark78)) formalism of the system is presented.

[Figure 4 near here]

The different entities have *output* and *input* ports, where the *output* port of one is connected to the *input* port of the other. The dynamics of the system is defined by two state transitions, which are *internal transition* and *external transition*. An *internal transition* occurs when an entity spontaneously changes its internal state after completing an activity and generates an output event. Whereas *external transition* occurs when an entity changes its internal state as a result of an input event through the input port. *External transition* requires that a message, which is generated through an output event of one entity, is converted to an input event of another entity. These messages are treated as variables, instructions or entities like physical products, and are represented as “*∗* info” as shown in Fig. [4](#_bookmark5) ( “\*” represents the input port). Table [1](#_bookmark6) shows the contents of these messages.

[Table 1 near here]

#### Formal model of order-agent’s state machine in SMS4MP

The DEVS model of order-agent’s state machine is presented in Fig. [5](#_bookmark7). It mainly consists of nodes that represent an activity or a state. Dotted arcs represent an internal transition, and solid arcs represent external transition. For completeness, each of the nodes is named to specify the entity carrying out the activity – the thick continuous circle represents the holon (the physical component), the dotted circle represents an external agent, and the continuous circles represents the agent under consideration. Input and output events are represented by “?” and “!” respectively. Where implies that the message is received at the input port , and implies the message is sent through the output port . Port numbers are usually omitted for an internal transition. Variables are represented with the sign as the prefix, while material entities like parts and products are represented with as the prefix. The symbol is used to test for equality, and is used for “difference” test.

[Figure 5 near here]

In Fig. [5](#_bookmark7), the order-agent is created and updated by the order holon and waits in the virtual layer for request from exploring product-ants. When such request is received, the order-agent transitions from “waiting for product request” to “processing product request” by producing the output event “*po\_in f o* received !”. After successful processing, the order-agent transitions to “send product information” and produces an input event (external transition) by sending the result of processing activity to the product-ant. The external transition simultaneously leads to an internal transition “store request transaction” and then finally to “waiting for product request”. The update process between the order holon and the order-agent is continuous; this ensures that the order agent is in sync with the order holon.

#### Formal model of product-ant’s state machine in SMS4MP

In Fig. [6](#_bookmark8), the product holon creates product-ants and delegates task. The product-ants represent a *copy* of the product holon in the virtual layer. Each product-ant sends a product request to the order-agent based on the content of the delegated task and waits for a response. When the product to be personalised is on-board the product-ant, it searches its memory for appropriate production plan for the personalisation task and searches for resources (resource-ants) to execute different operations based on the retrieved plan. The product-ant joins the resource-ant’s queue when found, send operation request and wait for the end of operation before deciding on the next move. After each operation, the product-ant stores each resource-ant’s location and elapse time between successive operations. If all the operations in the product-ant’s plan are executed, all accumulated cost and resource locations are deposited before being deleted from the simulation environment.

The relationship between the product holon and the product-ant is the creation and delegation relation. Therefore, the product holons create a specific number of product-ants and delegate a similar task. The result with the least cost is selected as the optimal solution, and the corresponding resource-ants’ location is selected and executed by the resource holons in the physical layer. The rate at which layout selection is made can be adjusted using the number of distinct delegated task . For example, if and each product holons delegate a single task to product-ants, this implies 200 exploration results will be required for each evaluation for a layout change.

[Figure 6 near here]

#### Formal model of resource-ant’s state machine in SMS4MP

Each resource holon creates one resource-ant each, and constantly synchronises the state and not the location of the physical resources with the resource-ant. As shown in Fig. [7](#_bookmark9), the resource-ant randomly searches for product-ants and execute operations for product-ants in its *operation-range*, which is a range at which a resource-ant can sense a product-ant and vice versa. This is referred to as an exploration strategy. After each successful operation, the resource-ant stores its present location (referred to as *hotspot*) in the vector in memory and deposits a pheromone. When the location is full, the resource-ant exploits the *hotspots* stored in the vector before resulting to exploration strategy - this is referred to as exploitation strategy. The length of the vector determines how many previous locations the resource-ant can exploit before resulting to random exploration. While exploring the environment, if a new *hotspot* is found, the oldest *hotspot* is replaced with the new hotspot before restarting the exploitation procedure.

[Figure 7 near here]

The resource-ant’s exploitation strategy is complementary to the exploration strategy of the product-ant, which facilitates the discovery of optimal resource layout in the environment. For example, the product-ants deposit pheromones as they leave the *hotspot*, when the pheromones are discovered by another product-ants, the pheromones are reinforced, and more pheromones are deposited only if an operation is executed at the *hotspots* where the pheromones lead. Therefore, the exploitation strategy of the resource-ant ensures the reinforcement of pheromones for the product-ants. The length of the vector impacts the quality of the solution obtained by the product-ant and therefore have to be selected experimentally. If is too large, the resource-ants tend to exploit the environment more and explore less, therefore posing the danger of being trapped in a local minimum (over-fitting). When is too small, the resource-ants tend to explore more and exploit less, therefore leading to poor convergence (under-fitting).

#### Formal model of resource-bee’s state machine in SMS4MP

The resource-bee uses the presence of operations activities as its stigmergic coordination strategy. As shown in Fig. [8](#_bookmark10), the resource holons create resource-bees which explore the environment using a random strategy. However, when a product-ant is within *operation-range*, it executes an operation for the product-ant, provided the resource-bee is capable of executing the required operation. The resource-bee immediately compute a waiting time *tw* and wait at the present location called the *active-spot*. If and no product-ant with compatible operation need is found within its *operation-range*, the resource-bee leaves the *active-spot* and randomly explores the environment.

However, if a product-ant with compatible operation need is found, the resource-bee resets its waiting time to , where is the new waiting time, is the remaining waiting time, and is the value that determines the extra amount of time the resource-bee is required to wait at the same location.

[Figure 8 near here]

# Simulation and Results

The simulation is designed first, to show the capability of the system to autonomously execute layout changes in real-time to minimise the cost of executing personalisation processes in a highly flexible manufacturing system. Secondly, to evaluate the difference in performance when the resource-agent’s stigmergic behavioural strategy is based on the behaviour of ants or young honeybees. Two separate simulations are developed, the physical layer and the architecture are the same and only differ in the type of stigmergic strategies used by the resource-agents in the virtual layer. The first system uses the stigmergic behaviour inspired by ants for both the product and resources in the virtual layer, therefore, referred to as ant-inspired system (AIS). The second uses stigmergic behaviour inspired by ant for the products and stigmergic behaviour inspired by honeybee for the resources, and referred to as bee-inspired system (BIS).

A total of six production machines (resources) are used. Generally, for 6 production machines, there are 720 (6!) possible routing sequence. However, in the personalisation scenario used to evaluate the proposed technique, the number of possible routing sequence is assumed to be 14 (product groups) as shown in Table [2](#_bookmark11), and each resource in the system is assumed to be capable of performing 5 distinct operations. This implies that for a particular routing sequence, there will be a maximum of 120 possible operations sequence (unique product units). This gives a total of 1680 possible product units. During the simulation, the process of selecting a product within a group is random, while a simple tabu-list is used to ensure that no two products with equivalent operations sequence are selected within a group.

[Table 2 near here]

Table [3](#_bookmark12) shows the simulation dynamics. The horizontal-flow ∆*T*1, ∆*T*2, ∆*T*3, and ∆*T*4 represent stages in the simulation where the flow/ distribution of the different *product-groups* changes within the product mix. Each change in the horizontal-flow is equivalent to 5*k* simulation steps. The vertical flow represents stages in the simulation where the type of product group that constitutes the product mix changes; this is referred to as changes in product group ∆*PG*. Each of these changes leads to changes in the flow between the production resources, hence changes in material handling cost. There are a total of 20 changes in total and the flow-matrix representing the flow cost is presented in (Ogunsakin, 2020).

The flow matrix is integrated into the simulation dynamics, and as the system progresses from to , the different matrices as shown in Table [3](#_bookmark12) are introduced automatically. These changes are expected to be detected by the system, and stimulate changes in the system’s layout. The simulation is run for 125*k* simulation steps, 20*k* for each of the period ∆*PG*1 to ∆*PG*5, with a repetition of the ∆*PG*1 lasting for additional 20*k* simulation-steps. Additionally, the last epoch (∆*PG*1,∆*T*4) is run for additional 5*k* to further observe the self-organising capability of the system.

[Table 3 near here]

### Parameter selection

Table [4](#_bookmark13) shows the summary of parameter values for the experiment. The coefficient *ρ*, which determines how fast the deposited trail (pheromone) disappears from the virtual system is selected by evaluating several *ρ* values ranging from 0.001 to 0.1. The value *ρ* = 0.045 is observed to be the value of *ρ* for best convergence when the number *m* of *product-ants* in the virtual layer is set to 120. The number of robots (products and material handling systems) in the work in progress (WIP) of the real system at simulation time is set to 10. This implies that each robot delegates exploration task to 12 *product-ants* in the virtual layer. The number of available production machines is set to 6 in the physical layer, which is equivalent to the parameter *n* in the virtual layer. The default speed of product-ants is set to 0.7; this value is changed automatically based on the flow cost between resources. The speed of resource-ant is set to in the virtual and physical layer.

[Table 4 near here]

Two parameters and governed the stigmergic behaviour of the *resource-ants* and *resource-bees* respectively. The length represents the number of *hot-spots* each resource-ant stores in its memory. If is high, resource-ants tend to exploit stored location leading to over-fitting and poor performance. A low value of on the other hand signifies more exploration and less exploitation, leading to poor performance. The value of is selected experimentally by using values ranging from , the value gives the highest throughput. The parameter represents the waiting time, in simulation-time, for each resource-bee at the *active-spot*. The waiting time is selected experimentally to achieve a balance between exploration and exploitation of the environment – is set to .

The parameters and determines the sensitivity of the system to perturbation, and are therefore very important. The threshold parameter determines when the minimum cost should be augmented to guide the system out of a local minimum. A lower value of signifies frequent layout changes and a higher value of signifies less frequent layout changes. The values 30, 60, 90, and 120 are assigned to for both the ant-inspired and bee-inspired systems. The bee-inspired system shows a higher sensitivity to the value of due to the greediness of the stigmergic behaviour, as will be shown in a later section. In contrast, the ant-inspired system is comparatively less sensitive. Therefore, the values 90 and 60 are assigned to in the AIS and BIS respectively. The value of , which determines the rate at which the cost function is augmented, is set to 1 for both systems. This implies that the system takes a unit step in its attempt to escape from local minimum until a new optimal cost is obtained.

### Experimental Results

* + 1. *SMS4MP’s Self-organisation and sensitivity to perturbation*

The result of the simulation shows the effectiveness of the stigmergic strategies in reacting in real-time to constant changes in order-mix. Fig. 9 and Fig. 1[0](#_bookmark15) shows the dynamics of the optimisation process for the BIS and AIS respectively. The value of the threshold , which determines a candidate solution for the augmented cost function is set at 30, 60, 90, 120 in Fig. ([9](#_bookmark14) a, b, c, d) and Fig. [10](#_bookmark15) (a, b, c, d) respectively. It is observed that the system is able to achieve different optimal costs by using the augmented cost function to escape from local minimum. Each optimal cost achieved in the virtual layer is translated into a layout in the physical layer. Therefore, the rate at which the system achieves new optimal cost is equivalent to the rate of layout changes in the physical layer.

The sensitivity of the system to changes in order-mix reduces as the threshold increases. A high sensitivity implies frequent layout changes resulting from little changes in the system. Therefore, when = 30, the systems are observed to iterate over several optimal costs resulting in frequent layout changes. The number of the different optimal costs achieved is reduced as the threshold value increases, with = 120 resulting in the least number of layout changes.

As shown in Fig. 9 and Fig. 10. The BIS is more sensitive to the value of , which demonstrates higher sensitivity to changes in the environment. For example, the BIS records an average of 55, 32, 21, and 15 layout changes when = 30, 60, 90 and 12 respectively, while the AIS records an average of 32, 20, 10 and 5 layout changes when = 30, 60, 90, and 120 respectively. A balance is therefore required in the selection of an appropriate value for in the system, due to the disruptive impact of frequent layout changes on the system. Therefore, for the implemented system, the value of = 90 and = 60 is selected for the BIS and AIS respectively.

[Figure 9 near here]

[Figure 10 near here]

### SMS4MP’s Layout optimisation Capability: virtual layer

The systems are observed to possess the capability to minimise material flow cost by constantly optimising their respective layouts using stigmergic mechanism and an accompanying cost function that represents the individual experiences of the software agents in the virtual layer. The desired model is a model that is highly sensitive to changes in the manufacturing environment, but as a consequence, results in less number of layout changes.

The BIS, as shown in Fig. [11](#_bookmark16) outputs a total of 22 optimal costs at = 90; however, only 18 layout changes are executed in the physical layer. This is due to the occurrence of four concurrent events [(*j*, *k*), (*l*, *m*),(*n*, *o*), (*s*, *t*)] during the optimisation process, where two optimal costs are obtained at an interval smaller than the time required to complete one layout change. When this occurs, the least cost is taken, and the corresponding layout is executed. The system completes the execution of the first layout change if the first cost is lower than the second cost, or abandon the execution of the first to execute the second, if the second cost is lower than the first cost. The layouts corresponding to the different optimal costs are presented in Appendix A.

The AIS, as shown in Fig. [12](#_bookmark17) records a total of 19 optimal costs despite the value of = 60, with no instance of concurrency. All optimal costs with the corresponding layout are executed in the physical layer. The corresponding layouts for each optimal cost obtained are shown in Appendix B. Therefore, a comparison of the two systems shows that the BIS is highly sensitive to changes in product-mix and make fewer layout changes to its layout, representing a better system compared to the AIS. However, sensitivity does not equal high throughput or lower average cycle-time in the physical layer. Therefore, evaluating the cycle-time for each model is essential to justify the effectiveness of the BIS over the AIS.

[Figure 11 near here]

[Figure 12 near here]

### SMS4MP’s Layout optimisation Capability: physical layer

The cycle-time, which is the average time taken to manufacture each product, is used to evaluate the effectiveness of the optimisation strategies employed by the two systems. The simulation is run for a total of 125*k* simulation steps, and the cycle-time is calculated at each 1*k* simulation steps. 20 different simulation runs were performed for each system, and an average cycle-time is computed, as shown in Fig. [13](#_bookmark18).

To justify the effectiveness of the system to frequent changes in product mix, and to ensure that the system is not performing generally worse than expected, the different resources are placed on a straight line (single row) and rectangular shape (multi-rows) with an overlapping constraint of 10, which represents the minimum distance between the resources (as used in the simulation). The layout for the single and multi-row static layout configurations are estimated using the IDFMs (Ogunsakin, 2020). For the two layout configurations, the least average cycle-time obtained for 20 simulation runs without layout changes is 463.25. Therefore, the cycle-time for the BIS and AIS are expected to be within the range of the average cycle-time of 463.25. Also, a maximum cycle-time of 948 is obtained in the static layout by separating each resource at a maximum possible distance. Therefore, at the start of each of the simulation for the BIS and AIS, the resources are placed at locations where they are separated by maximum possible distances. It should be noted that the estimated cycle-time for the static facility layouts are for control purposes, and not to serve as a comparison to the proposed system.

The BIS is shown to immediately achieve an average cycle-time lower than 400 at first iteration with the majority of the cycle-time obtained ranging between 80 and 145 as shown in Fig.[13](#_bookmark18)(a) compare to the AIS. The AIS gradually iterates from *approx*. 600, with the majority of the cycle-time having a value above 120, as shown in Fig. [13](#_bookmark18)(b). The BIS is also observed to be more stable compared to the AIS.

Fig.14 shows the differences in the cycle-time. In Fig. [14](#_bookmark19)(a), the cycle-time reduces progressively from simulation-time *t* = 0*k* to *t* = 20*k*. From *t* = 20*k*, which is the beginning of ∆*PG*2. When a new product group is introduced into the system (see Table [3](#_bookmark12)), the cycle-time starts to increase. However, the system quickly recovers from this perturbation by consistently minimising the cycle-time from *t* = 30*k* simulation step through *t* = 60*k*. No serious impact is observed at *t* = 40*k* when 2 new product-groups are introduced as the distribution of the different group is kept constant during this period (from ∆*PG*2,∆*T*4 to ∆*PG*3,∆*T*1). From *t* = 60*k* through *t* = 75*k*, the cycle-time is observed to increase as 3 new product-groups are introduced, and the distribution is changed at the same time. Finally, at *t* = 80*k* through *t* = 105*k*, when the four product-groups are replaced by four new product-groups, the system experiences maximum perturbation at this point, but gradually recovers as observed in the reduction in cycle-`time, and despite further changes from *t* = 105*k* through *t* = 125*k*, a reduction in cycle-time is observed.

[Figure 13 near here]

[Figure 14 near here]

Despite the constant perturbation as a result of changes in product distribution within the product mix, the introduction of new product groups, and constantly changing product types, the system consistently attempts to minimise the cycle-time by constantly evolving the layout to cope with these perturbations. Fig. [14](#_bookmark19)(b) shows that 75% of the cycle-time for the BIS is below 145, while 75% of the cycle-time for the AIS is above 155. This shows the benefit of using the BIS over the AIS.

# Discussion and Conclusion

The goal of mass personalisation is to satisfy the needs of individual customers by incorporating their input into the design phase of the product, and to produce the resulting personalised products at a cost comparable to that of mass production (Pine, [1993](#_bookmark60); Koren et al., [2015](#_bookmark46)). Approaches to address unpredictable changes in manufacturing systems have been largely based on the heterarchical structure of control and autonomous, flexible and intelligent manufacturing entities (Pujo et al., [2009](#_bookmark61); Leita˜o & Restivo, [2006](#_bookmark49); Barbosa et al., [2015](#_bookmark20); Kumar, [2007](#_bookmark47); Mourtzis & Doukas, [2014](#_bookmark51)). However, all these paradigms are constrained by the rigid architecture of the manufacturing systems for which they are implemented, such that the flexibility and autonomy achieved in the digital space are not fully realised in the physical systems.

The approach proposed in this paper takes inspiration from the research in the manufacturing industries (Bosch, [2016](#_bookmark26); Rexroth, [2018](#_bookmark64); Kuka, [2019](#_bookmark0)). The approach relaxes the rigid constraints imposed on the present manufacturing systems through the introduction of mobile production machines, and replaces conveyor systems with mobile intelligent robots for material handling. These changes ensure that the physical system can realise the flexibility achievable in the digital space through the use of an ant-based and bee-based heuristics.

The SMS4MP is shown to evolve its layout in real-time through the use of stigmergic coordination mechanism, keeping up with product changes. This capability is observed in the autonomous layout changes and autonomous routing of products in the system (see Appendix C). The virtual layer uses stigmergy as the coordination mechanism, and through local interactions between the software agents, the overall layout of the system emerges in real-time. However, due to the stochastic order arrival time and product type, the system has to exhibit organisation closure, where after attaining a stable and optimal configuration, it constantly creates and delegate software agents in the virtual layer to explore new optimal configuration to maintain the present optimal state as shown in Fig.13.

Two different, yet complementary stigmergic approaches are used in SMS4MP. The product-ants behave like the typical ants, while the resource-ants instead use private pheromones to remember previous *hot-spots*. This abstraction proves to be effective but less effective compared to the model where resources are represented as young honeybees, called resource-bees. The resource-bees use temporal features of the environment, which is the presence of corresponding operation as a stigmergic variable(Schmickl & Hamann, [2010](#_bookmark67)).

The use of compatible manufacturing operations by the bee-inspired system as stigmergic variables and exploitation mechanism, provide a better fit for the problem. Thus, the bee-inspired system emerges as the most effective approach. Also, this shows that a combination of multiple and complementary nature-inspired models like ant-based optimisation algorithm (Dorigo & Di Caro, [1999](#_bookmark34)) and beeclust algorithm (Schmickl & Hamann, [2010](#_bookmark67)) are beneficial when the problem space cannot be modelled using a single natural model as observed in this research. Finally, the system shows the capability of executing personalisation process without excessive increase in cost, irrespective of the resulting stochastic order arrival and heterogeneous order types.

### Conclusion

This research paper proposes and implements a self-organising manufacturing system for mass personalisation through the introduction of mobile production resources, replacement of static conveyor system with mobile and intelligent robot for material handling, application of appropriate stigmergic mechanism as observed in the colonies of ants and bees, and the use of delegate multi-agent system as the coordination mechanism between the virtual layer populated by software agents and the physical layer populated by physical manufacturing equipment. The experimental evaluation of SMS4MP demonstrate considerable contribution to the design and engineering of manufacturing systems for mass personalisation, the use of stigmergic strategy in manufacturing control, and the method and process of engineering self-organising manufacturing system in mass personalisation context.

Further research is needed to demonstrate the viability of the proposed system using a prototype manufacturing system. However, most of the available tools and software for fast prototyping of manufacturing systems are strongly based on fixed production machines and rigid conveyor systems. Therefore, the only possibility is to build a prototype from the ground up. However, before this, a strong theoretical foundation is required to demonstrate the possibility and viability of the approach using formal and computational tools, which is presented in this research. Hence, this paper presents such a foundation on which a prototype system can be built for further research in academia and industry.
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