
#### Abstract

We consider a nonconvex and nonsmooth group sparse optimization problem where the penalty function is the sum of compositions of a folded concave function and the $\ell_{2}$ vector norm for each group variable. We show that under some mild conditions a first-order directional stationary point is a strict local minimizer that fulfils the first-order growth condition, and a second-order directional stationary point is a strong local minimizer that fulfils the second-order growth condition. In order to compute second-order directional stationary points, we construct a twice continuously differentiable smoothing problem and show that any accumulation point of the sequence of second-order stationary points of the smoothing problem is a second-order directional stationary point of the original problem. We give numerical examples to illustrate how to compute a second-order directional stationary point by the smoothing method.
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## 1 Introduction

Let $\mathbf{x}=\left(\mathbf{x}_{1}^{\top}, \cdots, \mathbf{x}_{K}^{\top}\right)^{\top} \in \mathbb{R}^{n}$ with $\mathbf{x}_{i}=\left(x_{i(1)}, \cdots, x_{i\left(d_{i}\right)}\right)^{\top} \in \mathbb{R}^{d_{i}}, d_{i} \geq 1, \sum_{i=1}^{K} d_{i}=n$. We consider the following optimization problem

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{n}} f(\mathbf{x}):=\mathcal{L}(\mathbf{x})+\sum_{i=1}^{K} \varphi\left(\left\|\mathbf{x}_{i}\right\|\right) \tag{1.1}
\end{equation*}
$$

where $\mathcal{L}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a twice continuously differentiable function, and $\varphi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$ is a concave penalty function satisfying the following properties: (i) $\varphi$ is locally Lipschitz continuous and non-decreasing on $[0, \infty)$ with $\varphi(0)=0$ and $\varphi(t)>0$ for $t>0$; (ii) $\varphi^{\prime}(0+)>$ 0 . Throughout this paper, $\|\cdot\|$ denotes the $\ell_{2}$ vector norm.
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In practice, many loss functions are twice continuously differentiable, for example, square loss function $\mathcal{L}(\mathbf{x})=\frac{1}{2 m}\|A \mathbf{x}-b\|^{2}$, exponential loss function $\mathcal{L}(\mathbf{x})=\frac{1}{m} \sum_{j=1}^{m} \exp \left(-b_{j}\left(\mathbf{a}_{j}^{\top} \mathbf{x}\right)\right)$, and logistic loss function

$$
\mathcal{L}(\mathbf{x})=-\frac{1}{m} \sum_{j=1}^{m}\left\{b_{j} \log \left(1+\exp \left(-\mathbf{a}_{j}^{\top} \mathbf{x}\right)\right)+\left(1-b_{j}\right) \log \left(1+\exp \left(\mathbf{a}_{j}^{\top} \mathbf{x}\right)\right)\right\}
$$

where $\mathbf{b} \in \mathbb{R}^{m}, A=\left(\mathbf{a}_{1}, \cdots, \mathbf{a}_{m}\right)^{\top} \in \mathbb{R}^{m \times n}$.
Problem (1.1) is called group sparse optimization due to the group structure in its variable. When $K=n$ and $d_{1}=\cdots=d_{n}=1$, problem (1.1) reduces to the standard sparse optimization which is aimed to find a sparse solution to minimize the function $\mathcal{L}(\mathbf{x})$. Sparse optimization has attracted considerable attention in signal processing, machine learning and statistics in recent years. To yield a sparse solution, a penalty term is often used. Tibshirani [28] suggested using the $\ell_{1}$ penalty to obtain a sparse vector of regression coefficients in linear regression problem, which results in a convex optimization problem, called Lasso, and can be solved by many efficient algorithms. However, Fan and Li [12, 13] pointed out that the solution of the $\ell_{1}$ penalized optimization does not possess some good statistical properties such as unbiasedness and oracle property. Fan and Li [12,13] then proposed a folded concave penalty and showed that there exists a local solution with the desired statistical properties for the resulting non-convex optimization. Till now, many specific folded concave penalty functions are widely used in signal reconstruction, image restoration, and variable selection, for example, logarithm penalty [12], fraction penalty [25], hard thresholding penalty (HTP) [6,20], capped $\ell_{1}$ penalty (CapL1) [36], minimax concave penalty (MCP) [35], smoothly clipped absolute deviation (SCAD) [12].

Although there exist some local minimizers with good statistical properties for a folded concave penalized optimization, how to find such local minimizers has not been addressed satisfactorily. Fan, Xue and Zou [14] proposed a local linear approximation algorithm to obtain an oracle solution with an initial point being sufficiently close to the true solution. In [23], the authors developed a concept of subspace second-order optimality which is related to subspace optimality in [3, 4, 2, 10], and showed that under some conditions the stationary point of subspace second-order optimality can be an oracle solution with high probability. In 1985, Yuan 33 studied convergence of trust region algorithms to a first-order d(irectional)-stationary point of nonsmooth optimization. Recently, [1,26] adopted a firstorder d(irectional)-stationary point for optimality, and showed that a first-order d-stationary point must be one of other stationary points using the first-order information of the objective function. Moreover, [7,27] proposed the concept of second-order directional derivatives and the concept of second-order d(irectional)-stationary points, and showed that under some mild conditions second-order d-stationary points can fulfil the second-order growth condition. However, how to compute second-order directional derivatives and second-order d-stationary points is unknown for problem (1.1).

Group sparse problem was studied by many authors, e.g., see [11, 15, 16, 17, 18, 19, 24, 30, 32, 34, 37. It has wide applications in statistics, machine learning, and computational biology such as joint covariate selection [16, 17, 34, 37], multi-task learning [19, 32], and gene finding [15, 24]. Most of the literatures use group $\ell_{1}$ penalty which yields group Lasso model. Huang and Zhang [17] showed that group Lasso is superior to standard Lasso for strongly group-sparse signals. In consideration of the good performance of folded concave penalties comparing to $\ell_{1}$ penalty for standard sparse optimization, some authors used group folded concave penalties such as group SCAD [5,22,29], group MCP [5,22,29], $\ell_{q}\left(\ell_{p}\right)(0 \leq q \leq 1 \leq$
p) [15] and $\ell_{0}\left(\ell_{2}\right)$ 19] for group sparse problems. However, these works only used first-order information of objective functions which is weaker than second-order information.

In this paper, we will provide a deep analysis of the second-order directional stationarity for folded concave penalized group sparse optimization. Our main contributions are presented as follows.

In Section 2, by virtue of an explicit formula for computing the directional derivative of the objective function, we show that under some mild conditions a first-order d-stationary point of problem (1.1) is a strict local minimizer that fulfils the first-order growth condition.

In Section 3, we provide an explicit formula for computing the second-order directional derivative, and show that under some mild conditions a second-order d-stationary point of problem (1.1) is a strong local minimizer that fulfils the second-order growth condition. Moreover, we establish lower bounds of the $\ell_{2}$ vector norm of nonzero groups of secondorder d-stationary points of problem (1.1). These lower bounds are important for theoretical analysis and numerical algorithms.

In Section 4, we construct a twice continuously differentiable smoothing approximation for the nonsmooth objective function in problem (1.1), and show that any accumulation point of the sequence of second-order stationary points of the smoothing problem is a secondorder d-stationary point of the original problem. This result provides a theoretic basis for computing second-order d-stationary points of problem (1.1) using the gradient and Hessian of the smoothing function.

Notations. For any $\widehat{\mathbf{x}} \in \mathbb{R}^{n}$ and the groups $\widehat{\mathbf{x}}_{1}, \cdots, \widehat{\mathbf{x}}_{K}$, denote

$$
\begin{gathered}
I(\widehat{\mathbf{x}}):=\left\{i \in\{1, \cdots, K\}:\left\|\widehat{\mathbf{x}}_{i}\right\| \neq \mathbf{0}\right\}, \quad J_{i}(\widehat{\mathbf{x}}):=\left\{j \in\left\{1, \cdots, d_{i}\right\}: \widehat{x}_{i(j)} \neq 0\right\} \text { for } i \in I(\widehat{\mathbf{x}}), \\
i \notin I(\widehat{\mathbf{x}}) \text { if } i \in\{1, \cdots, K\} \backslash I(\widehat{\mathbf{x}}), \quad j \notin J_{i}(\widehat{\mathbf{x}}) \text { if } i \in I(\widehat{\mathbf{x}}) \text { and } j \in\left\{1, \cdots, d_{i}\right\} \backslash J_{i}(\widehat{\mathbf{x}}), \\
{[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}:=\left([\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i(1)}, \cdots,[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i\left(d_{i}\right)}\right)^{\top}, \quad \nabla \mathcal{L}(\widehat{\mathbf{x}}):=\left([\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{1}^{\top}, \cdots,[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{K}^{\top}\right)^{\top},}
\end{gathered}
$$

where $\widehat{x}_{i(j)} \in \mathbb{R}$ denotes the $j$ th entry in $\widehat{\mathbf{x}}_{i}$ and $[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i(j)}$ denotes the $j$ th entry in $[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}$.

## 2 First-order d-stationary points

This section provides the local optimality and some properties of first-order d-stationary points of problem (1.1).

### 2.1 Local optimality of first-order d-stationary points

Let us introduce the concept of first-order d-stationary points [1, 7, 26, 27.
Definition $2.1 \widehat{\mathbf{x}} \in \mathbb{R}^{n}$ is called a first-order d-stationary point of problem (1.1) if the directional derivative satisfies

$$
\begin{equation*}
f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}}):=\lim _{t \downarrow 0} \frac{f(\widehat{\mathbf{x}}+t(\mathbf{x}-\widehat{\mathbf{x}}))-f(\widehat{\mathbf{x}})}{t} \geq 0, \quad \forall \mathbf{x} \in \mathbb{R}^{n} \tag{2.1}
\end{equation*}
$$

According to [1,26], first-order d-stationary points are sharper than lifted stationary points, critical points, and C-stationary points for the local optimality. It is known that first-order d-stationary points have the following locally optimal properties.

Theorem 2.2 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be locally Lipschitz continuous and directionally differentiable at $\widehat{\mathbf{x}} \in \mathbb{R}^{n}$. The following two statements hold:
(i) If $\widehat{\mathbf{x}}$ is a local minimizer of $f$, then $\widehat{\mathbf{x}}$ is a first-order $d$-stationary point of $f$.
(ii) $\widehat{\mathbf{x}}$ is a strict local minimizer that fulfils the first-order growth condition, i.e., there exists a neighborhood $\mathcal{W}$ of $\widehat{\mathbf{x}}$ and a positive number $\delta$ such that

$$
\begin{equation*}
f(\mathbf{x}) \geq f(\widehat{\mathbf{x}})+\delta\|\mathbf{x}-\widehat{\mathbf{x}}\|, \quad \forall \mathbf{x} \in \mathcal{W} \tag{2.2}
\end{equation*}
$$

if and only if $\widehat{\mathbf{x}}$ satisfies that

$$
\begin{equation*}
f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})>0, \forall \mathbf{x} \in \mathbb{R}^{n} \backslash\{\widehat{\mathbf{x}}\} \tag{2.3}
\end{equation*}
$$

If $f$ is differentiable at $\mathbf{x}$, then $f^{\prime}(\mathbf{x} ; \mathbf{z})=\langle\nabla f(\mathbf{x}), \mathbf{z}\rangle$. Inequality 2.3) does not hold at any differentiable point of $f$, but it may hold at some non-differentiable points of $f$. Many local minimizers of problem (1.1) are non-differentiable points of $f$, which makes conclusion (ii) of Theorem 2.2 very interesting. For example, let $f(t)=t^{2}+\log (1+|t|)$, then $f^{\prime}(0 ; s)=|s|>0(s \neq 0)$, and $f(t) \geq|t|$ for any $t \in \mathbb{R}$.

To have a clear presentation, we denote the $\ell_{2}$ vector norm as a function

$$
\begin{equation*}
m(\mathbf{u}):=\|\mathbf{u}\|=\left(\sum_{j=1}^{d_{i}} u_{j}^{2}\right)^{\frac{1}{2}}, \quad \forall \mathbf{u} \in \mathbb{R}^{d_{i}}, i \in\{1, \cdots, K\} \tag{2.4}
\end{equation*}
$$

Although the dimensions of the vectors may be different, we believe that it will not cause any confusion according to the context.

Since $m(\mathbf{u})$ is differentiable at all points except $\mathbf{u}=\mathbf{0}$, we have that for any $\mathbf{u}, \mathbf{w} \in \mathbb{R}^{d_{i}}$,

$$
m^{\prime}(\mathbf{u} ; \mathbf{w})=\lim _{t \downarrow 0} \frac{\|\mathbf{u}+t \mathbf{w}\|-\|\mathbf{u}\|}{t}=\left\{\begin{array}{cl}
\|\mathbf{w}\|, & \text { if } \mathbf{u}=\mathbf{0}  \tag{2.5}\\
\frac{\langle\mathbf{u}, \mathbf{w}\rangle}{\|\mathbf{u}\|}, & \text { if } \mathbf{u} \neq \mathbf{0}
\end{array}\right.
$$

### 2.2 First-order d-stationary points of problem (1.1)

In this subsection, we use an explicit formula of directional derivative to provide sufficient and necessary conditions for first-order d-stationary points of problem (1.1).

Our analysis is based on a difference-of-convex (DC) form of the penalty function so that the directional derivative of the objective function in (1.1) can be explicitly expressed.

Assumption (A1): The penalty function $\varphi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a DC function given by

$$
\begin{equation*}
\varphi(t) \triangleq g(t)-h(t), \text { with } h(t) \triangleq \max _{1 \leq \nu \leq \bar{\nu}}\left\{h_{\nu}(t)\right\} \text { for some integer } \bar{\nu} \geq 1 \tag{2.6}
\end{equation*}
$$

where $g$ and $h_{\nu}(1 \leq \nu \leq \bar{\nu})$ are convex and differentiable in $t \in(0, \infty)$ with $g^{\prime}(0):=g^{\prime}(0+)$ and $h_{\nu}^{\prime}(0):=h_{\nu}^{\prime}(0+)$ for $1 \leq \nu \leq \bar{\nu}$.

Consequently, our group sparse optimization model (1.1) is rewritten as

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{n}} f(\mathbf{x}):=\mathcal{L}(\mathbf{x})+\sum_{i=1}^{K}\left[g\left(\left\|\mathbf{x}_{i}\right\|\right)-h\left(\left\|\mathbf{x}_{i}\right\|\right)\right] \tag{2.7}
\end{equation*}
$$

From the literatures (e.g., [1,21), we know that several folded concave penalty functions can be formulated as DC functions satisfying Assumption (A1), such as logarithm penalty, fraction penalty, CapL1, HTP, MCP and SCAD. In particular, as given in [1 we have the following expressions:

CapL1: $\varphi^{\text {CapL1 }}(t)=g^{\mathrm{CapL} 1}(t)-h^{\mathrm{CapL1}}(t)$ with

$$
g^{\mathrm{CapL} 1}(t)=\frac{\lambda t}{\alpha}, \quad h^{\mathrm{CapL} 1}(t)=\max \left\{0, \frac{\lambda t}{\alpha}-\lambda\right\}, \quad(\alpha>0, \lambda>0) ;
$$

MCP: $\varphi^{\mathrm{MCP}}(t)=g^{\mathrm{MCP}}(t)-h^{\mathrm{MCP}}(t)$ with

$$
g^{\mathrm{MCP}}(t)=\lambda t, \quad h^{\mathrm{MCP}}(t)=\left\{\begin{array}{c}
\frac{t^{2}}{2 \alpha}, \quad \text { if } 0 \leq t \leq \alpha \lambda, \quad(\alpha>1, \lambda>0) ; \\
\lambda t-\frac{\alpha \lambda^{2}}{2}, \text { if } \quad t>\alpha \lambda,
\end{array}\right.
$$

SCAD: $\varphi^{\operatorname{SCAD}}(t)=g^{\mathrm{SCAD}}(t)-h^{\mathrm{SCAD}}(t)$ with

$$
g^{\mathrm{SCAD}}(t)=\lambda t, \quad h^{\mathrm{SCAD}}(t)=\left\{\begin{array}{cl}
0, & \text { if } 0 \leq t \leq \lambda, \\
\frac{(t-\lambda)^{2}}{2(\alpha-1)}, & \text { if } \lambda<t \leq \alpha \lambda, \quad(\alpha>2, \lambda>0) . \\
\lambda t-\frac{(\alpha+1) \lambda^{2}}{2}, & \text { if } \quad t>\alpha \lambda,
\end{array}\right.
$$

Theorem 2.3 Under Assumption (A1), the directional derivative of the objective function $f$ in (1.1) has the following form

$$
\begin{align*}
f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})= & \langle\nabla \mathcal{L}(\widehat{\mathbf{x}}), \mathbf{x}-\widehat{\mathbf{x}}\rangle+\sum_{i=1}^{K} g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) \\
& -\sum_{i=1}^{K} \max _{\nu_{i} \in \mathcal{A}_{i}\left(\widehat{\mathbf{x}}_{i}\right)} h_{\nu_{i}}^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) \tag{2.8}
\end{align*}
$$

with $\mathcal{A}_{i}\left(\widehat{\mathbf{x}}_{i}\right)=\left\{\nu_{i} \in\{1, \cdots, \bar{\nu}\}: h_{\nu_{i}}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)=h\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)\right\}$ and

$$
m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)= \begin{cases}\left\|\mathbf{x}_{i}\right\|, & \text { if } i \notin I(\widehat{\mathbf{x}}),  \tag{2.9}\\ \frac{\left\langle\widehat{\mathbf{x}}_{i}, \mathbf{x}_{i}\right)}{\left\|\widehat{\mathbf{x}}_{i}\right\|}, & \text { if } i \in I\left(\widehat{\mathbf{x}}_{i}\right) .\end{cases}
$$

Proof Under Assumption (A1), problem (1.1) can be written as (2.7). Since $h: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$ and $m: \mathbb{R}^{d_{i}} \rightarrow \mathbb{R}_{+}$are both convex, $h \circ m: \mathbb{R}^{d_{i}} \rightarrow \mathbb{R}_{+}$is directionally differentiable. According to the chain rule for directional derivatives and the differentiability of each $h_{\nu}$, for $i=1, \cdots, K$, we have

$$
(h \circ m)^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)=h^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)\right)=\max _{\nu_{i} \in \mathcal{A}_{i}\left(\widehat{\mathbf{x}}_{i}\right)} h_{\nu_{i}}^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) .
$$

Since $\mathcal{L}$ and $g$ are differentiable, we obtain the directional derivative at $\widehat{\mathbf{x}}$ for $\mathbf{x}-\widehat{\mathbf{x}}$ in (2.8).

The following lemma shows that at any first-order d-stationary point of (1.1), the entries of the gradient of the loss function $\mathcal{L}$ for $i \in I(\widehat{\mathbf{x}})$ can be presented by the derivatives of $g$ and $h_{\nu_{i}}$.

Lemma 2.4 Suppose Assumption (A1) holds. Let $\widehat{\mathbf{x}} \in \mathbb{R}^{n}$ be a first-order d-stationary point of problem (1.1). Then for $i \in I(\widehat{\mathbf{x}})$, we have

$$
\begin{equation*}
[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i(j)}=0, \quad \forall j \notin J_{i}(\widehat{\mathbf{x}}) \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i(j)}\right|=\frac{\left|g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)-h_{\nu_{i}}^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)\right| \cdot\left|\widehat{x}_{i(j)}\right|}{\left\|\widehat{\mathbf{x}}_{i}\right\|}, \quad \forall j \in J_{i}(\widehat{\mathbf{x}}), \forall \nu_{i} \in \mathcal{A}_{i}\left(\widehat{\mathbf{x}}_{i}\right) . \tag{2.11}
\end{equation*}
$$

Proof From Theorem 2.3, we have

$$
\begin{align*}
& \langle\nabla \mathcal{L}(\widehat{\mathbf{x}}), \mathbf{x}-\widehat{\mathbf{x}}\rangle+\sum_{i=1}^{K}\left[g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)-h_{\nu_{i}}^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)\right] m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) \\
\geq & \langle\nabla \mathcal{L}(\widehat{\mathbf{x}}), \mathbf{x}-\widehat{\mathbf{x}}\rangle+\sum_{i=1}^{K} g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)-\sum_{i=1}^{K} \max _{\nu_{i} \in \mathcal{A}_{i}\left(\widehat{x}_{i}\right)} h_{\nu_{i}}^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) \\
\geq & 0, \quad \forall \mathbf{x} \in \mathbb{R}^{n}, \tag{2.12}
\end{align*}
$$

where $\nu_{i} \in \mathcal{A}_{i}\left(\widehat{\mathbf{x}}_{i}\right), i=1, \ldots, K$, and $m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)$ is given by (2.9). It is obvious that inequality (2.12) also holds for any $\mathbf{x} \in \mathcal{X}(\widehat{\mathbf{x}}):=\left\{\mathbf{x} \in \mathbb{R}^{n}: \mathbf{x}_{i}=\mathbf{0}\right.$ whenever $\left.i \notin I(\widehat{\mathbf{x}})\right\}$. This combining with formula $(2.9)$ yields that

$$
\sum_{i \in I(\widehat{\mathbf{x}})}\left\langle[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}+\frac{\left[g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)-h_{\nu_{i}}^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)\right]}{\left\|\widehat{\mathbf{x}}_{i}\right\|} \widehat{\mathbf{x}}_{i}, \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right\rangle \geq 0, \quad \forall \mathbf{x} \in \mathcal{X}(\widehat{\mathbf{x}})
$$

According to the arbitrariness of $\mathbf{x} \in \mathcal{X}(\widehat{\mathbf{x}})$, we obtain

$$
\begin{equation*}
[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}+\frac{g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)-h_{\nu_{i}}^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)}{\left\|\widehat{\mathbf{x}}_{i}\right\|} \widehat{\mathbf{x}}_{i}=\mathbf{0}, \quad \forall i \in I(\widehat{\mathbf{x}}) \tag{2.13}
\end{equation*}
$$

Therefore, we have

$$
[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i(j)}=0, \quad \forall i \in I(\widehat{\mathbf{x}}), j \notin J_{i}(\widehat{\mathbf{x}})
$$

and

$$
\frac{\left|g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)-h_{\nu_{i}}^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)\right| \cdot\left|\widehat{x}_{i(j)}\right|}{\left\|\widehat{\mathbf{x}}_{i}\right\|}=\left|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i(j)}\right|, \quad \forall i \in I(\widehat{\mathbf{x}}), j \in J_{i}(\widehat{\mathbf{x}}) .
$$

The conclusion is obtained.
By applying Lemma 2.4 to CapL1, MCP and SCAD, we can get the following lower bounds of the $\ell_{2}$ vector norm of nonzero groups of first-order d-stationary points, whose proof is omitted.

Corollary 2.5 Suppose there exists a nondecreasing function $C: \mathbb{R} \rightarrow \mathbb{R}_{+}$such that $\|\nabla \mathcal{L}(\mathbf{x})\|$ $\leq C(\mathcal{L}(\mathbf{x}))$ for any $\mathbf{x} \in \mathbb{R}^{n}$. Let $\widehat{\mathbf{x}} \in \mathbb{R}^{n}$ be a first-order d-stationary point of problem (1.1), and $\mathbf{x}^{0} \in \mathbb{R}^{n}$ be a point such that $\mathcal{L}(\widehat{\mathbf{x}}) \leq \mathcal{L}\left(\mathbf{x}^{0}\right)$, then the following statements hold:
(i) For CapL1, if $\frac{\lambda}{\alpha}>C\left(\mathcal{L}\left(\mathbf{x}^{0}\right)\right)$, then either $\left\|\widehat{\mathbf{x}}_{i}\right\|=0$ or $\left\|\widehat{\mathbf{x}}_{i}\right\| \geq \alpha, i=1, \cdots, K$.
(ii) For $M C P$, if $\lambda>C\left(\mathcal{L}\left(\mathbf{x}^{0}\right)\right)$, then either $\left\|\widehat{\mathbf{x}}_{i}\right\|=0$ or $\left\|\widehat{\mathbf{x}}_{i}\right\| \geq \alpha \lambda-\alpha \cdot C\left(\mathcal{L}\left(\mathbf{x}^{0}\right)\right)>0$, $i=1, \cdots, K$.
(iii) For $S C A D$, if $\lambda>C\left(\mathcal{L}\left(\mathbf{x}^{0}\right)\right)$, then either $\left\|\widehat{\mathbf{x}}_{i}\right\|=0$ or $\left\|\widehat{\mathbf{x}}_{i}\right\| \geq \alpha \lambda-(\alpha-1) \cdot C\left(\mathcal{L}\left(\mathbf{x}^{0}\right)\right)>$ $\lambda, i=1, \cdots, K$.

Remark 2.6 The existence of the nondecreasing function $C: \mathbb{R} \rightarrow \mathbb{R}_{+}$means that the norm of the gradient $\nabla \mathcal{L}(\mathbf{x})$ can be bounded by the function value $\mathcal{L}(\mathbf{x})$ via $C(\cdot)$. This condition can be easily satisfied, for example, for the square loss function $\mathcal{L}(\mathbf{x})=\frac{1}{2 m}\|A \mathbf{x}-b\|^{2}, C(t)=$ $\|A\|_{2} \sqrt{\frac{2}{m} t}$ meets the requirements since

$$
\|\nabla \mathcal{L}(\mathbf{x})\|=\frac{1}{m}\left\|A^{\top}(A \mathbf{x}-b)\right\| \leq \frac{\|A\|_{2}}{m}\|A \mathbf{x}-b\|=\|A\|_{2} \sqrt{\frac{2}{m} \mathcal{L}(\mathbf{x})}
$$

When $\varphi$ is the difference of two differentiable convex functions in $(0, \infty)$, such as $\varphi^{\mathrm{MCP}}$ and $\varphi^{\text {SCAD }}$, we have the following corollary, which will be used in Theorem 4.5 to derive the consistency of the second-order stationary point.

Corollary 2.7 Suppose Assumption (A1) holds with $\bar{\nu}=1$, that is, $\varphi=g-h$ where $g, h$ are both convex and differentiable in $(0, \infty)$. Let $\widehat{\mathbf{x}} \in \mathbb{R}^{n}$ be a first-order d-stationary point of problem (1.1), then the following statements hold:
(i) $f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})=\sum_{i \notin I(\widehat{\mathbf{x}})}\left[\left\langle[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}, \mathbf{x}_{i}\right\rangle+\varphi^{\prime}(0)\left\|\mathbf{x}_{i}\right\|\right]$ for any $\mathbf{x} \in \mathbb{R}^{n}$.
(ii) $\left\|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}\right\| \leq \varphi^{\prime}(0)$ whenever $i \notin I(\widehat{\mathbf{x}})$.
(iii) $f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})=0$ implies $\mathbf{x}_{i}=\mathbf{0}$ whenever $i \notin I(\widehat{\mathbf{x}})$ and $\left\|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}\right\|<\varphi^{\prime}(0)$.

Proof (i) From Theorem 2.3, $f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})$ has the following form

$$
\begin{align*}
f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})= & \sum_{i \in I(\widehat{\mathbf{x}})}\left\langle[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}+\frac{\left[g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)-h^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)\right]}{\left\|\widehat{\mathbf{x}}_{i}\right\|} \widehat{\mathbf{x}}_{i}, \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right\rangle \\
& +\sum_{i \notin I(\widehat{\mathbf{x}})}\left[\left\langle[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}, \mathbf{x}_{i}\right\rangle+\left(g^{\prime}(0)-h^{\prime}(0)\right)\left\|\mathbf{x}_{i}\right\|\right] . \tag{2.14}
\end{align*}
$$

Since $\widehat{\mathbf{x}}$ is a first-order d-stationary point of problem (1.1), equation (2.13) holds with $h_{\nu_{i}}=h$. Hence (2.14) can be simplified as

$$
f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})=\sum_{i \notin I(\widehat{\mathbf{x}})}\left[\left\langle[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}, \mathbf{x}_{i}\right\rangle+\varphi^{\prime}(0)\left\|\mathbf{x}_{i}\right\|\right],
$$

where $\varphi^{\prime}(0)=g^{\prime}(0)-h^{\prime}(0)>0$.
(ii) Since $\widehat{\mathbf{x}}$ is a first-order d-stationary point of problem (1.1), $f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}}) \geq 0$ for all $\mathrm{x} \in \mathbb{R}^{n}$, that is,

$$
\begin{equation*}
f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})=\sum_{i \notin I(\widehat{\mathbf{x}})}\left[\left\langle[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}, \mathbf{x}_{i}\right\rangle+\varphi^{\prime}(0)\left\|\mathbf{x}_{i}\right\|\right] \geq 0, \quad \forall \mathbf{x} \in \mathbb{R}^{n} . \tag{2.15}
\end{equation*}
$$

For each fixed $i \notin I(\widehat{\mathbf{x}})$, if we take $\breve{\mathbf{x}}_{i}=-[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}$ and the other entries of $\breve{\mathbf{x}}$ are all zeros, then we get

$$
\begin{equation*}
f^{\prime}(\widehat{\mathbf{x}} ; \breve{\mathbf{x}}-\widehat{\mathbf{x}})=\left\|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}\right\| \cdot\left[\varphi^{\prime}(0)-\left\|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}\right\|\right] \geq 0 \tag{2.16}
\end{equation*}
$$

If $\left\|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}\right\|=0$, then $\left\|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}\right\|=0<\varphi^{\prime}(0)$. If $\left\|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}\right\|>0$, then from 2.16), we obtain $\varphi^{\prime}(0) \geq\left\|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}\right\|$.
(iii) It follows from (i), (ii) and Cauchy-Schwartz inequality that

$$
\begin{aligned}
f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}}) & =\sum_{i \notin I(\widehat{\mathbf{x}})}\left[\left\langle[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}, \mathbf{x}_{i}\right\rangle+\varphi^{\prime}(0)\left\|\mathbf{x}_{i}\right\|\right] \\
& \geq \sum_{i \notin I(\widehat{\mathbf{x}})}\left[\varphi^{\prime}(0)-\left\|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}\right\|\right]\left\|\mathbf{x}_{i}\right\| \geq 0
\end{aligned}
$$

Hence, if $f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})=0$, it must hold that $\left\|\mathbf{x}_{i}\right\|=0$ whenever $i \notin I(\widehat{\mathbf{x}})$ and $\left\|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}\right\|<$ $\varphi^{\prime}(0)$.

## 3 Second-order d-stationary points

In this section, we provide second-order optimality conditions for problem (1.1) using secondorder directional derivatives.

### 3.1 Local optimality of second-order d-stationary points

Second-order directional derivatives for nonsmooth functions have been studied by many authors (e.g., see [2,7, 27, 31]) with different definitions for one direction or two directions. In this paper, we use the definition of the second-order directional derivative for one direction in [7,27] to define the second-order d-stationary point of problem (1.1). We show that secondorder d-stationary points of problem (1.1) are local minimizers fulfilling the second-order growth condition under some mild conditions.

Definition 3.1 7, 27] Let $\theta: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a locally Lipschitz continuous and directionally differentiable function, and $\widehat{\mathbf{x}}, \mathbf{z} \in \mathbb{R}^{n}$. If the limit

$$
\begin{equation*}
\lim _{\mathbf{y} \rightarrow \mathbf{z}, t \downarrow 0} \frac{\theta(\widehat{\mathbf{x}}+t \mathbf{y})-\theta(\widehat{\mathbf{x}})-t \theta^{\prime}(\widehat{\mathbf{x}} ; \mathbf{y})}{\frac{1}{2} t^{2}} \tag{3.1}
\end{equation*}
$$

exists, it is called the second-order directional derivative of $\theta$ at $\widehat{\mathbf{x}}$ for $\mathbf{z}$, denoted by $\theta^{(2)}(\widehat{\mathbf{x}} ; \mathbf{z})$. If for every $\mathbf{z} \in \mathbb{R}^{n}, \theta^{(2)}(\widehat{\mathbf{x}} ; \mathbf{z})$ exists, $\theta$ is called twice directionally differentiable at $\widehat{\mathbf{x}}$.

Indeed, to say that limit (3.1) exists and equals $\theta^{(2)}(\widehat{\mathbf{x}} ; \mathbf{z})$ is to say that whenever $\mathbf{x}^{\nu}$ converges to $\widehat{\mathbf{x}}$ from the direction of $\mathbf{z}$, in the sense that $\left[\mathbf{x}^{\nu}-\widehat{\mathbf{x}}\right] / t^{\nu} \rightarrow \mathbf{z}$ for some choice of $t^{\nu} \downarrow 0$, one has

$$
\frac{\theta\left(\mathbf{x}^{\nu}\right)-\theta(\widehat{\mathbf{x}})-\theta^{\prime}\left(\widehat{\mathbf{x}} ; \mathbf{x}^{\nu}-\widehat{\mathbf{x}}\right)}{\frac{1}{2}\left(t^{\nu}\right)^{2}} \rightarrow \theta^{(2)}(\widehat{\mathbf{x}} ; \mathbf{z})
$$

Clearly, if limit (3.1) exists, then

$$
\theta^{(2)}(\widehat{\mathbf{x}} ; \mathbf{z})=\lim _{t \downarrow 0} \frac{\theta(\widehat{\mathbf{x}}+t \mathbf{z})-\theta(\widehat{\mathbf{x}})-t \theta^{\prime}(\widehat{\mathbf{x}} ; \mathbf{z})}{\frac{1}{2} t^{2}}
$$

It is obvious that if $\theta$ is twice directionally differentiable at $\widehat{\mathbf{x}}$, then for any $\mathbf{z} \in \mathbb{R}^{n}$ there exists $\delta>0$ such that

$$
\theta(\widehat{\mathbf{x}}+t \mathbf{y})=\theta(\widehat{\mathbf{x}})+t \theta^{\prime}(\widehat{\mathbf{x}} ; \mathbf{y})+\frac{1}{2} t^{2} \theta^{(2)}(\widehat{\mathbf{x}} ; \mathbf{z})+o\left(t^{2}\right), \quad \forall t \in(0, \delta) \text { and } \forall \mathbf{y} \in \mathcal{N}(\mathbf{z}, \delta)
$$

and particularly

$$
\theta(\widehat{\mathbf{x}}+t \mathbf{z})=\theta(\widehat{\mathbf{x}})+t \theta^{\prime}(\widehat{\mathbf{x}} ; \mathbf{z})+\frac{1}{2} t^{2} \theta^{(2)}(\widehat{\mathbf{x}} ; \mathbf{z})+o\left(t^{2}\right), \quad \forall t \in(0, \delta)
$$

Moreover, if $\theta$ is twice differentiable at $\widehat{\mathbf{x}}$, then

$$
\theta^{(2)}(\widehat{\mathbf{x}} ; \mathbf{z})=\left\langle\nabla^{2} \theta(\widehat{\mathbf{x}}) \mathbf{z}, \mathbf{z}\right\rangle, \quad \forall \mathbf{z} \in \mathbb{R}^{n}
$$

From [7,27], we also know that if $\theta$ is convex and twice directionally differentiable at $\widehat{\mathbf{x}}$, then

$$
\theta^{(2)}(\widehat{\mathbf{x}} ; \mathbf{z}) \geq 0, \quad \forall \mathbf{z} \in \mathbb{R}^{n}
$$

For a vector-valued function $\Phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ with component functions $\Phi_{i}$ for $i=1, \cdots, m$, $\Phi^{(2)}(\mathbf{x} ; \mathbf{z})$ is defined to be the $m$-vector with components $\Phi_{i}^{(2)}(\mathbf{x} ; \mathbf{z})$ for $i=1, \cdots, m$.

Lemma 3.2 Let $\varrho: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be locally Lipschitz continuous at $\Phi(\mathbf{x}) \in \mathbb{R}^{m}$, and $\Phi: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{m}$ be locally Lipschitz continuous at $\mathbf{x} \in \mathbb{R}^{n}$, then the composite function $\theta=\varrho \circ \Phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is twice directionally differentiable at $\mathbf{x}$ under either one of the following three conditions:
(a) $\varrho$ is semismoothly differentiable at $\Phi(\mathbf{x})$ (i.e., $\varrho$ is differentiable near $\Phi(\mathbf{x})$ and $\nabla \varrho$ is semismooth at $\Phi(\mathbf{x})$ ), and $\Phi$ is twice directionally differentiable at $\mathbf{x}$.
(b) @ is twice directionally differentiable at $\Phi(\mathbf{x})$ and $\Phi$ is piecewise affine near $\mathbf{x}$.
(c) $\varrho$ is piecewise affine near $\Phi(\mathbf{x})$ and $\Phi$ is twice directionally differentiable at $\mathbf{x}$.

Moreover, we have, for all $\mathbf{z} \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\theta^{(2)}(\mathbf{x} ; \mathbf{z})=\Phi^{\prime}(\mathbf{x} ; \mathbf{z})^{\top}(\nabla \varrho)^{\prime}\left(\Phi(\mathbf{x}) ; \Phi^{\prime}(\mathbf{x} ; \mathbf{z})\right)+\nabla \varrho(\Phi(\mathbf{x}))^{\top} \Phi^{(2)}(\mathbf{x} ; \mathbf{z}), \text { if (a) holds } \tag{3.2}
\end{equation*}
$$

$$
\begin{equation*}
\theta^{(2)}(\mathbf{x} ; \mathbf{z})=\varrho^{(2)}\left(\Phi(\mathbf{x}) ; \Phi^{\prime}(\mathbf{x} ; \mathbf{z})\right), \text { if }(b) \text { holds } \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta^{(2)}(\mathbf{x} ; \mathbf{z})=\varrho^{\prime}\left(\Phi(\mathbf{x}) ; \Phi^{(2)}(\mathbf{x} ; \mathbf{z})\right), \text { if }(c) \text { holds } \tag{3.4}
\end{equation*}
$$

Proof Conclusions (3.2) and (3.3) have been proved in [7, Prop. 3.2]. It is easy to prove conclusion (3.4) under condition (c) by noting that $\varrho^{\prime}(\mathbf{u} ; \mathbf{v})$ exists and $\varrho^{(2)}(\mathbf{u} ; \mathbf{v})=0$ at any point $\mathbf{u}$ for any direction $\mathbf{v}$ when $\varrho$ is piecewise affine.

Definition 3.3 L7] Let $\theta: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be twice directionally differentiable at $\widehat{\mathbf{x}} \in \mathbb{R}^{n}$. $\widehat{\mathbf{x}}$ is called a second-order d-stationary point of $\theta$ if $\widehat{\mathbf{x}}$ is a first-order d-stationary point of $\theta$, and for any $\mathbf{z} \in \mathbb{R}^{n}$,

$$
\theta^{\prime}(\widehat{\mathbf{x}} ; \mathbf{z})=0 \quad \text { implies } \quad \theta^{(2)}(\widehat{\mathbf{x}} ; \mathbf{z}) \geq 0
$$

According to [7, Theorem 1] and [27, Theorem 13.24], if $\theta$ is twice directionally differentiable, then second-order d-stationary points of $\theta$ have the following locally optimal properties.

Proposition 3.4 Let $\theta: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be twice directionally differentiable at $\widehat{\mathbf{x}} \in \mathbb{R}^{n}$. The following two statements hold:
(i) If $\widehat{\mathbf{x}} \in \mathbb{R}^{n}$ is a local minimizer of $\theta$, then $\widehat{\mathbf{x}}$ is a second-order d-stationary point of $\theta$.
(ii) $\widehat{\mathbf{x}} \in \mathbb{R}^{n}$ is a strong local minimizer of $\theta$, i.e., there exist a neighborhood $\mathcal{W}$ of $\widehat{\mathbf{x}}$ and a scalar $\delta>0$ such that

$$
\theta(\mathbf{x}) \geq \theta(\widehat{\mathbf{x}})+\delta\|\mathbf{x}-\widehat{\mathbf{x}}\|^{2}, \quad \forall \mathbf{x} \in \mathcal{W}
$$

if and only if $\widehat{\mathbf{x}}$ is a first-order d-stationary point of $\theta$ and satisfies that for any $\widehat{\mathbf{x}} \neq \mathbf{x} \in \mathbb{R}^{n}$,

$$
\theta^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})=0 \quad \text { implies } \quad \theta^{(2)}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})>0
$$

In the following parts, we will use the second-order directional derivative of $\ell_{2}$ vector norm function. Recall that $m(\mathbf{u})=\|\mathbf{u}\|$, and that

$$
m^{\prime}(\mathbf{u} ; \mathbf{v})=\lim _{t \downarrow 0} \frac{\|\mathbf{u}+t \mathbf{v}\|-\|\mathbf{u}\|}{t}=\left\{\begin{array}{c}
\|\mathbf{v}\|, \text { if } \mathbf{u}=\mathbf{0}, \\
\frac{\langle\mathbf{u}, \mathbf{v}\rangle}{\|\mathbf{u}\|}, \text { if } \mathbf{u} \neq \mathbf{0},
\end{array} \quad \forall \mathbf{u}, \mathbf{v} \in \mathbb{R}^{d_{i}}\right.
$$

It is easy to know that $m(\cdot)$ is twice differentiable at all points except $\mathbf{u}=\mathbf{0}$, and that

$$
\begin{align*}
m^{(2)}(\mathbf{u} ; \mathbf{w}) & =\lim _{\mathbf{v} \rightarrow \mathbf{w}, t \downarrow 0} \frac{\|\mathbf{u}+t \mathbf{v}\|-\|\mathbf{u}\|-t m^{\prime}(\mathbf{u} ; \mathbf{v})}{\frac{1}{2} t^{2}} \\
& =\left\{\begin{array}{cl}
0, & \text { if } \mathbf{u}=\mathbf{0}, \quad \forall \mathbf{u}, \mathbf{w} \in \mathbb{R}^{d_{i}} \\
\frac{(\|\mathbf{u}\|\|\mathbf{w}\|)^{2}-|\langle\mathbf{u}, \mathbf{w}\rangle|^{2}}{\|\mathbf{u}\|^{3}}, & \text { if } \mathbf{u} \neq \mathbf{0},
\end{array}\right. \tag{3.5}
\end{align*}
$$

### 3.2 Second-order sufficient and necessary conditions for problem (1.1)

To study second-order d-stationary points of problem (1.1), we need the following assumption.

Assumption (A2) The penalty function $\varphi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a DC function given by

$$
\begin{equation*}
\varphi(t) \triangleq g(t)-h(t) \tag{3.6}
\end{equation*}
$$

where $g$ is affine in $t \in[0, \infty)$ with $g^{\prime}(0):=g^{\prime}(0+)$, and $h$ is convex and semismoothly differentiable in $t \in(0, \infty)$ with $h^{\prime}(0):=h^{\prime}(0+)$.

We can easily check that several folded concave penalty functions satisfy Assumption (A2), such as logarithm penalty, fraction penalty, HTP, MCP and SCAD.

In general the second-order directional derivative of a function is not easy to compute. The following lemma provides an explicit formula for computing the second-order directional derivative of the objective function of problem (1.1).

Lemma 3.5 Under Assumption (A2), the second-order directional derivative of the objective function $f$ in (1.1) has the following form

$$
\begin{align*}
f^{(2)}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})= & \left\langle\nabla^{2} \mathcal{L}(\widehat{\mathbf{x}})(\mathbf{x}-\widehat{\mathbf{x}}), \mathbf{x}-\widehat{\mathbf{x}}\right\rangle+\sum_{i=1}^{K}\left[g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)-h^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)\right] m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) \\
& -\sum_{i=1}^{K} m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)\right) \tag{3.7}
\end{align*}
$$

where $m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)$ is given by (2.9),

$$
m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)=\left\{\begin{array}{cl}
0, & \text { if } i \notin I(\widehat{\mathbf{x}}),  \tag{3.8}\\
\frac{\left(\left\|\mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right\|\left\|\widehat{\mathbf{x}}_{i}\right\|\right)^{2}-\left.\left|\widehat{\mathbf{x}}_{i}, \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right\rangle\right|^{2}}{\left\|\widehat{\mathbf{x}}_{i}\right\|^{3}}, & \text { if } i \in I(\widehat{\mathbf{x}}),
\end{array}\right.
$$

and $H(t):=h^{\prime}(t)$ for any $t \in[0,+\infty)$.
Proof Since $\mathcal{L}$ is twice continuously differentiable, $\mathcal{L}^{(2)}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})=\left\langle\nabla^{2} \mathcal{L}(\widehat{\mathbf{x}})(\mathbf{x}-\widehat{\mathbf{x}}), \mathbf{x}-\widehat{\mathbf{x}}\right\rangle$. Since $g$ is affine in $[0, \infty)$ with $g^{\prime}(0)=g^{\prime}(0+),(g \circ m)^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)=g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)$, $g^{(2)}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)\right)=0$. By Lemma 3.2.

$$
\begin{aligned}
(g \circ m)^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) & =g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)+g^{(2)}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)\right) m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) \\
& =g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)
\end{aligned}
$$

for $i=1, \cdots, K$.
Since $h$ is semismoothly differentiable in $(0, \infty)$ with $h^{\prime}(0)=h^{\prime}(0+), h$ is twice directionally differentiable and $(h \circ m)^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)=h^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)$. By Lemma 3.2 ,

$$
\begin{aligned}
(h \circ m)^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) & =h^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)+h^{(2)}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)\right) m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) \\
& =h^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)+H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)\right) m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)
\end{aligned}
$$

for $i=1, \cdots, K$.
Then we have

$$
\begin{aligned}
f^{(2)}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})= & \left\langle\nabla^{2} \mathcal{L}(\widehat{\mathbf{x}})(\mathbf{x}-\widehat{\mathbf{x}}), \mathbf{x}-\widehat{\mathbf{x}}\right\rangle+\sum_{i=1}^{K}\left[g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)-h^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)\right] m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) \\
& -\sum_{i=1}^{K} m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)\right),
\end{aligned}
$$

where $m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)$ and $m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)$ are given by 2.5 and 3.5 respectively.

From Definition 3.3, Proposition 3.4 and Lemma 3.5, we obtain the following theorem.
Theorem 3.6 Suppose Assumption (A2) holds and $\widehat{\mathbf{x}} \in \mathbb{R}^{n}$ is a first-order d-stationary point of problem (1.1), then the following two statements hold with $f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})$ and $f^{(2)}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})$ given by (2.8) and (3.7) respectively.
(i) $\widehat{\mathbf{x}}$ is a second-order d-stationary point of problem (1.1) if and only if for any $\mathbf{x} \in \mathbb{R}^{n}$, $f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})=0$ implies $f^{(2)}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}}) \geq 0$.
(ii) $\widehat{\mathbf{x}}$ is a strong local minimizer of problem (1.1) if and only if for any $\widehat{\mathbf{x}} \neq \mathbf{x} \in \mathbb{R}^{n}$, $f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})=0$ implies $f^{(2)}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})>0$.

The following theorem shows that the second-order directional derivative at a secondorder d-stationary point can be simplified and is nonnegative on a special set.

Theorem 3.7 Under Assumption (A2), let $\widehat{\mathbf{x}} \in \mathbb{R}^{n}$ be a second-order d-stationary point of problem (1.1), and

$$
\begin{equation*}
\mathcal{X}(\widehat{\mathbf{x}})=\left\{\mathbf{x} \in \mathbb{R}^{n}: \mathbf{x}_{i}=\mathbf{0} \text { whenever } i \notin I(\widehat{\mathbf{x}})\right\}, \tag{3.9}
\end{equation*}
$$

then for any $\mathbf{x} \in \mathcal{X}(\widehat{\mathbf{x}})$,

$$
\left\langle\nabla^{2} \mathcal{L}(\widehat{\mathbf{x}})(\mathbf{x}-\widehat{\mathbf{x}}), \mathbf{x}-\widehat{\mathbf{x}}\right\rangle+\sum_{i \in I(\widehat{\mathbf{x}})}\left[(g \circ m)^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)-(h \circ m)^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)\right] \geq 0,
$$

where for $i \in I(\widehat{\mathbf{x}})$,

$$
\begin{aligned}
(g \circ m)^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)= & g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right), \\
(h \circ m)^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)= & m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}\right)\right) \\
& +h^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right), \\
m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)= & \frac{\left\langle\widehat{\mathbf{x}}_{i}, \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right\rangle}{\left\|\widehat{\mathbf{x}}_{i}\right\|}, \\
m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)= & \frac{\left(\left\|\mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right\|\left\|\widehat{\mathbf{x}}_{i}\right\|\right)^{2}-\left.\left|\widehat{\mathbf{x}}_{i}, \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right\rangle\right|^{2}}{\left\|\widehat{\mathbf{x}}_{i}\right\|^{3}}, \\
H(t)= & h^{\prime}(t) \text { for any } t \in(0, \infty) .
\end{aligned}
$$

Proof Since $\widehat{\mathbf{x}}$ is a second-order d-stationary point of problem 1.1), it is also a first-order d-stationary point of problem (1.1), which means

$$
\langle\nabla \mathcal{L}(\widehat{\mathbf{x}}), \mathbf{x}-\widehat{\mathbf{x}}\rangle+\sum_{i=1}^{K}\left(g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)-h^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)\right) m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) \geq 0, \quad \forall \mathbf{x} \in \mathbb{R}^{n}
$$

By the same argument in the proof of (2.13), we have

$$
[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}+\frac{g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)-h^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)}{\left\|\widehat{\mathbf{x}}_{i}\right\|} \widehat{\mathbf{x}}_{i}=\mathbf{0}, \quad \forall i \in I(\widehat{\mathbf{x}}) .
$$

Therefore, we get

$$
\begin{equation*}
\sum_{i \in I(\widehat{\mathbf{x}})}\left\langle[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}+\frac{g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)-h^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)}{\left\|\widehat{\mathbf{x}}_{i}\right\|} \widehat{\mathbf{x}}_{i}, \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right\rangle=0, \quad \forall \mathbf{x} \in \mathbb{R}^{n} \tag{3.10}
\end{equation*}
$$

For any $\mathbf{x} \in \mathcal{X}(\widehat{\mathbf{x}})$, by 2.9, (3.10) and direct computation, we obtain

$$
\langle\nabla \mathcal{L}(\widehat{\mathbf{x}}), \mathbf{x}-\widehat{\mathbf{x}}\rangle+\sum_{i=1}^{K}\left(g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)-h^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)\right) m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)=0,
$$

that is, $f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}})=0$, which together with that $\widehat{\mathbf{x}}$ is a second-order d-stationary point of problem (1.1) yields that $f^{(2)}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}}) \geq 0$. From (2.9), (3.8) and $\mathbf{x} \in \mathcal{X}(\widehat{\mathbf{x}})$, we have that for $i \notin I(\widehat{\mathbf{x}}), m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)=m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)=0$, and that for $i \in I(\widehat{\mathbf{x}})$,

$$
\begin{aligned}
m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)= & \frac{\left\langle\widehat{\mathbf{x}}_{i}, \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right\rangle}{\left\|\widehat{\mathbf{x}}_{i}\right\|}, \\
m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)= & \frac{\left(\left\|\mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right\|\left\|\widehat{\mathbf{x}}_{i}\right\|\right)^{2}-\left|\left\langle\widehat{\mathbf{x}}_{i}, \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right\rangle\right|^{2}}{\left\|\widehat{\mathbf{x}}_{i}\right\|^{3}} \\
(g \circ m)^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)= & g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right), \\
(h \circ m)^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)= & m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right) H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)\right) \\
& +h^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right),
\end{aligned}
$$

where $H(t)=h^{\prime}(t)$ for any $t \in(0, \infty)$. Hence we get

$$
\begin{aligned}
& \left\langle\nabla^{2} \mathcal{L}(\widehat{\mathbf{x}})(\mathbf{x}-\widehat{\mathbf{x}}), \mathbf{x}-\widehat{\mathbf{x}}\right\rangle+\sum_{i \in I(\widehat{\mathbf{x}})}\left[(g \circ m)^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)-(h \circ m)^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{x}_{i}-\widehat{\mathbf{x}}_{i}\right)\right] \\
& =f^{(2)}(\widehat{\mathbf{x}} ; \mathbf{x}-\widehat{\mathbf{x}}) \geq 0
\end{aligned}
$$

The proof is finished.

### 3.3 Lower bound theory of second-order d-stationary points

In this subsection, we analyze the lower bound of the $\ell_{2}$ vector norm of nonzero groups of second-order d-stationary points of problem (1.1). We will see that the second-order lower bounds are tighter than the corresponding first-order lower bounds. At first, we give a useful lemma which provides an upper bound for the second-order directional derivative of the penalty function $h$ at any second-order d-stationary point.

Lemma 3.8 Under Assumption (A2), let $\widehat{\mathbf{x}} \in \mathbb{R}^{n}$ be a second-order d-stationary point of problem (1.1), then

$$
\left\langle\nabla_{i}^{2} \mathcal{L}(\widehat{\mathbf{x}}) \widehat{\mathbf{x}}_{i}, \widehat{\mathbf{x}}_{i}\right\rangle \geq\left\|\widehat{\mathbf{x}}_{i}\right\|^{2} \cdot \max \left\{H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; 1\right),-H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ;-1\right)\right\}, \quad \forall i \in I(\widehat{\mathbf{x}}),
$$

where $\nabla_{i}^{2} \mathcal{L}(\mathbf{x})$ denotes the principal submatrix of $\nabla^{2} \mathcal{L}(\mathbf{x})$ corresponding to the group $\mathbf{x}_{i}$.
Proof For each fixed $i \in I(\widehat{\mathbf{x}})$, let $\mathbf{x}^{1}, \mathbf{x}^{2} \in \mathbb{R}^{n}$ be taken as

$$
\mathbf{x}_{i^{\prime}}^{1}=\left\{\begin{array}{l}
2 \widehat{\mathbf{x}}_{i}, \text { if } i^{\prime}=i, \\
\widehat{\mathbf{x}}_{i^{\prime}}, \text { if } i^{\prime} \neq i,
\end{array} \quad \mathbf{x}_{i^{\prime}}^{2}= \begin{cases}\mathbf{0}, & \text { if } i^{\prime}=i \\
\widehat{\mathbf{x}}_{i^{\prime}}, & \text { if } i^{\prime} \neq i\end{cases}\right.
$$

Then it is easy to check that $\mathbf{x}^{1}, \mathbf{x}^{2} \in \mathcal{X}(\widehat{\mathbf{x}})$ which has been defined by (3.9). By Theorem 3.7, we have

$$
\begin{align*}
& \left\langle\nabla^{2} \mathcal{L}(\widehat{\mathbf{x}})\left(\mathbf{x}^{\eta}-\widehat{\mathbf{x}}\right), \mathbf{x}^{\eta}-\widehat{\mathbf{x}}\right\rangle+\sum_{i^{\prime} \in I(\widehat{\mathbf{x}})}\left[(g \circ m)^{(2)}\left(\widehat{\mathbf{x}}_{i^{\prime}} ; \mathbf{x}_{i^{\prime}}^{\eta}-\widehat{\mathbf{x}}_{i^{\prime}}\right)-(h \circ m)^{(2)}\left(\widehat{\mathbf{x}}_{i^{\prime}} ; \mathbf{x}_{i^{\prime}}^{\eta}-\widehat{\mathbf{x}}_{i^{\prime}}\right)\right] \\
& \geq 0, \quad \eta=1,2 \tag{3.11}
\end{align*}
$$

where, according to the definitions of $\mathbf{x}^{1}$ and $\mathbf{x}^{2}$ as well as formulas (2.9) and (3.8),

$$
\begin{aligned}
\left\langle\nabla^{2} \mathcal{L}(\widehat{\mathbf{x}})\left(\mathbf{x}^{\eta}-\widehat{\mathbf{x}}\right), \mathbf{x}^{\eta}-\widehat{\mathbf{x}}\right\rangle= & \left\langle\nabla_{i}^{2} \mathcal{L}(\widehat{\mathbf{x}}) \widehat{\mathbf{x}}_{i}, \widehat{\mathbf{x}}_{i}\right\rangle, \quad \eta=1,2, \\
m^{\prime}\left(\widehat{\mathbf{x}}_{i^{\prime}} ; \mathbf{x}_{i^{\prime}}^{1}-\widehat{\mathbf{x}}_{i^{\prime}}\right)= & \left\{\begin{array}{ll}
\left\|\widehat{\mathbf{x}}_{i}\right\|, \text { if } i^{\prime}=i, \\
0, & \text { if } i^{\prime} \neq i,
\end{array} \quad m^{\prime}\left(\widehat{\mathbf{x}}_{i^{\prime}} ; \mathbf{x}_{i^{\prime}}^{2}-\widehat{\mathbf{x}}_{i^{\prime}}\right)= \begin{cases}-\left\|\widehat{\mathbf{x}}_{i}\right\|, \text { if } i^{\prime}=i, \\
0, & \text { if } i^{\prime} \neq i,\end{cases} \right. \\
m^{(2)}\left(\widehat{\mathbf{x}}_{i^{\prime}} ; \mathbf{x}_{i^{\prime}}^{\eta}-\widehat{\mathbf{x}}_{i^{\prime}}\right)= & 0, \quad \forall i^{\prime}=1, \cdots, K, \quad \eta=1,2, \\
(g \circ m)^{(2)}\left(\widehat{\mathbf{x}}_{i^{\prime}} ; \mathbf{x}_{i^{\prime}}^{\eta}-\widehat{\mathbf{x}}_{i^{\prime}}\right)= & g^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i^{\prime}}\right\|\right) m^{(2)}\left(\widehat{\mathbf{x}}_{i^{\prime}} ; \mathbf{x}_{i^{\prime}}^{\eta}-\widehat{\mathbf{x}}_{i^{\prime}}\right)=0, \quad \eta=1,2, \\
(h \circ m)^{(2)}\left(\widehat{\mathbf{x}}_{i^{\prime}} ; \mathbf{x}_{i^{\prime}}^{\eta}-\widehat{\mathbf{x}}_{i^{\prime}}\right)= & m^{\prime}\left(\widehat{\mathbf{x}}_{i^{\prime}} ; \mathbf{x}_{i^{\prime}}^{\eta}-\widehat{\mathbf{x}}_{i^{\prime}}\right) H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i^{\prime}}\right\| ; m^{\prime}\left(\widehat{\mathbf{x}}_{i^{\prime}} ; \mathbf{x}_{i^{\prime}}^{\eta}-\widehat{\mathbf{x}}_{i^{\prime}}\right)\right) \\
& +h^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i^{\prime}}\right\|\right) m^{(2)}\left(\widehat{\mathbf{x}}_{i^{\prime}} ; \mathbf{x}_{i^{\prime}}^{\eta}-\widehat{\mathbf{x}}_{i^{\prime}}\right) \\
= & m^{\prime}\left(\widehat{\mathbf{x}}_{i^{\prime}} ; \mathbf{x}_{i^{\prime}}^{\eta}-\widehat{\mathbf{x}}_{i^{\prime}}\right) H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i^{\prime}}\right\| ; m^{\prime}\left(\widehat{\mathbf{x}}_{i^{\prime}} ; \mathbf{x}_{i^{\prime}}^{\eta}-\widehat{\mathbf{x}}_{i^{\prime}}\right)\right), \quad \eta=1,2, \\
H(t)= & h^{\prime}(t) \text { for any } t \in(0, \infty) .
\end{aligned}
$$

Therefore, by taking the above terms into inequality (3.11), we get

$$
\left\langle\nabla_{i}^{2} \mathcal{L}(\widehat{\mathbf{x}}) \widehat{\mathbf{x}}_{i}, \widehat{\mathbf{x}}_{i}\right\rangle \geq\left\|\widehat{\mathbf{x}}_{i}\right\| \cdot \max \left\{H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ;\left\|\widehat{\mathbf{x}}_{i}\right\|\right),-H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ;-\left\|\widehat{\mathbf{x}}_{i}\right\|\right)\right\}, \quad \forall i \in I(\widehat{\mathbf{x}})
$$

By the positive homogeneity of $H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; \cdot\right)$ and $\left\|\widehat{\mathbf{x}}_{i}\right\|>0$, we derive the desired result.
Theorem 3.9 Suppose Assumption (A2) holds and there exists $M>0$ such that $\left\|\nabla^{2} \mathcal{L}(\mathbf{x})\right\|_{2} \leq$ $M$ for all $\mathbf{x} \in \mathbb{R}^{n}$. Let $\widehat{\mathbf{x}} \in \mathbb{R}^{n}$ be a second-order $d$-stationary point of problem (1.1), then the following statements hold:
(i) For $M C P$, if $M<\frac{1}{\alpha}$, then either $\left\|\widehat{\mathbf{x}}_{i}\right\|=0$ or $\left\|\widehat{\mathbf{x}}_{i}\right\|>\alpha \lambda, i=1, \cdots, K$.
(ii) For $S C A D$, if $M<\frac{1}{\alpha-1}$, then either $\left\|\widehat{\mathbf{x}}_{i}\right\|<\lambda$ or $\left\|\widehat{\mathbf{x}}_{i}\right\|>\alpha \lambda, i=1, \cdots, K$.
(iii)For $S C A D$, suppose, in addition, there exists a nondecreasing function $C: \mathbb{R} \rightarrow \mathbb{R}_{+}$ such that $\|\nabla \mathcal{L}(\mathbf{x})\| \leq C(\mathcal{L}(\mathbf{x}))$ for all $\mathbf{x} \in \mathbb{R}^{n}$. If there exists $\mathbf{x}^{0} \in \mathbb{R}^{n}$ satisfying $\mathcal{L}\left(\mathbf{x}^{0}\right) \geq$ $\mathcal{L}(\widehat{\mathbf{x}}), \varphi^{\prime}(0)>C\left(\mathcal{L}\left(\mathbf{x}^{0}\right)\right)$, and $\frac{1}{\alpha-1}>M$, then either $\left\|\widehat{\mathbf{x}}_{i}\right\|=0$ or $\left\|\widehat{\mathbf{x}}_{i}\right\|>\alpha \lambda, i=1, \cdots, K$.

Proof Since $\left\|\nabla^{2} \mathcal{L}(\mathbf{x})\right\|_{2} \leq M$ for all $\mathbf{x} \in \mathbb{R}^{n}$, we have

$$
\begin{equation*}
\left\langle\nabla^{2} \mathcal{L}(\mathbf{x}) \mathbf{z}, \mathbf{z}\right\rangle \leq M\|\mathbf{z}\|^{2}, \quad \forall \mathbf{x}, \mathbf{z} \in \mathbb{R}^{n} \tag{3.12}
\end{equation*}
$$

(i) For MCP: recall that $H^{\mathrm{MCP}}(t)=\left(h^{\mathrm{MCP}}\right)^{\prime}(t)=\left\{\begin{array}{l}t \\ \frac{t}{\alpha}, \text { if } 0 \leq t \leq \alpha \lambda, \\ \lambda, \text { if } \\ t>\alpha \lambda,\end{array}\right.$ we have

$$
\left(H^{\mathrm{MCP}}\right)^{\prime}(t ; 1)=\left\{\begin{array}{l}
\frac{1}{\alpha}, \text { if } 0 \leq t<\alpha \lambda, \\
0, \text { if } \quad t \geq \alpha \lambda
\end{array} \quad\left(H^{\mathrm{MCP}}\right)^{\prime}(t ;-1)=\left\{\begin{array}{c}
-\frac{1}{\alpha}, \text { if } 0<t \leq \alpha \lambda \\
0, \text { if } \quad t>\alpha \lambda
\end{array}\right.\right.
$$

Assume, on the contrary, that $0<\left\|\widehat{\mathbf{x}}_{i}\right\| \leq \alpha \lambda$, then

$$
\left(H^{\mathrm{MCP}}\right)^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; 1\right) \leq-\left(H^{\mathrm{MCP}}\right)^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ;-1\right)=\frac{1}{\alpha}
$$

From Lemma 3.8 and $(3.12)$, we have

$$
M \geq-\left(H^{\mathrm{MCP}}\right)^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ;-1\right)=\frac{1}{\alpha}
$$

which contradicts the condition $M<\frac{1}{\alpha}$. Therefore, we have $\left\|\widehat{\mathbf{x}}_{i}\right\|>\alpha \lambda$ for any $i \in I(\widehat{\mathbf{x}})$.
(ii) For $\operatorname{SCAD}$ : recall that $H^{\operatorname{SCAD}}(t)=\left(h^{\mathrm{SCAD}}\right)^{\prime}(t)=\left\{\begin{array}{c}0, \text { if } 0 \leq t \leq \lambda, \\ \frac{t-\lambda}{\alpha-1}, \text { if } \lambda<t \leq \alpha \lambda \text {, we have } \\ \lambda, \text { if } t>\alpha \lambda,\end{array}\right.$

$$
\begin{aligned}
\left(H^{\mathrm{SCAD}}\right)^{\prime}(t ; 1) & =\left\{\begin{array}{cc}
0, & \text { if } t \in[0, \lambda) \cup[\alpha \lambda,+\infty), \\
\frac{1}{\alpha-1}, & \text { if } t \in[\lambda, \alpha \lambda),
\end{array}\right. \\
\left(H^{\mathrm{SCAD}}\right)^{\prime}(t ;-1) & =\left\{\begin{array}{cc}
0, & \text { if } t \in(0, \lambda] \cup(\alpha \lambda,+\infty), \\
-\frac{1}{\alpha-1}, & \text { if } t \in(\lambda, \alpha \lambda] .
\end{array}\right.
\end{aligned}
$$

Assume, on the contrary, that $\lambda \leq\left\|\widehat{\mathbf{x}}_{i}\right\| \leq \alpha \lambda$, then

$$
\max \left\{\left(H^{\mathrm{SCAD}}\right)^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; 1\right),-\left(H^{\mathrm{SCAD}}\right)^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ;-1\right)\right\}=\frac{1}{\alpha-1}
$$

From Lemma 3.8 and (3.12), we have

$$
M \geq \frac{1}{\alpha-1},
$$

which contradicts the condition $M<\frac{1}{\alpha-1}$. Therefore, we have either $\left\|\widehat{\mathbf{x}}_{i}\right\|<\lambda$ or $\left\|\widehat{\mathbf{x}}_{i}\right\|>\alpha \lambda$.
(iii) Since $\widehat{\mathbf{x}}$ is a second-order d-stationary point of problem (1.1), it is also a first-order d-stationary point of problem (1.1). Combining (ii) with Corollary 2.5 (iii), we derive the desired result.

Remark 3.10 The condition in Theorem 3.9 means that the operator $\nabla^{2} \mathcal{L}(\mathrm{x})$ has an uniform bound $M$ on $\mathbb{R}^{n}$. We can easily check that $\mathcal{L}(\mathbf{x})=\frac{1}{2 m}\|A \mathbf{x}-b\|^{2}$ satisfies this condition since $\left\|\nabla^{2} \mathcal{L}(\mathrm{x})\right\|_{2}=\frac{\left\|A^{\top} A\right\|_{2}}{m}=\frac{\|A\|_{2}^{2}}{m}$.

## 4 Smoothing functions and consistency of stationary points

As we have seen, first-order and second-order d-stationary points have good locally optimal properties. How to compute such points is an interesting and challenging problem. Smooth approximations are widely used in optimization and scientific computing, e.g., see [8,9, 10]. In this section, we construct a twice continuously differentiable smoothing function of the objective function $f$ of problem (1.1), and show that the first-order and second-order d-stationary points of problem (1.1) can be obtained via the first-order and second-order stationary points of the smoothing problem. We should notice that in problem (1.1), the term $\varphi\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)$ is a composite of two nonsmooth functions $\varphi$ and $\|\cdot\|$. Using the special structure of these two functions, our smoothing function can be easily constructed.

For $\mu \in(0, \infty)$ and $m(\mathbf{u})=\|\mathbf{u}\|$, let

$$
\begin{equation*}
\widetilde{m}_{\mu}(\mathbf{u})=\sqrt{\|\mathbf{u}\|^{2}+\mu}, \quad \forall \mathbf{u} \in \mathbb{R}^{d_{i}}, \tag{4.1}
\end{equation*}
$$

then $\widetilde{m}_{\mu}(\mathbf{u})$ is always positive and twice continuously differentiable with

$$
\begin{equation*}
\nabla \widetilde{m}_{\mu}(\mathbf{u})=\frac{\mathbf{u}}{\sqrt{\|\mathbf{u}\|^{2}+\mu}}, \quad \nabla^{2} \widetilde{m}_{\mu}(\mathbf{u})=\frac{\left(\|\mathbf{u}\|^{2}+\mu\right) \mathbf{I}-\mathbf{u u}^{\top}}{\left(\|\mathbf{u}\|^{2}+\mu\right)^{3 / 2}} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
0<\widetilde{m}_{\mu}(\mathbf{u})-m(\mathbf{u})=\sqrt{\|\mathbf{u}\|^{2}+\mu}-\|\mathbf{u}\| \leq \mu^{\frac{1}{2}} \tag{4.3}
\end{equation*}
$$

where I denotes the identity matrix. One can also check that $\widetilde{m}_{\mu}(\mathbf{u})$ satisfies the following three properties:
(i) $\lim _{\mathbf{v} \rightarrow \mathbf{u}, \mu \downarrow 0} \widetilde{m}_{\mu}(\mathbf{v})=m(\mathbf{u})$ for all $\mathbf{u} \in \mathbb{R}^{d_{i}}$;
(ii) (Consistency or weak consistency of directional derivatives)

$$
\begin{align*}
\lim _{\mathbf{v} \rightarrow \mathbf{u}, \mu \downarrow 0}\left\langle\nabla \widetilde{m}_{\mu}(\mathbf{v}), \mathbf{w}\right\rangle & =\langle\nabla m(\mathbf{u}), \mathbf{w}\rangle=m^{\prime}(\mathbf{u} ; \mathbf{w}), \quad \forall \mathbf{0} \neq \mathbf{u} \in \mathbb{R}^{d_{i}}, \forall \mathbf{w} \in \mathbb{R}^{d_{i}},  \tag{4.4}\\
\limsup _{\mathbf{v} \rightarrow \mathbf{0}, \mu \downarrow 0}\left\langle\nabla \widetilde{m}_{\mu}(\mathbf{v}), \mathbf{w}\right\rangle & =\limsup _{\mathbf{v} \rightarrow \mathbf{0}, \mu \downarrow 0} \frac{\langle\mathbf{v}, \mathbf{w}\rangle}{\sqrt{\|\mathbf{v}\|^{2}+\mu}}=\limsup _{t \downarrow 0, \mu \downarrow 0} \frac{t\|\mathbf{w}\|^{2}}{\sqrt{t^{2}\|\mathbf{w}\|^{2}+\mu}} \\
& =\limsup _{t \downarrow 0, \mu \downarrow 0} \frac{\|\mathbf{w}\|^{2}}{\sqrt{\|\mathbf{w}\|^{2}+\frac{\mu}{t^{2}}}}=\|\mathbf{w}\|=m^{\prime}(\mathbf{0} ; \mathbf{w}), \forall \mathbf{w} \in \mathbb{R}^{d_{i}} \tag{4.5}
\end{align*}
$$

(iii) (Consistency or weak consistency of second-order directional derivatives)

$$
\begin{align*}
\lim _{\mathbf{v} \rightarrow \mathbf{u}, \mu \downarrow 0}\left\langle\nabla^{2} \widetilde{m}_{\mu}(\mathbf{v}) \mathbf{w}, \mathbf{w}\right\rangle & =\left\langle\nabla^{2} m(\mathbf{u}) \mathbf{w}, \mathbf{w}\right\rangle \\
& =m^{(2)}(\mathbf{u} ; \mathbf{w}), \quad \forall \mathbf{0} \neq \mathbf{u} \in \mathbb{R}^{d_{i}}, \forall \mathbf{w} \in \mathbb{R}^{d_{i}},  \tag{4.6}\\
\liminf _{\mathbf{v} \rightarrow \mathbf{0}, \mu \downarrow 0}\left\langle\nabla^{2} \widetilde{m}_{\mu}(\mathbf{v}) \mathbf{w}, \mathbf{w}\right\rangle & =\liminf _{\mathbf{v} \rightarrow \mathbf{0}, \mu \downarrow 0} \frac{\|\mathbf{v}\|^{2}\|\mathbf{w}\|^{2}-\left(\mathbf{v}^{\top} \mathbf{w}\right)^{2}+\mu\|\mathbf{w}\|^{2}}{\left(\|\mathbf{v}\|^{2}+\mu\right)^{3 / 2}} \\
& =\liminf _{\mathbf{v} \rightarrow \mathbf{0}, \mu \downarrow 0} \frac{\|\mathbf{w}\|^{2}}{\left(\frac{\|\mathbf{v}\|^{2}}{\mu^{2 / 3}}+\mu^{1 / 3}\right)^{3 / 2}} \\
& =0=m^{(2)}(\mathbf{0} ; \mathbf{w}), \quad \forall \mathbf{w} \in \mathbb{R}^{d_{i}} . \tag{4.7}
\end{align*}
$$

Under Assumption (A2), $h$ is semismoothly differentiable in $(0, \infty)$. If $h$ is not twice continuously differentiable in $(0, \infty)$, for each $\mu>0$, let $\widetilde{h}_{\mu}$ be a twice continuously differentiable function in $(0, \infty)$ such that

$$
\begin{gather*}
\lim _{s \rightarrow t, \mu \downarrow 0} \widetilde{h}_{\mu}(s)=h(t), \quad \lim _{s \rightarrow t, \mu \downarrow 0} \widetilde{h}_{\mu}^{\prime}(s)=h^{\prime}(t), \lim _{s \downarrow 0, \mu \downarrow 0} \widetilde{h}_{\mu}^{\prime}(s)=h^{\prime}(0+),  \tag{4.8}\\
\liminf _{s \rightarrow t, \mu \downarrow 0} \widetilde{h}_{\mu}^{\prime \prime}(s)=\min \left\{H^{\prime}(t ; 1),-H^{\prime}(t ;-1)\right\}, \text { and }  \tag{4.9}\\
\limsup _{s \rightarrow t, \mu \downarrow 0} \widetilde{h}_{\mu}^{\prime \prime}(s)=\max \left\{H^{\prime}(t ; 1),-H^{\prime}(t ;-1)\right\} \tag{4.10}
\end{gather*}
$$

Note that if $h$ is twice continuously differentiable at $t>0$, then $H^{\prime}(t ; 1)=-H^{\prime}(t ;-1)=$ $h^{\prime \prime}(t)$.

For example, in MCP,

$$
h^{\mathrm{MCP}}(t)=\left\{\begin{array}{cl}
\frac{t^{2}}{2 \alpha}, & \text { if } 0 \leq t \leq \alpha \lambda, \\
\lambda t-\frac{\alpha \lambda^{2}}{2}, & \text { if } \quad t>\alpha \lambda,
\end{array}=\lambda t-\lambda \int_{0}^{t}\left(1-\frac{\tau}{\alpha \lambda}\right)_{+} \mathrm{d} \tau \quad(\alpha>1, \lambda>0) .\right.
$$

Let

$$
\begin{equation*}
\widetilde{h}_{\mu}^{\mathrm{MCP}}(t)=\lambda t-\frac{\lambda}{2} \int_{0}^{t}\left[\left(\left(1-\frac{\tau}{\alpha \lambda}\right)^{2}+\mu\right)^{1 / 2}+\left(1-\frac{\tau}{\alpha \lambda}\right)\right] \mathrm{d} \tau \tag{4.11}
\end{equation*}
$$

then one can check that for each $\mu>0, \widetilde{h}_{\mu}^{\mathrm{MCP}}$ is twice continuously differentiable in $t \in(0, \infty)$ with

$$
\begin{aligned}
& \left(\widetilde{h}_{\mu}^{\mathrm{MCP}}\right)^{\prime}(t)=\lambda-\frac{\lambda}{2}\left[\left(\left(1-\frac{t}{\alpha \lambda}\right)^{2}+\mu\right)^{1 / 2}+\left(1-\frac{t}{\alpha \lambda}\right)\right] \\
& \left(\widetilde{h}_{\mu}^{\mathrm{MCP}}\right)^{\prime \prime}(t)=\frac{1}{2 \alpha}\left[\frac{1-\frac{t}{\alpha \lambda}}{\sqrt{\left(1-\frac{t}{\alpha \lambda}\right)^{2}+\mu}}+1\right]
\end{aligned}
$$

and satisfies the following three properties:
(i) $\lim _{s \rightarrow t, \mu \downarrow 0} \widetilde{h}_{\mu}^{\mathrm{MCP}}(s)=h^{\mathrm{MCP}}(t)$ for all $t \in[0, \infty)$;
(ii) $\lim _{s \rightarrow t, \mu \downarrow 0}\left(\widetilde{h}_{\mu}^{\mathrm{MCP}}\right)^{\prime}(s)=\left(h^{\mathrm{MCP}}\right)^{\prime}(t)$ for all $t \in(0, \infty)$, and $\lim _{s \downarrow 0, \mu \downarrow 0}\left(\widetilde{h}_{\mu}^{\mathrm{MCP}}\right)^{\prime}(s)=\left(h^{\mathrm{MCP}}\right)^{\prime}(0+)$;
(iii) For any $t \in(0, \alpha \lambda) \bigcup(\alpha \lambda, \infty)$,

$$
\begin{aligned}
& \lim _{s \rightarrow t, \mu \downarrow 0}\left(\widetilde{h}_{\mu}^{\mathrm{MCP}}\right)^{\prime \prime}(s)=\lim _{s \rightarrow t, \mu \downarrow 0} \frac{1}{2 \alpha}\left[\frac{1-\frac{s}{\alpha \lambda}}{\sqrt{\left(1-\frac{s}{\alpha \lambda}\right)^{2}+\mu}}+1\right] \\
& =\lim _{s \rightarrow t, \mu \downarrow 0} \frac{1}{2 \alpha}\left[\frac{\operatorname{sign}\left(1-\frac{s}{\alpha \lambda}\right)}{\sqrt{1+\frac{\mu}{\left(1-\frac{s}{\alpha \lambda}\right)^{2}}}}+1\right]=\left\{\begin{array}{c}
\frac{1}{\alpha}, \text { if } 0<t<\alpha \lambda, \\
0, \\
\text { if } \quad t>\alpha \lambda,
\end{array}\right. \\
& =\left(H^{\mathrm{MCP}}\right)^{\prime}(t ; 1)=-\left(H^{\mathrm{MCP}}\right)^{\prime}(t ;-1)=\left(h^{\mathrm{MCP}}\right)^{\prime \prime}(t) ;
\end{aligned}
$$

for $t=\alpha \lambda$,

$$
\begin{aligned}
& \liminf _{s \rightarrow t, \mu \downarrow 0}\left(\widetilde{h}_{\mu}^{\mathrm{MCP}}\right)^{\prime \prime}(s)=\liminf _{s \rightarrow t, \mu \downarrow 0} \frac{1}{2 \alpha}\left[\frac{\operatorname{sign}\left(1-\frac{s}{\alpha \lambda}\right)}{\sqrt{1+\frac{\mu}{\left(1-\frac{s}{\alpha \lambda}\right)^{2}}}}+1\right]=0=\left(H^{\mathrm{MCP}}\right)^{\prime}(t ; 1), \text { and } \\
& \limsup _{s \rightarrow t, \mu \downarrow 0}\left(\widetilde{h}_{\mu}^{\mathrm{MCP}}\right)^{\prime \prime}(s)=\limsup _{s \rightarrow t, \mu \downarrow 0} \frac{1}{2 \alpha}\left[\frac{\operatorname{sign}\left(1-\frac{s}{\alpha \lambda}\right)}{\sqrt{1+\frac{\mu}{\left(1-\frac{s}{\alpha \lambda}\right)^{2}}}}+1\right]=\frac{1}{\alpha}=-\left(H^{\mathrm{MCP}}\right)^{\prime}(t ;-1)
\end{aligned}
$$

Now, under Assumption (A2), we have a twice continuously differentiable approximation $\widetilde{f}_{\mu}(\mathbf{x})$ of the objective function $f(\mathbf{x})$ in problem (1.1),

$$
\widetilde{f}_{\mu}(\mathbf{x})=\mathcal{L}(\mathbf{x})+\sum_{i=1}^{K}\left[g \circ \widetilde{m}_{\mu}\left(\mathbf{x}_{i}\right)-\widetilde{h}_{\mu} \circ \widetilde{m}_{\mu}\left(\mathbf{x}_{i}\right)\right]
$$

with $\lim _{\mathbf{z} \rightarrow \mathbf{x}, \mu \downarrow 0} \tilde{f}_{\mu}(\mathbf{z})=f(\mathbf{x})$ for any $\mathbf{x} \in \mathbb{R}^{n}$. It should be noted that although $g(\|\cdot\|)-\widetilde{h}_{\mu}(\|\cdot\|)$ is not differentiable at $\mathbf{x}_{i}=\mathbf{0}, g \circ \widetilde{m}_{\mu}(\cdot)-\widetilde{h}_{\mu} \circ \widetilde{m}_{\mu}(\cdot)$ is twice continuously differentiable at any point $\mathbf{x}_{i} \in \mathbb{R}^{d_{i}}$ since $\widetilde{m}_{\mu}\left(\mathbf{x}_{i}\right)$ is always strictly positive for any $\mu>0$. Consequently, $\widetilde{f}_{\mu}(\cdot)$ is twice continuously differentiable at any point $\mathbf{x} \in \mathbb{R}^{n}$. Thus we obtain a twice continuously differentiable optimization problem

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{n}} \widetilde{f}_{\mu}(\mathbf{x}) \tag{4.12}
\end{equation*}
$$

By the standard definitions for twice differentiable optimization problems, $\widehat{\mathbf{x}}^{\mu}$ is called a firstorder stationary point of problem (4.12) if $\nabla \widetilde{f}_{\mu}\left(\widehat{\mathbf{x}}^{\mu}\right)=\mathbf{0}$; and $\widehat{\mathbf{x}}^{\mu}$ is called a second-order stationary point of problem 4.12 if $\nabla \widetilde{f}_{\mu}\left(\widehat{\mathbf{x}}^{\mu}\right)=\mathbf{0}$ and

$$
\begin{equation*}
\left\langle\nabla^{2} \widetilde{f}_{\mu}\left(\widehat{\mathbf{x}}^{\mu}\right) \mathbf{z}, \mathbf{z}\right\rangle \geq 0, \quad \forall \mathbf{z} \in \mathbb{R}^{n} \tag{4.13}
\end{equation*}
$$

Let $\left\{\widehat{\mathbf{x}}^{\mu_{k}}\right\}$ denote a sequence of first-order or second-order stationary points of problem (4.12) with $\mu_{k}>0, k=1,2, \cdots$, and $\mu_{k} \rightarrow 0$ as $k \rightarrow \infty$. We will investigate the accumulation points of $\left\{\widehat{\mathbf{x}}^{\mu_{k}}\right\}$.

Theorem 4.1 (Consistency of first-order stationary points) Suppose Assumption (A2) holds. Let $\left\{\widehat{\mathbf{x}}^{\mu_{k}}\right\}$ be a sequence of first-order stationary points of problem (4.12) with $\mu=\mu_{k}$. Then any accumulation point of $\left\{\widehat{\mathbf{x}}^{\mu_{k}}\right\}$ is a first-order d-stationary point of problem (1.1).

Proof Let $\widehat{\mathbf{x}}$ be an accumulation point of $\left\{\widehat{\mathbf{x}}^{\mu_{k}}\right\}$. Without loss of generality, we may assume that $\left\{\widehat{\mathbf{x}}^{\mu_{k}}\right\}$ converges to $\widehat{\mathbf{x}}$.

Since $\widehat{\mathbf{x}}^{\mu_{k}}$ is a first-order stationary point of problem 4.12 with $\mu=\mu_{k}$, then

$$
\nabla \widetilde{f}_{\mu_{k}}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right)=\nabla \mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right)+\left(\begin{array}{c}
{\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{1}^{\mu_{k}}\right)-\widetilde{h}_{\mu}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{1}^{\mu_{k}}\right)\right] \nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{1}^{\mu_{k}}\right)} \\
\vdots \\
{\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{K}^{\mu_{k}}\right)-\widetilde{h}_{\mu}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{K}^{\mu_{k}}\right)\right] \nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{K}^{\mu_{k}}\right)}
\end{array}\right)=\mathbf{0} .
$$

Therefore, for any $\mathbf{z} \in \mathbb{R}^{n}$ we have

$$
\begin{align*}
0 & =\left\langle\nabla \widetilde{f}_{\mu_{k}}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right), \mathbf{z}\right\rangle \\
& =\left\langle\nabla \mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right), \mathbf{z}\right\rangle+\sum_{i=1}^{K}\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right]\left\langle\nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right), \mathbf{z}_{i}\right\rangle . \tag{4.14}
\end{align*}
$$

Let $k \rightarrow \infty$, then we get $\mu_{k} \rightarrow 0$ and $\widehat{\mathbf{x}}^{\mu_{k}} \rightarrow \widehat{\mathbf{x}}$, consequently, $\widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \rightarrow m\left(\widehat{\mathbf{x}}_{i}\right), g^{\prime} \circ$ $\widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \rightarrow g^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)$ and $\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \rightarrow h^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)$. Moreover, from (4.4) and 4.5), we have

$$
\lim _{k \rightarrow \infty}\left\langle\nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right), \mathbf{z}_{i}\right\rangle=m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{z}_{i}\right) \quad \text { if } \widehat{\mathbf{x}}_{i} \neq \mathbf{0}
$$

and

$$
\limsup _{k \rightarrow \infty}\left\langle\nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right), \mathbf{z}_{i}\right\rangle=m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{z}_{i}\right) \quad \text { if } \widehat{\mathbf{x}}_{i}=\mathbf{0}
$$

By the condition $\varphi^{\prime}(0):=\varphi^{\prime}(0+)=g^{\prime}(0+)-h^{\prime}(0+)>0$, we know that $g^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)-h^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)>$ 0 if $\widehat{\mathbf{x}}_{i}=\mathbf{0}$. Hence when $k$ is sufficiently large, $g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)>0$ for the index $i$ such that $\widehat{\mathbf{x}}_{i}=\mathbf{0}$. From (4.14), we derive that for any $\mathbf{z} \in \mathbb{R}^{n}$,

$$
\begin{aligned}
0= & \lim _{k \rightarrow \infty}\left\langle\nabla \widetilde{f}_{\mu_{k}}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right), \mathbf{z}\right\rangle \\
= & \lim _{k \rightarrow \infty}\left\langle\nabla \mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right), \mathbf{z}\right\rangle+\lim _{k \rightarrow \infty} \sum_{i=1}^{K}\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right]\left\langle\nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right), \mathbf{z}_{i}\right\rangle \\
= & \langle\nabla \mathcal{L}(\widehat{\mathbf{x}}), \mathbf{z}\rangle+\lim _{k \rightarrow \infty} \sum_{i: \widehat{\mathbf{x}}_{i} \neq \mathbf{0}}\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right]\left\langle\nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right), \mathbf{z}_{i}\right\rangle \\
& +\lim _{k \rightarrow \infty} \sum_{i: \widehat{\mathbf{x}}_{i}=\mathbf{0}}\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right]\left\langle\nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right), \mathbf{z}_{i}\right\rangle \\
\leq & \langle\nabla \mathcal{L}(\widehat{\mathbf{x}}), \mathbf{z}\rangle+\sum_{i: \widehat{\mathbf{x}}_{i} \neq \mathbf{0}} \lim _{k \rightarrow \infty}\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right] \cdot \lim _{k \rightarrow \infty}\left\langle\nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right), \mathbf{z}_{i}\right\rangle \\
& +\sum_{i: \widehat{\mathbf{x}}_{i}=\mathbf{0}} \lim _{k \rightarrow \infty}\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right] \cdot \limsup _{k \rightarrow \infty}\left\langle\nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right), \mathbf{z}_{i}\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
= & \langle\nabla \mathcal{L}(\widehat{\mathbf{x}}), \mathbf{z}\rangle+\sum_{i: \widehat{\mathbf{x}}_{i} \neq \mathbf{0}}\left[g^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)-h^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)\right] m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{z}_{i}\right) \\
& +\sum_{i: \widehat{\mathbf{x}}_{i}=\mathbf{0}}\left[g^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)-h^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)\right] m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{z}_{i}\right) \\
= & \langle\nabla \mathcal{L}(\widehat{\mathbf{x}}), \mathbf{z}\rangle+\sum_{i=1}^{K}\left[g^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)-h^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)\right] m^{\prime}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{z}_{i}\right) \\
= & f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{z}),
\end{aligned}
$$

which shows that $\widehat{\mathbf{x}}$ is a first-order d-stationary point of problem 1.1.
Before discussing the consistency of second-order stationary points, we first study the property of second-order stationary points of the smoothing problem 4.12).

Lemma 4.2 Under Assumption (A2), let $\widehat{\mathbf{x}}^{\mu_{k}} \in \mathbb{R}^{n}$ be a second-order stationary point of problem (4.12) with $\mu=\mu_{k}$, then the following two statements hold for $i=1, \cdots, K$ :
(i) $\left\|\left[\nabla \mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right)\right]_{i}\right\|=\left|g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right| \frac{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|}{\sqrt{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}+\mu_{k}}}$.
(ii) $\widetilde{h}_{\mu_{k}}^{\prime \prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \frac{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{4}}{\left\|\widehat{\mathbf{x}}_{i}^{\alpha_{k}}\right\|^{2}+\mu_{k}} \leq\left\langle\nabla_{i}^{2} \mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right) \widehat{\mathbf{x}}_{i}^{\mu_{k}}, \widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\rangle$

$$
+\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right] \frac{\mu_{k}\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}}{\left(\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}+\mu_{k}\right)^{\frac{3}{2}}}
$$

Proof (i) Since $\widehat{\mathbf{x}}^{\mu_{k}}$ is a second-order stationary point of problem 4.12, we have

$$
\nabla \widetilde{f}_{\mu_{k}}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right)=\nabla \mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right)+\left(\begin{array}{c}
{\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{1}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{1}^{\mu_{k}}\right)\right] \nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{1}^{\mu_{k}}\right)} \\
\vdots \\
{\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{K}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{K}^{\mu_{k}}\right)\right] \nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{K}^{\mu_{k}}\right)}
\end{array}\right)=\mathbf{0}
$$

where, according to $(4.2), \nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)=\frac{\widehat{\mathbf{x}}_{i}^{\mu_{k}}}{\sqrt{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}+\mu_{k}}}$ for $i=1, \cdots, K$. Therefore, we get

$$
\left\|\left[\nabla \mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right)\right]_{i}\right\|=\left|g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right| \frac{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|}{\sqrt{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}+\mu_{k}}}
$$

(ii) Since $\widehat{\mathbf{x}}^{\mu_{k}}$ is a second-order stationary point of problem (4.12), we know that $\nabla^{2} \widetilde{f}_{\mu_{k}}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right)$ is positive semi-definite, and then $\left\langle\nabla^{2} \widetilde{f}_{\mu_{k}}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right) \mathbf{z}, \mathbf{z}\right\rangle \geq 0$ for any $\mathbf{z} \in \mathbb{R}^{n}$. For each fixed $i=1, \cdots, K$, let $\overline{\mathbf{z}}_{i}=\widehat{\mathbf{x}}_{i}^{\mu_{k}}$ and other entries of $\overline{\mathbf{z}}$ are all zeros, then we get

$$
\begin{align*}
0 \leq & \left\langle\nabla^{2} \widetilde{f}_{\mu_{k}}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right) \overline{\mathbf{z}}, \overline{\mathbf{z}}\right\rangle \\
= & \left\langle\nabla_{i}^{2} \mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right) \widehat{\mathbf{x}}_{i}^{\mu_{k}}, \widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\rangle+\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right] \cdot\left\langle\nabla^{2} \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \widehat{\mathbf{x}}_{i}^{\mu_{k}}, \widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\rangle \\
& -\widetilde{h}_{\mu_{k}}^{\prime \prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\left[\left\langle\nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right), \widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\rangle\right]^{2}, \tag{4.15}
\end{align*}
$$

where, according to 4.2 and $\widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)=\sqrt{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}+\mu_{k}}$,

$$
\left[\left\langle\nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right), \widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\rangle\right]^{2}=\frac{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{4}}{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}+\mu_{k}},\left\langle\nabla^{2} \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \widehat{\mathbf{x}}_{i}^{\mu_{k}}, \widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\rangle=\frac{\mu_{k}\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}}{\left(\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}+\mu_{k}\right)^{\frac{3}{2}}}
$$

Thus, from (4.15), we obtain

$$
\begin{aligned}
& \widetilde{h}_{\mu_{k}}^{\prime \prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \frac{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{4}}{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}+\mu_{k}} \\
\leq & \left\langle\nabla_{i}^{2} \mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right) \widehat{\mathbf{x}}_{i}^{\mu_{k}}, \widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\rangle+\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right] \frac{\mu_{k}\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}}{\left(\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}+\mu_{k}\right)^{\frac{3}{2}}} .
\end{aligned}
$$

The proof is completed.
Now we begin to discuss the consistency of second-order stationary points. If $h$ is twice differentiable in $(0, \infty)$, such as logarithm penalty and fraction penalty, there is no need to smooth $h$, but $h^{\mathrm{MCP}}$ and $h^{\text {SCAD }}$ are not twice differentiable in $(0, \infty)$. In the following part, we focus on that $h$ is not twice differentiable in $(0, \infty)$.

Assumption (A3) Under Assumption (A2),

$$
\begin{equation*}
D(h):=\{t \in(0, \infty): h \text { is not twice differentiable at } t\} \tag{4.16}
\end{equation*}
$$

has finite many points. In this case, we denote $l_{h}:=\min \{t: t \in D(h)\}, L_{h}:=\max \{t: t \in$ $D(h)\}$.

We can easily check that several penalty functions satisfy Assumption (A3), such as MCP ( $l_{h}=L_{h}=\alpha \lambda$ ) and SCAD $\left(l_{h}=\lambda, L_{h}=\alpha \lambda\right)$. We also observe that the values of $l_{h}$ and $L_{h}$ are highly consistent with the corresponding lower bounds obtained in Corollary 2.5 and Theorem 3.9. Since $g$ is affine in Assumption (A2), we know $\varphi=g-h$ is also not twice differentiable at $t$ for $t \in D(h)$.

Lemma 4.3 Suppose Assumption (A3) holds and the following four conditions hold.
(a) There exists a nondecreasing function $C: \mathbb{R} \rightarrow \mathbb{R}_{+}$such that $\|\nabla \mathcal{L}(\mathbf{x})\| \leq C(\mathcal{L}(\mathbf{x}))$ for any $\mathbf{x} \in \mathbb{R}^{n}$.
(b) There exists $\mathbf{x}^{0} \in \mathbb{R}^{n}$ satisfying $\varphi^{\prime}(0)>C\left(\mathcal{L}\left(\mathbf{x}^{0}\right)\right)$.
(c) There exists $M>0$ such that $\left\|\nabla^{2} \mathcal{L}(\mathbf{x})\right\|_{2} \leq M$ for all $\mathbf{x} \in \mathbb{R}^{n}$.
(d) If $l_{h}=L_{h}$, it holds that $\inf _{t \in\left(0, L_{h}\right]} \max \left\{H^{\prime}(t ; 1),-H^{\prime}(t ;-1)\right\}>M$; if $l_{h}<L_{h}$, it holds that $\inf _{t \in\left(0, l_{h}\right]} \varphi^{\prime}(t) \geq \varphi^{\prime}(0)$ and that $\inf _{t \in\left(l_{h}, L_{h}\right]} \max \left\{H^{\prime}(t ; 1),-H^{\prime}(t ;-1)\right\}>M$, where $H(t)=$ $h^{\prime}(t)$.
Let $\left\{\widehat{\mathrm{x}}^{\mu_{k}}\right\}$ be a sequence of second-order stationary points of problem (4.12) with $\mu=\mu_{k}$ satisfying $\mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right) \leq \mathcal{L}\left(\mathbf{x}^{0}\right)$, and $\widehat{\mathbf{x}}$ be any accumulation point of $\left\{\widehat{\mathbf{x}}^{\mu_{k}}\right\}$, then the following three statements hold:
(i) $\|\nabla \mathcal{L}(\widehat{\mathbf{x}})\|<\varphi^{\prime}(0)$.
(ii) $\min _{i: \widehat{\mathbf{x}}_{i} \neq \mathbf{0}}\left\|\widehat{\mathbf{x}}_{i}\right\|>L_{h}$.
(iii) For any subsequence $\left\{\widehat{\mathbf{x}}^{\mu_{k}}\right\}_{k \in \mathcal{K}}$ converging to $\widehat{\mathbf{x}}$, we have

$$
\Gamma^{\mu_{k}}:=\left\{i \in\{1, \cdots, K\}:\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\| \leq \frac{L_{h}}{2}\right\}=\left\{i \in\{1, \cdots, K\}:\left\|\widehat{\mathbf{x}}_{i}\right\|=0\right\}:=\Gamma
$$

for all sufficiently large $k \in \mathcal{K}$,
Proof Without loss of generality, we may assume that $\left\{\widehat{\mathbf{x}}^{\mu_{k}}\right\}$ converges to $\widehat{\mathbf{x}}$.
(i) By Condition (a) and $\mathcal{L}\left(\widehat{\mathrm{x}}^{\mu_{k}}\right) \leq \mathcal{L}\left(\mathrm{x}^{0}\right)$, we have

$$
\left\|\nabla \mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right)\right\| \leq C\left(\mathcal{L}\left(\widehat{\mathrm{x}}^{\mu_{k}}\right)\right) \leq C\left(\mathcal{L}\left(\mathrm{x}^{0}\right)\right) .
$$

Then it follows from the continuity of $\nabla \mathcal{L}(\cdot), \widehat{\mathbf{x}}^{\mu_{k}} \rightarrow \widehat{\mathbf{x}}$ and Condition (b) that

$$
\|\nabla \mathcal{L}(\widehat{\mathbf{x}})\| \leq C\left(\mathcal{L}\left(\mathbf{x}^{0}\right)\right)<\varphi^{\prime}(0) .
$$

The first conclusion is proved.
(ii) We consider an arbitrary nonzero group of $\widehat{\mathbf{x}}$, say $\widehat{\mathbf{x}}_{i} \neq \mathbf{0}$. Since $\mu_{k} \rightarrow 0$ and $\widehat{\mathbf{x}}_{i}^{\mu_{k}} \rightarrow \widehat{\mathbf{x}}_{i}$, it follows from (4.3) and $(4.8)$ that

$$
\begin{gather*}
\widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \rightarrow m\left(\widehat{\mathbf{x}}_{i}\right)=\left\|\widehat{\mathbf{x}}_{i}\right\| \neq 0, \frac{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|}{\sqrt{\left\|\hat{\mathbf{x}}_{i}^{\prime k}\right\|^{2}+\mu_{k}}} \rightarrow 1, \text { and }  \tag{4.17}\\
\left|g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right| \rightarrow\left|g^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)-h^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)\right|=\varphi^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) \geq 0
\end{gather*}
$$

As a consequence of Lemma 4.2 (i), 4.17) and $\left\|\left[\nabla \mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right)\right]_{i}\right\| \rightarrow\left\|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}\right\|$, we get

$$
\begin{equation*}
\left\|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}\right\|=\varphi^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) \tag{4.18}
\end{equation*}
$$

From Lemma 4.2 (ii) and Condition (c), we derive

$$
\begin{aligned}
& \widetilde{h}_{\mu_{k}}^{\prime \prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \frac{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{4}}{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}+\mu_{k}} \\
& \leq\left\langle\nabla_{i}^{2} \mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right) \widehat{\mathbf{x}}_{i}^{\mu_{k}}, \widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\rangle+\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right] \frac{\mu_{k}\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}}{\left(\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}+\mu_{k}\right)^{\frac{3}{2}}} \\
& \leq M\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}+\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right] \frac{\mu_{k}\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}}{\left(\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}+\mu_{k}\right)^{\frac{3}{2}}} .
\end{aligned}
$$

Since $\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\| \rightarrow\left\|\widehat{\mathbf{x}}_{i}\right\|>0$, when $k$ is sufficiently large the above inequality can be simplified as

$$
\widetilde{h}_{\mu_{k}}^{\prime \prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \frac{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}}{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}+\mu_{k}} \leq M+\frac{\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right] \mu_{k}}{\left(\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|^{2}+\mu_{k}\right)^{\frac{3}{2}}}
$$

Let $k \rightarrow 0$ in the above inequality. By (4.10) and 4.17), we obtain

$$
\begin{equation*}
\max \left\{H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; 1\right),-H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ;-1\right)\right\}=\limsup _{k \rightarrow \infty} \widetilde{h}_{\mu_{k}}^{\prime \prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \leq M \tag{4.19}
\end{equation*}
$$

To verify the second conclusion, let us consider two cases.
Case 1: $l_{h}=L_{h}$. In this case, assume, on the contrary, that $\left\|\widehat{\mathbf{x}}_{i}\right\| \leq L_{h}$. Then by the first part of Condition (d), we obtain

$$
\max \left\{H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; 1\right),-H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ;-1\right)\right\} \geq \inf _{t \in\left(0, L_{h}\right]} \max \left\{H^{\prime}(t ; 1),-H^{\prime}(t ;-1)\right\}>M
$$

which is in contradiction with (4.19). Hence, we must have $\left\|\widehat{\mathbf{x}}_{i}\right\|>L_{h}$.
Case 2: $l_{h}<L_{h}$. In this case, assume at first that $\left\|\widehat{\mathbf{x}}_{i}\right\| \leq l_{h}$. Then by the second part of Condition (d), we obtain

$$
\varphi^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right) \geq \inf _{t \in\left(0, l_{h}\right]} \varphi^{\prime}(t) \geq \varphi^{\prime}(0)
$$

But equality (4.18 and Conclusion (i) yield that

$$
\varphi^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\|\right)=\left\|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}\right\| \leq\|\nabla \mathcal{L}(\widehat{\mathbf{x}})\|<\varphi^{\prime}(0)
$$

which is a contradiction. Hence, we must have $\left\|\widehat{\mathbf{x}}_{i}\right\|>l_{h}$.
Secondly, assume that $l_{h}<\left\|\widehat{\mathbf{x}}_{i}\right\| \leq L_{h}$. Then by the second part of Condition (d), we obtain

$$
\max \left\{H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ; 1\right),-H^{\prime}\left(\left\|\widehat{\mathbf{x}}_{i}\right\| ;-1\right)\right\} \geq \inf _{t \in\left(l_{h}, L_{h}\right]} \max \left\{H^{\prime}(t ; 1),-H^{\prime}(t ;-1)\right\}>M
$$

which is in contradiction with inequality (4.19). Hence, we must have $\left\|\widehat{\mathbf{x}}_{i}\right\|>L_{h}$.
Taken together, we have shown that $\left\|\widehat{\mathbf{x}}_{i}\right\|>L_{h}$ whenever $\widehat{\mathbf{x}}_{i} \neq 0$, which means $\min _{i: \widehat{\widehat{x}}_{i} \neq 0}\left\|\widehat{\mathbf{x}}_{i}\right\|>$ $L_{h}$.
(iii) Let a subsequence $\left\{\widehat{\mathbf{x}}^{\mu_{k}}\right\}_{k \in \mathcal{K}} \rightarrow \widehat{\mathbf{x}}$, then $\left\{\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\}_{k \in \mathcal{K}} \rightarrow \widehat{\mathbf{x}}_{i}$ for each $i=1, \cdots, K$. Suppose $i \in \Gamma$, then $\widehat{\mathbf{x}}_{i}=0$. Since $\left\{\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|\right\}_{k \in \mathcal{K}} \rightarrow\left\|\widehat{\mathbf{x}}_{i}\right\|=0$, we have $\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|<\frac{L_{h}}{2}$ for all sufficiently large $k \in \mathcal{K}$. That is, $i \in \Gamma^{\mu_{k}}$ for any sufficiently large $k \in \mathcal{K}$, which shows $\Gamma \subset \Gamma^{\mu_{k}}$. Now we suppose $i \in \Gamma^{\mu_{k}}$, then $\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\| \leq \frac{L_{h}}{2}$. If $i \notin \Gamma$, then $\widehat{\mathbf{x}}_{i} \neq 0$, therefore $\left\|\widehat{\mathbf{x}}_{i}\right\|>L_{h}$ according to (ii). It follows from $\left\{\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\}_{k \in \mathcal{K}} \rightarrow \widehat{\mathbf{x}}_{i}$ that $\left\|\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right\|>\frac{L_{h}}{2}$ for any sufficiently large $k \in \mathcal{K}$. This contradiction shows $i \in \Gamma$, thus $\Gamma^{\mu_{k}} \subset \Gamma$ for all sufficiently large $k \in \mathcal{K}$. Therefore, $\Gamma^{\mu_{k}}=\Gamma$ for all sufficiently large $k \in \mathcal{K}$.

Remark 4.4 Condition (d) in Lemma 4.3 is very important to ensure the lower bound given by Conclusion (ii) when $h$ is differentiable but not twice differentiable in $(0, \infty)$. We can see that MCP and SCAD meet this condition. In fact, for MCP, $l_{h}=L_{h}=\alpha \lambda(\alpha>$ 1), then $\inf _{t \in\left(0, L_{h}\right]} \max \left\{H^{\prime}(t ; 1),-H^{\prime}(t ;-1)\right\}=\frac{1}{\alpha}>M$ whenever $\alpha$ is taken such that $1<$ $\alpha<\frac{1}{M}$; and for SCAD, $l_{h}=\lambda<\alpha \lambda=L_{h}(\alpha>2)$, then $\inf _{t \in\left(0, l_{h}\right]} \varphi^{\prime}(t)=\lambda=\varphi^{\prime}(0)$ and $\inf _{t \in\left(l_{h}, L_{h}\right]} \max \left\{H^{\prime}(t ; 1),-H^{\prime}(t ;-1)\right\}=\frac{1}{\alpha-1}>M$ whenever $\alpha$ is taken such that $2<\alpha<\frac{1}{M}+1$.
Theorem 4.5 (Consistency of second-order stationary points) Under the conditions of Lemma 4.3. let $\left\{\widehat{\mathbf{x}}^{\mu_{k}}\right\}$ be a sequence of second-order stationary points of problem (4.12) with $\mu=\mu_{k}$ satisfying $\mathcal{L}\left(\mathrm{x}^{\mu_{k}}\right) \leq \mathcal{L}\left(\mathrm{x}^{0}\right)$, then any accumulation point of $\left\{\widehat{\mathrm{x}}^{\mu_{k}}\right\}$ is a second-order $d$-stationary point of problem (1.1).

Proof Without loss of generality, we may assume that $\left\{\widehat{\mathbf{x}}^{\mu_{k}}\right\}$ converges to $\widehat{\mathbf{x}}$. Since $\widehat{\mathbf{x}}^{\mu_{k}}$ is a second-order stationary point of problem (4.12) with $\mu=\mu_{k}$, we have

$$
\nabla \widetilde{f}_{\mu_{k}}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right)=\mathbf{0} \text { and }\left\langle\nabla^{2} \widetilde{f}_{\mu_{k}}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right) \mathbf{z}, \mathbf{z}\right\rangle \geq 0, \quad \forall \mathbf{z} \in \mathbb{R}^{n} .
$$

According to Theorem 4.1, $\widehat{x}$ is a first-order d-stationary point of problem (1.1), that is, $f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{z}) \geq 0$ for any $\mathbf{z} \in \mathbb{R}^{n}$.

In the following arguments, we only consider such $\mathbf{z} \in \mathbb{R}^{n}$ that makes $f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{z})=0$. According to Lemma 4.3 (i), it holds that $\max _{i: \widehat{x}_{i}=0}\left\|[\nabla \mathcal{L}(\widehat{\mathbf{x}})]_{i}\right\| \leq\|\nabla \mathcal{L}(\widehat{\mathbf{x}})\|<\varphi^{\prime}(0)$. By virtue of this inequality and Corollary 2.7 (iii), it yields from $f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{z})=0$ that $\mathbf{z}_{i}=\mathbf{0}$ whenever $\widehat{\mathbf{x}}_{i}=\mathbf{0}$.

By using $\mathbf{z}_{i}=\mathbf{0}$ whenever $\widehat{\mathbf{x}}_{i}=\mathbf{0}$, we have

$$
\begin{align*}
0 \leq & \left\langle\nabla^{2} \widetilde{f}_{\mu_{k}}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right) \mathbf{z}, \mathbf{z}\right\rangle \\
= & \left\langle\nabla^{2} \mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right) \mathbf{z}, \mathbf{z}\right\rangle \\
& +\sum_{i=1}^{K}\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right] \cdot\left\langle\nabla^{2} \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \mathbf{z}_{i}, \mathbf{z}_{i}\right\rangle \\
& -\sum_{i=1}^{K} \widetilde{h}_{\mu_{k}}^{\prime \prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\left[\left\langle\nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right), \mathbf{z}_{i}\right\rangle\right]^{2} \\
= & \left\langle\nabla^{2} \mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right) \mathbf{z}, \mathbf{z}\right\rangle+\sum_{i: \widehat{\mathbf{x}}_{i} \neq \mathbf{0}}\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right]\left\langle\nabla^{2} \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \mathbf{z}_{i}, \mathbf{z}_{i}\right\rangle \\
& -\sum_{i: \mathbf{x}_{i} \neq \mathbf{0}} \widetilde{h}_{\mu_{k}}^{\prime \prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \cdot\left[\left\langle\nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right), \mathbf{z}_{i}\right\rangle\right]^{2} . \tag{4.20}
\end{align*}
$$

$$
\begin{aligned}
0 \leq & \lim _{k \rightarrow \infty}\left\langle\nabla^{2} \widetilde{f}_{\mu_{k}}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right) \mathbf{z}, \mathbf{z}\right\rangle \\
= & \lim _{k \rightarrow \infty}\left\langle\nabla^{2} \mathcal{L}\left(\widehat{\mathbf{x}}^{\mu_{k}}\right) \mathbf{z}, \mathbf{z}\right\rangle \\
& +\sum_{i: \widehat{\widehat{x}}_{i} \neq \mathbf{0}} \lim _{k \rightarrow \infty}\left[g^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)-\widetilde{h}_{\mu_{k}}^{\prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right)\right] \lim _{k \rightarrow \infty}\left\langle\nabla^{2} \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \mathbf{z}_{i}, \mathbf{z}_{i}\right\rangle \\
& -\sum_{i: \widehat{\widehat{x}}_{i} \neq \mathbf{0}} \lim _{k \rightarrow \infty} \widetilde{h}_{\mu_{k}}^{\prime \prime} \circ \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right) \cdot\left[\lim _{k \rightarrow \infty}\left\langle\nabla \widetilde{m}_{\mu_{k}}\left(\widehat{\mathbf{x}}_{i}^{\mu_{k}}\right), \mathbf{z}_{i}\right\rangle\right]^{2} \\
= & \left\langle\nabla^{2} \mathcal{L}(\widehat{\mathbf{x}}) \mathbf{z}, \mathbf{z}\right\rangle+\sum_{i: \widehat{\mathbf{x}_{i} \neq \mathbf{0}}}\left[g^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)-h^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)\right] m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{z}_{i}\right) \\
& -\sum_{i: \widehat{\mathbf{x}}_{i} \neq \mathbf{0}} H^{\prime}\left(\widehat{\mathbf{x}}_{i} ; 1\right)\left[m^{\prime}\left(\widehat{\mathbf{x}}_{i}, \mathbf{z}_{i}\right)\right]^{2} \\
= & \left\langle\nabla^{2} \mathcal{L}(\widehat{\mathbf{x}}) \mathbf{z}, \mathbf{z}\right\rangle+\sum_{i: \widehat{\mathbf{x}}^{\prime} \neq \mathbf{0}}\left[g^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)-h^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)\right] m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{z}_{i}\right) \\
& -\sum_{i: \widehat{\mathbf{x}}_{i} \neq \mathbf{0}} H^{\prime}\left(\widehat{\mathbf{x}}_{i} ; m^{\prime}\left(\widehat{\mathbf{x}}_{i}, \mathbf{z}_{i}\right)\right) m^{\prime}\left(\widehat{\mathbf{x}}_{i}, \mathbf{z}_{i}\right) \\
= & \left\langle\nabla^{2} \mathcal{L}(\widehat{\mathbf{x}}) \mathbf{z}, \mathbf{z}\right\rangle+\sum_{i=1}^{K}\left[g^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)-h^{\prime} \circ m\left(\widehat{\mathbf{x}}_{i}\right)\right] m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{z}_{i}\right)-\sum_{i=1}^{K} H^{\prime}\left(\widehat{\mathbf{x}}_{i} ; m^{\prime}\left(\widehat{\mathbf{x}}_{i}, \mathbf{z}_{i}\right)\right) m^{\prime}\left(\widehat{\mathbf{x}}_{i}, \mathbf{z}_{i}\right) \\
= & f^{(2)}(\widehat{\mathbf{x}} ; \mathbf{z}),
\end{aligned}
$$

where the third equality is due to

$$
H^{\prime}\left(\widehat{\mathbf{x}}_{i} ; 1\right)\left[m^{\prime}\left(\widehat{\mathbf{x}}_{i}, \mathbf{z}_{i}\right)\right]^{2}=-H^{\prime}\left(\widehat{\mathbf{x}}_{i} ;-1\right)\left[m^{\prime}\left(\widehat{\mathbf{x}}_{i}, \mathbf{z}_{i}\right)\right]^{2}=H^{\prime}\left(\widehat{\mathbf{x}}_{i} ; m^{\prime}\left(\widehat{\mathbf{x}}_{i}, \mathbf{z}_{i}\right)\right) m^{\prime}\left(\widehat{\mathbf{x}}_{i}, \mathbf{z}_{i}\right)
$$

when $\left\|\widehat{\mathbf{x}}_{i}\right\|>L_{h}$, and the fourth equality is due to

$$
\mathbf{z}_{i}=\mathbf{0}, m^{\prime}\left(\widehat{\mathbf{x}}_{i}, \mathbf{z}_{i}\right)=m^{(2)}\left(\widehat{\mathbf{x}}_{i} ; \mathbf{z}_{i}\right)=0
$$

when $\widehat{\mathbf{x}}_{i}=\mathbf{0}$.
As a summary, we have shown that $\widehat{\mathbf{x}}$ is a first-order d-stationary point of problem (1.1) and that for any $\mathbf{z} \in \mathbb{R}^{n}, f^{\prime}(\widehat{\mathbf{x}} ; \mathbf{z})=0$ implies $f^{(2)}(\widehat{\mathbf{x}} ; \mathbf{z}) \geq 0$. Therefore, $\widehat{\mathbf{x}}$ is a second-order d-stationary point of problem (1.1).

Now, we use an example of problem (1.1) to illustrate how to compute a second-order directional stationary point by the smoothing method.
Example 4.1. Consider the following problem

$$
\begin{equation*}
\min _{x_{1}, x_{2} \in \mathbb{R}} f\left(x_{1}, x_{2}\right):=\frac{1}{2}\left(x_{1}+x_{2}-1\right)^{2}+\varphi^{\mathrm{MCP}}\left(\left|x_{1}\right|\right)+\varphi^{\mathrm{MCP}}\left(\left|x_{2}\right|\right), \tag{4.21}
\end{equation*}
$$

where the parameters in $\varphi^{\mathrm{MCP}}$ satisfy $\alpha>1$ and $\lambda>0$. In Tables 1233 , we present the sets of the first-order d-stationary points, second-order d-stationary points, local minimizers, and global minimizers of 4.21) with different parameters. From the tables, we can see the relation between these sets for problem 4.21):
first-order d-stationary $\Leftarrow$ second-order d-stationary $\Leftrightarrow$ local minimizer $\Leftarrow$ global minimizer
For example, when $0<\alpha \lambda \leq \frac{1}{2}$, $\lambda<1$, let $\bar{x}:=\left(\bar{x}_{1}, \bar{x}_{2}\right)^{\top}=(1+\alpha \lambda,-\alpha \lambda)^{\top}$, then $\bar{x}_{1}+\bar{x}_{2}=1,\left|\bar{x}_{1}\right| \geq \alpha \lambda$, and $\left|\bar{x}_{2}\right| \geq \alpha \lambda$. It is easy to check that for any $d:=\left(d_{1}, d_{2}\right)^{\top} \in \mathbb{R}^{2}$, $f^{\prime}(\bar{x} ; d)=0$ and

$$
\begin{aligned}
f^{(2)}(\bar{x} ; d) & =\left(d_{1}, d_{2}\right)\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)\left(d_{1}, d_{2}\right)^{\top}+ \begin{cases}-\frac{d_{2}^{2}}{\alpha}, & d_{2}>0, \\
0, & d_{2} \leq 0,\end{cases} \\
& = \begin{cases}\left(d_{1}+d_{2}\right)^{2}-\frac{d_{2}^{2}}{\alpha}, & d_{2}>0, \\
\left(d_{1}+d_{2}\right)^{2}, & d_{2} \leq 0 .\end{cases}
\end{aligned}
$$

Since it cannot ensure $f^{(2)}(\bar{x} ; d) \geq 0$ for any $d, \bar{x}$ is a first-order d-stationary point but not a second-order d-stationary point of 4.21).

Table 1 First-order d-stationary points of 4.21

| parameters |  | first-order d-stationary points |
| :---: | :---: | :---: |
| $0<\alpha \lambda \leq \frac{1}{2}$ | $\lambda<1$ | $(1,0)^{\top},(0,1)^{\top},\left\{\left(x_{1}, x_{2}\right)^{\top}: x_{1}+x_{2}=1,\left\|x_{1}\right\| \geq \alpha \lambda,\left\|x_{2}\right\| \geq \alpha \lambda\right\}$ |
| $\frac{1}{2}<\alpha \lambda \leq 1$ | $\lambda<1$ | $(1,0)^{\top},(0,1)^{\top},\left(\frac{\alpha(1-\lambda)}{2 \alpha-1}, \frac{\alpha(1-\lambda)}{2 \alpha-1}\right)^{\top},\left\{\left(x_{1}, x_{2}\right)^{\top}: x_{1}+x_{2}=1,\left\|x_{1}\right\| \geq \alpha \lambda,\left\|x_{2}\right\| \geq \alpha \lambda\right\}$ |
| $\alpha \lambda>1$ | $\lambda<1$ | $\left(\frac{\alpha(1-\lambda)}{\alpha-1}, 0\right)^{\top},\left(0, \frac{\alpha(1-\lambda)}{\alpha-1}\right)^{\top},\left(\frac{\alpha(1-\lambda)}{2 \alpha-1}, \frac{\alpha(1-\lambda)}{2 \alpha-1}\right)^{\top},\left\{\left(x_{1}, x_{2}\right)^{\top}: x_{1}+x_{2}=1,\left\|x_{1}\right\| \geq \alpha \lambda,\left\|x_{2}\right\| \geq \alpha \lambda\right\}$ |
| $\alpha \lambda>1$ | $\lambda \geq 1$ | $(0,0)^{\top},\left\{\left(x_{1}, x_{2}\right)^{\top}: x_{1}+x_{2}=1,\left\|x_{1}\right\| \geq \alpha \lambda,\left\|x_{2}\right\| \geq \alpha \lambda\right\}$ |

Table 2 Second-order d-stationary points / local minimizers of 4.21

| parameters |  | second-order d-stationary points / local minimizers |
| :---: | :---: | :---: |
| $0<\alpha \lambda \leq \frac{1}{2}$ | $\lambda<1$ | $(1,0)^{\top},(0,1)^{\top},\left\{\left(x_{1}, x_{2}\right)^{\top}: x_{1}+x_{2}=1,\left\|x_{1}\right\|>\alpha \lambda,\left\|x_{2}\right\|>\alpha \lambda\right\}$ |
| $\frac{1}{2}<\alpha \lambda \leq 1$ | $\lambda<1$ | $(1,0)^{\top},(0,1)^{\top},\left\{\left(x_{1}, x_{2}\right)^{\top}: x_{1}+x_{2}=1,\left\|x_{1}\right\|>\alpha \lambda,\left\|x_{2}\right\|>\alpha \lambda\right\}$ |
| $\alpha \lambda>1$ | $\lambda<1$ | $\left(\frac{\alpha(1-\lambda)}{\alpha-1}, 0\right)^{\top},\left(0, \frac{\alpha(1-\lambda)}{\alpha-1}\right)^{\top},\left\{\left(x_{1}, x_{2}\right)^{\top}: x_{1}+x_{2}=1,\left\|x_{1}\right\|>\alpha \lambda,\left\|x_{2}\right\|>\alpha \lambda\right\}$ |
| $\alpha \lambda>1$ | $\lambda \geq 1$ | $(0,0)^{\top},\left\{\left(x_{1}, x_{2}\right)^{\top}: x_{1}+x_{2}=1,\left\|x_{1}\right\|>\alpha \lambda,\left\|x_{2}\right\|>\alpha \lambda\right\}$ |

To test the smoothing method and the consistency theory of stationary points, we use the smoothing trust region Newton (STRN) method proposed in 9 with an initial point $(1,1)^{\top}$ to solve problem (4.21) where the smoothing function of $h^{\mathrm{MCP}}$ is taken $\tilde{h}_{\mu}^{\mathrm{MCP}}$ as 4.11). The numerical results are listed in Table 4, where $f^{*}$ means the global minimum of (4.21), and $\bar{x}$ is the output solution of the STRN method. Table 4 shows that $\bar{x}$ is a second-order d-stationary point and a global minimizer of problem 4.21).

Table 3 Global minimizers of 4.21

| parameters |  | global minimizers |
| :---: | :---: | :---: |
| $0<\alpha \lambda \leq \frac{1}{2}$ | $\lambda<1$ | $(1,0)^{\top},(0,1)^{\top}$ |
| $\frac{1}{2}<\alpha \lambda \leq 1$ | $\lambda<1$ | $(1,0)^{\top},(0,1)^{\top}$ |
| $\alpha \lambda>1$ | $\lambda<1$ | $\left(\frac{\alpha(1-\lambda)}{\alpha-1}, 0\right)^{\top},\left(0, \frac{\alpha(1-\lambda)}{\alpha-1}\right)^{\top}$ |
| $\alpha \lambda>1$ | $\lambda \geq 1$ | $(0,0)^{\top}$ |

Table 4 Numerical results of the STRN method for 4.21 with different values of $\alpha$ and $\lambda$

| $\alpha$ | $\lambda$ | global minimizers | $f^{*}$ | output solution $\bar{x}$ | $f(\bar{x})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha=2$ | $\lambda=0.25$ | $(1,0)^{\top},(0,1)^{\top}$ | 0.0625 | $(1,0)^{\top}$ | 0.0625 |
| $\alpha=1.5$ | $\lambda=0.5$ | $(1,0)^{\top},(0,1)^{\top}$ | 0.1875 | $(1,0)^{\top}$ | 0.1875 |
| $\alpha=3$ | $\lambda=0.5$ | $(0.75,0)^{\top},(0,0.75)^{\top}$ | 0.3125 | $(0.75,0)^{\top}$ | 0.3125 |
| $\alpha=2$ | $\lambda=1$ | $(0,0)^{\top}$ | 0.5 | $(0,0)^{\top}$ | 0.5 |

## 5 Concluding remarks

This paper shows that the first-order and second-order d-stationary points of folded concave penalized group sparse optimization problem (1.1) are local minimizers fulfilling the firstorder and second-order growth conditions respectively under some mild conditions. Moreover, we construct a twice continuously differentiable smoothing approximation for the nonsmooth objective function, and show that any accumulation point of the sequence of second-order stationary points of the smoothing problem is a second-order d-stationary point of problem (1.1). The result provides a theoretic basis for computing first-order and second-order dstationary points of the problem by using the gradient and Hessian of smoothing functions. Our results can be used for developing second-order algorithms for folded concave penalized group sparse optimization problems, and verifying the optimality of numerical solutions obtained by any algorithms. A simple example shows the validity of our theory and numerical method.
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