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**Texture Analysis Based on Gabor filters Improves the Estimate of Bone Fracture Risk from DXA Images**

**Abstract**

We investigate whether novel parameters derived from a DXA scan might improve fracture risk estimation. In this study, we analysed hip DXA scans from 29 older adults with a history of fragility fracture and 90 non-fractured controls. Active shape models (ASM) and active appearance models (AAM) (Cootes et al. 1995; Cootes et al. 2001) were used to allow a quantitative characterization of the shape and gross structure of the proximal femur. We also performed image texture analysis applied to various regions of interest (ROI). Feature selection was used to determine which method, or combination of methods was best to discriminate between the fracture and control groups. Texture features derived from Gabor filters (Petkov 1995) in combination with total T-score provided better estimates of risk (AUC =0.787) than the standard measures of areal bone mineral density (aBMD) or total T-score alone (AUC =0.699 and 0.692, respectively). Estimates of risk were more accurate when the texture was measured on the whole femoral neck compared to other regions. The features extracted from the active models were weaker with poor classification performance (AUC <0.570). This study shows that image texture based on Gabor filters can complement the standard measures to improve fracture risk estimation.
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**Introduction**

Many older people, especially women are at a significant risk of suffering fracture (Cummings et al. 1993; Stone 2003). Calculation of aBMD by DXA is often an important step in the pathway to estimation of fracture risk, as a 1SD decrease in bone mineral density is associated with an approximate doubling of fracture risk (Marshall et al. 1996). However, some studies have suggested that the ability of aBMD to predict fracture risk is limited (Marshall et al. 1996; Wilkin et al. 2001; Kanis 2002; Robbins et al. 2005; Pulkkinen et al. 2010). More than 50% of fractures occur among people without low aBMD, in part because low aBMD is not the only risk factor for fractures (Pulkkinen et al. 2010; Kanis 2002 ), and some risk factors for osteoporosis appear to act independently of BMD (Cummings et al. 1995).

Although aBMD alone may not provide an accurate prediction of fracture risk, other information available from DXA images such as the femoral geometry of bone may provide further information regarding the risk of fracture either on its own or in combination with aBMD (Pulkkinen et al. 2010). Researchers have explored the influence of geometric parameters on the risk of fracture of the femur. Pulkkinen et al. proposed that the aBMD T-score ≤−2.5 criterion discriminates the risk of trochanteric fractures, whereas geometric risk factors are able to discriminate cervical fracture cases from control cases with similar aBMD (Pulkkinen et al. 2010). Hip axial length, femoral length, femoral neck width, and neck shaft angle are the most examined geometric parameters with respect to fracture risk, but findings have been inconsistent (Dinçel et al. 2008). For instance, some studies observed that fracture risk is associated with hip axial length (Faulkner et al. 1994; Gnudi et al. 1999), but some did not (Alonso et al. 2000; Pande et al. 2000). Michelotti, et al. reported that fractured cases had thinner femoral cortices, larger femoral heads, and larger femoral neck diameters than controls (Michelotti and Clark 1999). Dinçel, et al. observed that there was a significant increase in the ratio between femoral neck width and femoral length in the fracture group (Dinçel et al. 2008). A wider femoral neck and shaft, and a bigger neck-shaft angle were observed by Gregory et al. where both male and female fracture subjects were compared with controls (Gregory and Aspden 2008). Some of these geometrical parameters are highly correlated (Gnudi et al. 1999). Some studies have observed that femur bone dimensions continue to change with age so that it is difficult to fit these geometrical parameters to individual DXA images (Heaney et al. 1997; Beck et al. 2000). However, little has been done to explore whether additional information collected as part of a femoral DXA scan improves the prediction rate for all fractures, not just of the femur.

Rather than using discrete measures of geometry, active shape models (ASM) may be used to capture all of the geometric variation in femoral shape in the population of samples. The image object in ASM is represented by a number of principal modes that describe the variation in the shape, and therefore each is an independent descriptor of the shape for an object (Cootes et al. 1995). These distinct descriptors from ASM have been used to describe morphometric features to identify subjects at high risk of hip fracture (Gregory et al. 2007). Gregory, et al. demonstrated that using ASM to predict the risk of hip fracture is more effective than aBMD and discrete geometry measurements. The study also showed that the combination of Ward’s triangle aBMD and ASM can be used to improve the accuracy to 90% (Gregory et al. 2004). While ASM describes the shape of the proximal femur, it does not provide any information regarding variation of bone density within the femur. Active appearance models (AAM), on the other hand, match a statistical model to the shape and density distribution of the proximal femur (Goodyear et al. 2013; Bredbenner et al. 2014). ASM and AAM have been shown to be as accurate as manual observers in the measurement or location of vertebral shape(Smyth et al. 1997), hip fractures(Gregory et al. 2005; Lynch et al. 2009; Baker-Lepain et al. 2011; Sarkalkan et al. 2014), and other medical imaging applications (Cootes et al. 1994; Cootes and Taylor 2001; Ginneken et al. 2002).

Furthermore, recent work has demonstrated that decreased bone strength is not only dependent on low aBMD but also on trabecular bone microarchitecture (Lespessailles et al. 2006). Several texture analysis methods have been developed to characterise the change of trabecular patterns or textures on proximal femur. Yap, et al. proposed an adaptive sampling method such that the sampled locations in different images correspond to consistent locations, where a set of Gabor filters were applied to each sampled region to extract the texture features. He suggested that this method further improved the overall performance of fracture detection especially when combined with neck-shaft angle measurement (Yap et al. 2004). Lim, et al. included neck-shaft angle measurements, Gabor filters, Markov random field texture, and intensity gradient and concluded that fracture detection rate was improved significantly by combining these methods (Lim et al. 2004). Similarly, Pramudito, et al. used three different texture analysis methods including Gabor filters, wavelet transforms and fractal dimension to extract features that represent the structural change in trabecular pattern, and compared these methods with the corresponding Singh index grading system (Pramudito et al. 2007). The features extracted using Gabor filters were significantly correlated with Singh index.

Julesz was the first to propose the term “textons” and stated that textons are the putative units of pre-attentive human texture perception (Bela. 1981). In image analysis applications, local texture descriptors are mapped to a feature space, the dimension of which is the number of local texture descriptors used. Clusters in this feature space are called textons and represent commonly occurring local texture patterns. Each pixel in the image is then mapped to the textons closest to it in the feature space representation of the pixel. The image is represented by the histogram of textons occurrences (Varma et al. 2005). Textons-based approaches are simple to implement and often achieve good performance for texture image categorization and segmentation (Malik et al. 2001; Shotton et al. 2008). For medical imaging application, Petroudi et al. used textons-based features generated from a filter bank to classify mammograms into the four breast imaging reporting and data system (BI-RADS) classes (Petroudi et al. 2003). More recently, T. Jiang et al. proposed a textons-based classification system based on raw pixel representation along with a support vector machine (SVM) with radial basis function (RBF) kernels for the classification of emphysema in computed tomography images of the lung. Classification accuracy improved to 96.43% (Gangeh et al. 2010).

In this study, five methods - ASM, AAM, Gabor filters, Gabor filters-based textons, and local 3x3 neighbourhoods-based textons - derived from traditional DXA scanning are compared individually and in combination to assess how well they relate to fracture status in older Caucasian adults. The methods considered include standard measures aBMD, T-score, statistical methods ASM and AAM as well as two classes of texture methods based on textons.

The object of this study is to develop a method for predicting the risk of fragility fracture generally - not just hip fracture - based detailed analysis of DXA images of the hip. A fragility fracture or called low-energy fracture is defined as a fracture resulting from minimal trauma falling from standing height or less, rather than any other type of trauma such as motor vehicle accident (Cooper et al. 1996). Predicting fragility fractures generally is more useful than predicting hip fracture alone as this avoids the necessity for subject undergoing an array of procedures to assess risk various fracture types separately.

**Materials and methods**

***Data and Software***

DXA images were prospectively obtained from 119 subjects, forming a subset of individuals participating in the Hertfordshire cohort study. Details of this study have been described previously (Syddall et al. 2005). In brief, DXA images where taken around the individuals’ 66th birthday (range 59–74 years old), and fracture status determined by a lifestyle questionnaire. All subjects underwent a scan of the unfractured left hip by DXA using a Hologic QDR4500 scanner. The pixel resolution of the digitized proximal femur radiographs was 250 x 300 pixels and effective depth of 8 bits. The fracture group consisted of 29 white subjects with reported fragility fractures (10 males, 19 females), and the control group consisted of 90 white subjects without a history of fragility fractures (33 males, 57 females). The types of fractures were not restricted to hip fracture but included wrist, hip, lower limb, and spine fractures. For each subject, aBMD for the femoral neck and total hip, T-score for the femoral neck and total hip, hip axis length (HAL), neck shaft angle (NSA) were recorded. 60 subjects (15 fracture subjects, 45 control subjects) were randomly selected to form the training set, and 59 subjects (14 fracture subjects, 45 control subjects) were reserved as a testing set.

All computations were performed using in-house written software using the Matlab® programming platform.

***Regions of Interest for Texture Analysis***

Various types of fractures can occur, ranging from minor inconveniences to severe, life-threatening fractures. The ROI for the proximal femur are typically the total proximal femur, femur neck, intertrochanteric region, trochanter, Ward’s triangle, and femoral shaft (Duboeuf et al. 1991; Marco et al. 2004; Vijay et al. 2011; Yujia et al. 2015). Evidence suggested that the femoral neck or total proximal femur in particular are the optimum sites for predicting the risk of fragility fractures (Cummings et al. 1993; Stone et al. 2003). Accordingly, texture features were computed on seven ROI to determine which provided the best indicators of risk. The ROI considered for texture analysis were the whole hip, the whole femoral neck, neck, ward’s triangle, narrow neck, inter- trochanter and femoral shaft (Figure. 1).

[Figure 1 near here].

***Active shape model (ASM) and Active appearance model (AAM)***

This section provides a detailed description of ASM and AAM. In principle, these methods apply to data of any dimension but since this study concerns DXA images, the formulation here is described for two-dimensional (2-D) arrays.

The ASM and AAM of the proximal femur were created from the training set of DXA images based on the methods of Cootes and colleagues (Cootes et al. 1995; Cootes et al. 2001). The first step was to manually identify enough points on the boundary of the femur in each image in the training set to accurately capture shape information. To place landmark points along the boundary, the digital DXA image was displayed on a computer screen and one of the authors (R.S. Lu) used mouse clicks to identify boundary points. Mouse clicks were captured and to record point locations as (*x*, *y*) coordinates. In this study, 44 landmark points were used to outline the proximal femur in each image. Care was taken to place the landmark points consistently across all the images. To do this, closely spaced landmark points were placed along significant morphological features of the femur, including the femoral neck and greater trochanter (Fig. 2). The lessor trochanter was not included as part of the femur outline because its appearance is highly variable in DXA images and the boundary is often not very clear. The appearance of the lesser trochanter depends heavily on the orientation. The same number of landmark points were used across all the images for a particular signiﬁcant feature. The remaining landmark points were placed roughly equally spaced between the signiﬁcant features (Fig. 2). Note that the landmark points were deliberately spaced non-uniformly along the boundary in order to concentrate shape information at highly curved parts of the femur outline. The literature reports that the exact locations of the landmark points does not signiﬁcantly impact ﬁnal results as long as care is taken to be somewhat consistent between subjects (Kim and Sung 2009). One reason for the robustness of these models against the exact placement of landmark points is that in the next step, the method of principal component analysis (PCA) removes ﬁne shape anomalies while retaining signiﬁcant shape information.

[Figure 2 near here].

In order to compare shapes, the landmark points in the training images were aligned automatically into a common coordinate frame by using scaling, rotation and translation to eliminate differences between femur size, orientation and position within the image (Cootes et al. 1995). The coordinates of the aligned landmark points for the femur in image *i* are denoted by (*xi*,1, *yi*,1), (*xi*,2, *yi*,2), ..., (*xi*,44, *yi*,44). These were stacked to form the shape vector *Xi* for the femur in image *i* as

*Xi* = (*xi*,1, *yi*,1, *xi*,2, *yi*,2, ..., *xi*,44, *yi*,44)*T* , (1)

where the superscript *T* denotes the transpose of the vector. Note that the vector *Xi* has length 88.

For the collection of shape vectors from the training set, {*Xi*, *i* = 1, 2, ..., *N*}, the mean vector is
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and the covariance matrix is the 88 × 88 matrix
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PCA consists of ﬁnding the eigenvalues and associated normalised eigenvectors Ф*s* of *s*, listed in order of decreasing eigenvalue. The eigenvalues indicate the proportion of the information content encoded in the corresponding eigenvector. PCA is a general method but when applied in this context, the eigenvectors are called principal modes. The principal modes are mutually orthogonal (Ф*s*Ф*tT* = 0 if *s* ≠ *t*) and so PCA separates the information content of the vectors *Xi* into uncorrelated principal modes Ф*s*.

For a shape vector from the training set,
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where the coefficients *bs* are computed by

. (5)

For a shape vector *X* from a femur outside the training set
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The reason for using PCA is to remove redundancies in the shape information and simultaneously remove shape details that are insigniﬁcant, including small shape anomalies resulting from inconsistencies in placing boundary points. To do this, only principal modes corresponding to the top eigenvalues are retained to represent the shape vectors. In this study, the training data was used to determine that the top 12 principal modes represent 99 percent of the total information content and so these 12 modes were used to represent the shape of each femur in all training and testing images.
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![](data:image/x-wmf;base64,183GmgAAAAAAAOAKQAQACQAAAACxUAEACQAAA/MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQATgChIAAAAmBg8AGgD/////AAAQAAAAwP///7H///+gCgAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAI9AXEDBQAAABMCPQFbBBwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////IhIKRAAACgB4snQABAAAAC0BAQAIAAAAMgrgAjgKAQAAAHMACAAAADIK7wMWBgEAAABzAAgAAAAyCuACbAgBAAAAc/8cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v////UQCn8AAAoA2LJ0AAQAAAAtAQIABAAAAPABAQAIAAAAMgqAAqgHAQAAAGJ5CAAAADIKgAJEAwEAAABYZQgAAAAyCoACWAABAAAAWAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAGAXo3Wv2aUK/v///yISCkUAAAoAeLV0AAQAAAAtAQEABAAAAPABAgAIAAAAMgqAAuYIAQAAAEZ5CAAAADIKgAK8BAEAAAArAAgAAAAyCoAC6QEBAAAAPTMcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAGAXo3Wv2aUK/v////UQCoAAAAoAOLR0AAQAAAAtAQIABAAAAPABAQAIAAAAMgrZAuMFAQAAAOUAHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABgF6N1r9mlCv7///8iEgpGAAAKAPi0dAAEAAAALQEBAAQAAADwAQIACAAAADIK7wOABgEAAAA9eRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////9RAKgQAACgCYtHQABAAAAC0BAgAEAAAA8AEBAAgAAAAyCvoANQYCAAAAMTIIAAAAMgrvA/AGAQAAADF5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8iEgpHAAAKANiydAAEAAAALQEBAAQAAADwAQIACAAAADIKGgK7AAEAAACIeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIgBAgIiU3lzdGVtAHUuAIoBAAAKAAYAAAAuAIoBAgAAALztGQAEAAAALQECAAQAAADwAQEAAwAAAAAA). (7)

ASM models the shape of the femur only. ASM does not model the grey-scale variation within the femur. Two femurs with identical proﬁles in the DXA image may have very different risks of fracture due to the amount and distribution of bone tissue within the boundary of the femur in the image. Such information manifests in the grey-scale values of the pixels representing the femur. In order to explain shape and grey-scale variation simultaneously AAM, on the other hand, is generated by combining a model of shape variation as well as a model of grey-scale variation in a shape-normalised frame to explain shape and grey-scale simultaneously (referred to as the appearance). To access this information of the grey-scale variation, a procedure similar to the ASM was performed on the gray-scale values of pixels within the region of the femur in the DXA images. To do this, each training image was aligned automatically as described for ASM and used to generate generated the mean shape. Each training image was warped so that its boundary points match those of the mean shape, obtaining a shape-free patch. Then, the grey-scale values at 82,830 evenly spaced pixels from the shape-free image over the region covered by the mean shape were recorded (Fig. 3) (Cootes et al. 2001). Because shape-free patches were used, the locations of the pixels were reasonably consistent between femurs in different images.

[Figure 3 near here].

For image *i*, the numbers *gi*,1, *gi*,2,..., *gi*,*m* represent the grey-scale values at pixels 1,2, ..., *m* within the region of the femur. Here *m* = 82,830. The gray-scale vector associated with image *i* is *Gi* given by

*Gi* = (*gi*,1, *gi*,2,..., *gi*,*m*)T , (8)

and the average gray-scale vector for the training set is
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***Gabor filters***

The Gabor features space consists of responses which are produced by convolving the original image with a bank of 2-D (real) Gabor kernel functions at several different scales (spatial frequencies) and orientations (Petkov 1995; Grigorescu 2002). The Gabor kernel function is the product of a Gaussian and a cosine function. Let denote an image and denote the Gabor kernel function with scale value and orientation value *θ*. The Gabor filter response at this scale and orientation to this image is expressed as

(11a)

(11b)

![](data:image/x-wmf;base64,183GmgAAAAAAAAAMAAIACQAAAAARUAEACQAAA1MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIADBIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ACwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAOXh2XaB0Tsw/v///zYTCpoAAAoAoDxUAAQAAAAtAQAACAAAADIKYAHACgEAAABxAAgAAAAyCmABhAUBAAAAcQAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///2gRCt4AAAoAQDxUAAQAAAAtAQEABAAAAPABAAAJAAAAMgpgAegIAwAAAHNpbmUJAAAAMgpgAXwDAwAAAGNvcwAIAAAAMgpgAQABAQAAACcAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///82EwqbAAAKAMA6VAAEAAAALQEAAAQAAADwAQEACAAAADIKYAESCAEAAAB5aQgAAAAyCmABpgIBAAAAeGkIAAAAMgpgAUwAAQAAAHhpHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADl4dl2gdE7MP7///9oEQrfAAAKAKA8VAAEAAAALQEBAAQAAADwAQAACAAAADIKYAHIBgEAAAAraQgAAAAyCmABZAEBAAAAPW8KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQB1SACKAQAACgAGAAAASACKAQAAAADo7xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)
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In this paper the outputs of a symmetric (*φ* = 0) and an anti-symmetric filter (*φ* = -π/2) at each image pixel were combined into a single value called the Gabor energy (Petkov 1995; Grigorescu 2002). There are no general methods for the selection of Gabor filter parameters, which is often a vague and application dependent task. Here orientation and spatial frequency were sampled uniformly and fixed values of the remaining parameters were set according to the literature (Turner 1986; Fogel 1989; Kruizinga 1999; Petkov 1995; Grigorescu 2002). Thus, the value of the remaining parameters for Gabor filters constructed from the Gabor kernel function in Equation 11b were as follows. (1) Four spatial frequencies, 1/*λ* = 1/16, 1/18, 1/26 and 1/32, were used in the cosine factor of the Gabor kernel function (Turner 1986; Fogel 1989). (2) Six orientations, *θ = n*π*/6*, *n* = 0, 1, 2, 3, 4, 5, were used. (3) The spatial aspect ratio was set as its default value, *γ =* 0.5 (Petkov 1995; Grigorescu 2002). (4) The value of *σ* was specified by setting the half response spatial frequency bandwidth, *b=*1 (Kruizinga 1999; Grigorescu 2002)*.* The value of *b* is related to the ratio as follows

. (12)

Thus 24 Gabor-filtered images, were produced for each original image (Fig. 4). For each Gabor image, the total Gabor energy for a particular choice of *λ* and *θ* was computed as
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***Textons***

Two classes of textons features were extracted from images in this study: Gabor filters based textons and local 3x3 neighbourhoods-based textons. To compute Gabor filters textons, the 24 Gabor filters described in previous section were applied to all the ROI in all the training images. This resulted in 24 filter responses for each pixel in each ROI. For every pixel p, the 24 responses at p were used to form a vector vp of length 24. For each single ROI type (for example for the whole femoral neck) the vectors vp from all the pixels in this ROI for all images in the training set were viewed as points in a 24 dimensional representation space. K-means clustering with K = 20 was used to identify 20 clusters in the representation space for each ROI type. These 20 clusters are the Gabor textons for each ROI type. Next each pixel in the ROI was identified with the textons closest to vp in the representation space for that ROI type. Each ROI was then represented by the normalised histogram of the textons occurrences in the ROI. Thus each ROI in each training image was represented by a vector of length 20 called the Gabor textons distribution.

The 3 x 3 textons representation was computed similarly. In this case, for each pixel p, the image intensities of the 8 neighbouring pixels were used to form a vector vp of length 8. The remaining steps followed those for constructing the Gabor textons representation. Thus the vectors vp for each ROI type were collected into an 8 dimensional representation space and K-means clustering with K = 20 was used to find 20 textons (Fig. 5). Pixels were identified with one of these textons according to the closest textons in the representation space to vp. Each ROI in each image was represented by a vector of length 20 called the neighbour textons distribution (Fig. 5).

[Figure 5 near here].

In the testing stage, the same procedure was repeated as in the training stage except that the clustering step was omitted. Thus, the vectors vp were computed for each pixel, but the pixel p was associated with the texton from the training step closest to vp in the representation space. The Gabor textons and the 3x3 neighbour textons were computed analogously to these quantities for the training images.

***The classification***

With 12 ASM features, 57 AAM features, 24 Gabor filters features, 20 Gabor texton features and 20 3x3 texton features, each ROI in each image was represented by a feature vector of length up to 133. Since classification based on this many features with only 60 training and 59 testing examples is unreliable, feature selection was used to reduce the dimensionality of the feature space. As a rule of thumb, the number of features should be approximately log10 (N) where N is the number of samples available. Accordingly, three features were seen as the most reasonable number of features to select. In addition, all individual features and all combinations of 6 features were considered for comparison. The method of exhaustive search was used three times for each ROI type to reduce the number of features for classification to 1, 3 and 6 features respectively. For each ROI type, the parameters for three Fisher linear classifiers were determined using the 1, 3 and 6 dimensional feature spaces. Only training data was used for the feature selection step and fitting the Fisher classifier. The classifiers trained in this way were then applied to the respective ROI types in the testing images.

The procedure described thus far provided estimates of how well the shape and appearance models and texture measures were able to predict fractures. Also of interest was the performance of combining these methods with aBMD and/or T-score. To assess the combined risk factors, the steps above were repeated but with standard risk factors included in the classification step. To form a comprehensive picture of the relative contributions from these methods, features from these methods were combined in two ways: (1) by including clinical standards (total aBMD and total T-score) in the pool of features prior to feature selection, and (2) by augmenting clinical standards to the set of shape, appearance and texture features after feature selection.

A useful measure of classification performance on a clinical test is the area under the receiver operating curve (AUC) ranging from 0.0 to 1.0 (Metz 1978). In general, the higher AUC score, the better classification performance. Thus the performance of classification for each method, and their combination were reported as the area under the receiver operating curve.

The ROI and feature combination yielding the best performance on the testing data was further evaluated using leave-one-out cross validation patch (LOOCV) (Hastie et al. 2009).

**Results**

***Baseline characteristics of the subjects***

There were no significant differences between the case and control group with regard to age, neck aBMD, neck T-score, HAL and NSA. As expected, the case group had lower total aBMD and total T-score compared to control group (*p* < 0.05, t-test) (Table 1).
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***Classification results using a single method***

The standard risk factors (total aBMD, neck aBMD, total T-score and Neck T-score) each consist of a single value, viewed here as a single feature. As a single feature, total aBMD outperformed the other single features including the best single features selected from ASM and AAM (Table 2a). Increasing the number of features for ASM and AAM improved the training scores but the testing scores were poor in each case (Table 2a).

[Table 2a near here].

For Gabor filters, neighbour textons and Gabor textons on individual ROI, the best single feature in terms of AUC for the testing data was a Gabor filter feature measured on the whole femoral neck region (Table 2b). For the best combinations of three features, the best performance on the testing data was provided by the method of Gabor textons applied to the femoral shaft (Table 2b). For the best six features the highest AUC score for testing data was 0.603 from Gabor filters on the femoral neck.
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***Discriminant analysis using combinations of two methods***

We next sought to study the performance obtained by combining features from different methods. Two strategies for combining features were considered. The first strategy was to gather the features from a particular method and ROI type (for example, the 24 Gabor filters on the whole femoral neck) with a standard measure (for example total aBMD) to form a new initial set of features and then find the best combination of 1, 3 and 6 features from this new set (gather features from different methods, then select optimal combinations). The second strategy was to select optimal sets of features within one of the methods as in the previous section, but then augment this set with one of the standard features (select optimal combinations, then gather features from different methods). The same trends were obtained by both methods. Hence only the result of the first strategy is presented (Table 3).

The combination of total T-score and AAM demonstrated higher discriminative ability for fracture than other combinations at the training stage (AUC =0.907 in 6 features). The best predictive capacity at the testing stage was obtained when total T-score was combined with Gabor filters on the whole femoral neck (AUC =0.787 in 6 features) (Table 3).
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***Classification performance using combinations of multiple methods***

Feature combinations from all methods were next considered. The number of such features over all five methods and all ROI was too large to conduct exhaustive-search feature selection and so the number of features was reduced by considering only the top six features from each method and restricting attention to the three best performing methods; ASM (6 features), ASM (6 features) and Gabor filters on the whole hip (6 features) plus the standard measures total aBMD and total T-score, forming a 20 dimensional feature vector. Exhaustive searching was used on the training set, and we found that a perfect training performance (AUC = 1.000) could be achieved with a combination of 11 features. In addition, all individual features were considered and all combinations of 6 features were considered for comparison. The resulting features and classifiers were used to estimate performance on unseen data using the testing set (Table 4).
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***Principal modes and classification performance***

In comparing ASM and AAM, the variation in the data explained by the first six principal modes was much larger (more than 90 percent) for ASM than for AAM (less than 30 percent). However, the testing AUC for AAM using the first six principal modes was higher (AUC = 0.707) than the testing AUC score for ASM (AUC = 0.658) using the first six principal modes.

***Comparison between ASM and AAM and with previous studies***

Additional comparisons were made between ASM/AAM and previous studies (Gregory et al. 2004; Baker-Lepain et al. 2011; Goodyear et al. 2013). Comparisons with other studies were made in terms of study parameters (Table 5a), performance on training data (Table 5b) and performance on testing data (Table 5c).
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***Leave-one-out cross validation***

Since the best results were obtained using T-score and a set of five Gabor filter features from the whole femoral neck, these features from this ROI form the recommended method for estimating fracture risk. Leave-one-out cross validation using these features resulted in an ROC curve similar to the ROC curve found using these features on the independent testing set (Figure 6). The leave-one-out cross validation AUC score was 0.762 compared to an AUC score of 0.787 for the independent testing set.
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**Discussion**

In this study texture information derived from Gabor filters in combination with total T-score provided a better estimate of fracture status than the standard measures of aBMD or total T-score alone. In particular, 6 features selected from Gabor filters computed over the whole femoral neck and total T-score gave an AUC more than 10 percent higher than aBMD alone, total T-score alone or combinations of textons features alone. The combination of Gabor filters and total T-score also outperformed risk estimates based on ASM and AAM, which, on their own, performed very poorly (Table 2a, Table 3). In addition, risk estimates based on the proximal femur were more reliable than estimates based on other regions of interest tested (Table 2b). These conclusions are based on estimates of risk obtained by testing the features and classifier parameters found during the training stage on an independent set of images. Leave-one-out analysis confirmed the predictive power of the T-score and the five Gabor filter features measured on the femoral neck for estimating fracture risk.

Fracture cases in the data set included fractures of wrist, hip, lower limb, spine, etc. Accordingly, the results indicate that the methods presented here apply to predicting the risk of fracture generally. In many situations, predicting fracture generally is more useful than predicting only femur fracture. However, predicting femur fracture from DXA images of the femur is likely to be more accurate than predicting general fracture from the same DXA images. Unfortunately, sufficient data was not available in this study to measure femur fracture risk prediction.

This study was limited by the quantity and quality of DXA images available. DXA images are widely available, but a study of the type reported here requires DXA images of fracture and matched non-fracture subjects. Only a few data sets exist satisfying this requirement and unfortunately, all such image data sets known to the authors are stored in proprietary image formats that prevent the application of novel image analysis methods. Accordingly, this study was based on relatively few images of low quality. While this limits the ability to properly estimate the full potential of the methods presented for estimating fracture risk, the application of these methods to higher resolution images can only improve results. Since improvement over existing methods was demonstrated on low quality images, this study suggests that estimates of fracture risk better than those reported here could be expected in practice using full resolution DXA images.

This study included elderly white subjects only, and thus the results in this paper do not automatically extend to younger people or other ethnic groups. However, if image texture characteristics differ in other groups then the specific weighting and parameters reported here may need to be recomputed, but the methods presented here provide the framework for doing so. Finally, the individuals recruited were selected because they had been born in Hertfordshire, and continued to live there at the age of 60-75 years. However, we have previously demonstrated that the Hertfordshire populations studied have similar smoking characteristics and bone density to national figures (Syddall et al. 2005), suggesting that selection bias is minimal.

We compared our findings to three other studies (Gregory et al. 2004; Baker-Lepain et al. 2011; Goodyear et al. 2013). Differences must be interpreted with care due to disparity in the type of fractures considered, the landmarks used and the regions over which aBMD was computed. In this study, measurements taken from DXA images of the femur were used to estimate the risk of all fractures (femur, vertebrae and wrist), not just of the femur, whereas other studies have specifically focussed on the risk of fracture of the femur. Nevertheless, several observations may be made. First, the results for ASM alone are consistent over all the studies except the one that included the pelvis in the model (Goodyear et al. 2013). This may be due to the large number of initial features extracted in the study by Goodyear et al. Too many features may dilute the class-relevant shape information necessitating many more training examples. This may also explain the superior results in this study compared to previous use of AAM (Goodyear et al. 2013), but the discrepancy may also be due to the final number of features used in classification (Table 5a). Second, total aBMD was consistent over the studies for which this information was available and this supports the tacit assumption that the images used in all these studies are comparable in quality. In a study performed by Gregory et al, better prediction of hip fractures was achieved using neck and Ward aBMD (Gregory et al. 2004). Improved performance for predicting all fractures using neck aBMD was not supported in this study and Ward aBMD was not available. Third, in all studies, combining a form of aBMD with ASM resulted in better performance. Total aBMD alone was about the same for study by Goodyear et al (Goodyear et al. 2013) and the present study, but, as noted above, the performance of ASM was much lower in the study by Goodyear et al (Goodyear et al. 2013) than in the present study. However, the combination of ASM and total aBMD was the same in these studies. These results indicate that, if ASM is used effectively (pelvis not included, for example), then total aBMD does not contribute extra information, but if ASM is used less efficiently, then aBMD may compensate. Fourth, these studies do not necessarily support the notion that increasing the number of features improves performance. Notably, combining AAM, ASM and total aBMD in the study by Goodyear et al led to poorer results than combining just ASM and total aBMD (Goodyear et al. 2013) (Table 5).

The comparisons we made with other studies were based on training results instead of testing results (Table 5b). This was necessary because only training scores were presented in the papers cited. In the study performed by Baker-Lepain et al, a bootstrap procedure was used to determine that effects were different from what could be expected by chance alone if there was no actual effect, but that does not address the robustness of the reported performance scores (Baker-Lepain et al. 2011). The parameters determined during the development stage were not tested on an independent data set. In the study performed by Gregory et al, models were trained and tested on independent data but feature selection and classification was only performed on the resulting best model (Gregory et al. 2004). Thus, the selection of the best model was validated but feature selection and classification were not tested on an independent data set, and so results must be viewed as training results. Classification results based on training only may not be reliable, especially if feature selection is used in the training process. This is well documented in the literature (Hastie et al. 2009) and there were many examples in this study. By selecting six neighbour textons features on the whole hip ROI, an AUC score of 0.873 was found during the training stage but when the resulting classifier was applied to the set of test images, the AUC score reduced to 0.398 (Table 2b). Perfect classification was achieved by combining 11 ASM, AAM and Gabor filters features during training but performance dropped to AUC=0.537 in testing. For this reason, only properly validated results should be taken as indicators of actual performance. Thus only the testing results reported in this study should be taken as indicative of true performance.

The ASM was built by using the information along the boundary of target objects to represent the variation of shape only, while the AAM takes advantage of shape as well as the intensity information of the region within a target object to represent variation in appearance. A number of principal modes in the shape and appearance models were created respectively using PCA to represent the variation of shape and appearance in training sets. Our finding showed that 95 percent of shape variations could be explained by the first six principal modes of shape. In contrast, the first six principal modes of appearance described a mere 27% of the variation in appearance. The first 50 principal modes of appearance were needed to achieve the same level of variation description in appearance. We compared the classification performance between the ASM and AAM using the first six principal modes of variation, and found that AAM produced better discrimination (AUC =0.707) than the ASM (AUC =0.658). In addition, we compared the best combination of six principal modes selected by exhaustive search for the ASM and AAM based on AUCscore, and found that the features suitable for representation of target subjects may not always be the features selected by exhaustive search for classification between the two groups. This illustrates the fact that, while PCA finds features (called principal modes) that are optimal for representing information, these features are not necessarily optimal for classification (Hastie et al. 2009).

In AAM the spacing within the region of the femur is about 6.5 smaller than the spacing along the boundary. This is because the bone has a smooth shape at the scale of a few millimetres (more accurately, the variation of shape at a smaller scale was not expected to contribute to fracture risk), but within the interior of the region, texture due to bone structure and/or ligaments will likely vary at a smaller scale.

Two texture analysis techniques, Gabor filters and textons, were chosen in this study to extract a set of texture features on several ROI. The discriminating accuracy using the features derived from the whole femoral neck region was found to be higher than using other regions. Furthermore, we found that the features from Gabor filters on the whole femoral neck region gave the best prediction of factures among all texture methods. Gabor filters are a powerful tool for extracting spatial orientation so that patterns of oriented structure may be recognised even if they appear indistinct to the human eye. This might explain the reason why the discriminating abilities using features extracted by Gabor filters on the whole neck region outperformed other regions in the proximal femur.

Implementing Gabor filters requires choosing an array of parameters. The choices made here were based on the literature and our own understanding of image characteristics of the particular data set, including pixel size and anticipated scope of texture. Further investigation regarding the effect of filter parameters on risk assessment was not undertaken for two reasons. First, previous experience with Gabor filters indicates that small variations in filter parameters do not effect outcomes in medical image analysis problems substantially. Second, the aim of the study was to ascertain if image texture analysis is able to improve risk assessment based on DXA image. This has been accomplished. The size and quality of the data set precluded accurate reporting of the full potential of texture analysis. Thus future work will include more in-depth texture analysis, well beyond minor refinements of Gabor filters, applied to full resolution DXA images from a diverse population.

#### Textural analysis of bone in assessment of fracture risk is a topical area; trabecular bone score is a recently developed tool that performs grey-level texture analysis on lumbar spine DXA images providing information relating to trabecular micro-architecture. Trabecular bone score has been shown to relate to fracture risk independent of clinical risk factors and aBMD, and has predictive value for fracture independent of fracture probabilities using FRAX (Harvey et al. 2015). The methodology discussed in this study provides information at the other site assessed by DXA, the femoral hip.

In conclusion we have identified and assessed methodology that might be applied to derive further information from routinely collected DXA scan data. In a modest sample, texture features derived from Gabor filters in combination with total T-score provided better estimates of risk than the standard measures of aBMD or total T-score alone. Estimates of risk were more accurate when shape and texture were measured on the whole femoral neck than other regions.
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**Table 1**

Baseline characteristics of total subjects (29 fracture cases and 90 control cases). Values shown as mean±SD, and *p* values are from t-test.

|  |  |  |  |
| --- | --- | --- | --- |
| Methods | Fracture group (n=29) | Control group (n=90) | *p* Values |
| Age (years) | 65.90±2.91 | 65.64±3.09 | 0.700 |
| Neck T-score | -1.17±0.81 | -0.78±1.33 | 0.140 |
| Total T-score | -0.70±0.87 | -0.08±1.10 | 0.0065\*\* |
| Total aBMD(g/cm2) | 0.88±0.12 | 0.96±0.15 | 0.0138\* |
| Neck aBMD(g/cm2) | 0.74±0.10 | 0.78±0.21 | 0.320 |
| HAL(mm) | 109.10±9.72 | 110.76±11.01 | 0.470 |
| NSA(⁰) | 128.93±5.18 | 128.58±5.86 | 0.770 |

\**p*<0.05, \*\**P*<0.01; HAL= hip axis length; NSA= neck shaft angle.

**Table 2a**

Performance of each technique in fracture discrimination in training and testing sets.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | | Best 1 feature | Best 3 features\* | Best 6 features\* |
| Total aBMD | Training | 0.651 | - | - |
| Testing | 0.699 | - | - |
| Neck aBMD | Training | 0.629 | - | - |
| Testing | 0.651 | - | - |
| Total Tscore | Training | 0.688 | - | - |
| Testing | 0.692 | - | - |
| Neck T-score | Training | 0.627 | - | - |
| Testing | 0.654 | - | - |
| ASM | Training | 0.610 | 0.715 | 0.778 |
| Testing | 0.402 | 0.475 | 0.563 |
| AAM | Training | 0.660 | 0.830 | 0.900 |
| Testing | 0.479 | 0.417 | 0.487 |

**\*** Where available – for ASM and AAM only

**Table 2b**

Performance of Gabor filters and Textons method with regard to fracture discrimination in training and testing sets (results reported as AUC)

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | | Gabor filters | | | Neighbour textons | | | Gabor textons | | |
| Number of features selected | | 1 | 3 | 6 | 1 | 3 | 6 | 1 | 3 | 6 |
| Whole hip | Training | 0.646 | 0765 | 0.841 | 0.698 | 0.794 | 0.873 | 0.626 | 0.760 | 0.821 |
| Testing | 0.394 | 0.426 | 0.429 | 0.429 | 0.433 | 0.398 | 0.501 | 0.394 | 0.455 |
| Whole femoral Neck | Training | 0.736 | 0.770 | 0.871 | 0.624 | 0.743 | 0.859 | 0.719 | 0.777 | 0.808 |
| Testing | 0.700\* | 0.588 | 0.603 | 0.504 | 0.413 | 0.388 | 0.674 | 0.478 | 0.515 |
| Neck | Training | 0.648 | 0.721 | 0.820 | 0.607 | 0.714 | 0.872 | 0.601 | 0.727 | 0.785 |
| Testing | 0.358 | 0.401 | 0.436 | 0.402 | 0.498 | 0.324 | 0.387 | 0.437 | 0.530 |
| Ward’s Triangle | Training | 0.621 | 0.726 | 0.807 | 0.607 | 0.711 | 0.804 | 0.616 | 0.719 | 0.810 |
| Testing | 0.352 | 0.381 | 0.439 | 0.563 | 0.481 | 0.420 | 0.406 | 0.462 | 0.468 |
| Narrow Neck | Training | 0.647 | 0.719 | 0.792 | 0.562 | 0.708 | 0.801 | 0.599 | 0.699 | 0.756 |
| Testing | 0.368 | 0.463 | 0.391 | 0.455 | 0.280 | 0.297 | 0.391 | 0.409 | 0.386 |
| Inter-trochanter | Training | 0.619 | 0.819 | 0.858 | 0.678 | 0.780 | 0.838 | 0.587 | 0.675 | 0.731 |
| Testing | 0.595 | 0.545 | 0.521 | 0.419 | 0.513 | 0.417 | 0.466 | 0.433 | 0.591 |
| Femoral shaft | Training | 0.596 | 0.690 | 0.745 | 0.618 | 0.741 | 0.807 | 0.591 | 0.659 | 0.707 |
| Testing | 0.437 | 0.464 | 0.504 | 0.558 | 0.424 | 0.422 | 0.480 | 0.629 | 0.537 |

\*The best testing AUCscore.

**Table 3**

Performance of the combinations of the method proposed (ASM, AAM, Gabor or textons) and the standard method (Total aBMD or T-score) with regard to fracture discrimination in training and testing sets (results reported as AUC)

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | | Total aBMD | | | Total T-score | | |
| Number of features selected | | 1 | 3 | 6 | 1 | 3 | 6 |
| ASM | Training | **0.651\*\*** | 0.736 | 0.787 | **0.688** | 0.770 | 0.809 |
| Testing | **0.699** | 0.591 | 0.592 | **0.692** | 0.633 | 0.598 |
| AAM | Training | 0.660 | 0.819 | 0.901 | **0.688** | 0.841 | 0.907 |
| Testing | 0.480 | 0.518 | 0.524 | **0.692** | 0.558 | 0.492 |
| Gabor filters on whole hip | Training | **0.651** | 0.745 | 0.847 | **0.688** | 0.752 | 0.844 |
| Testing | **0.699** | 0.483 | 0.524 | **0.692** | 0.518 | 0.517 |
| Gabor filters on whole femoral neck | Training | 0.736 | 0.729 | 0.862 | 0.736 | 0.751 | 0.870 |
| Testing | 0.700 | 0.507 | 0.687 | 0.700 | 0.575 | 0.787\* |
| Neighbour textons on whole hip | Training | 0.698 | 0.801 | 0.880 | 0.698 | 0.808 | 0.884 |
| Testing | 0.429 | 0.593 | 0.506 | 0.429 | 0.570 | 0.571 |
| Neighbour textons on whole femoral neck | Training | **0.651** | 0.759 | 0.864 | **0.688** | 0.797 | 0.870 |
| Testing | **0.699** | 0.675 | 0.606 | **0.692** | 0.646 | 0.628 |
| Gabor textons on whole hip | Training | **0.651** | 0.740 | 0.838 | **0.688** | 0.756 | 0.847 |
| Testing | **0.699** | 0.522 | 0.537 | **0.692** | 0.717 | 0.527 |
| Gabor textons on whole femoral neck | Training | 0.719 | 0.783 | 0.816 | 0.719 | 0.796 | 0.827 |
| Testing | 0.674 | 0.514 | 0.583 | 0.674 | 0.513 | 0.541 |

\*The best testing AUCscore; \*\* Bold indicates that the best feature was either total aBMD or the total T-score (applies to single features only).

**Table 4**

Performance of the combinations of ASM (6 features), AAM (6 features), Gabor filters on whole femoral neck (6 features), total BMD and total T-Score (2 features) with regard to fracture discrimination in training and testing sets (results reported as AUC)

|  |  |  |  |
| --- | --- | --- | --- |
| Number of features selected | Total BMD and Total T-Score | | |
| 1 feature | 6 features | 11 features |
| ASM, AAM and Gabor filters on whole femoral neck | Training 0.732 | 0.916 | 1.000 |
| Testing 0.705\* | 0.603 | 0.537 |

\*The best testing AUCscore.

**Table 5a**

Comparison of study parameters

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Paper Aa | Paper Bb | Paper Cc | Present paper |
| Database | 26 fracture  24 non-fracture  (all females) | 182 fracture  364 non-fracture  (all females) | 168 fracture  231 non-fracture  (all females) | 29 fracture  90 non-fracture  (both genders) |
| Fracture types | Hip fractures | Hip fractures | Hip fractures | All fractures |
| Point-point error analysis | Yes | No | No | No |
| landmarks | 29 points  head included | 72 points  head & pelvis | 60 points  head included | 44 points  head excluded |

aGregory et al. 2004; bGoodyear et al. 2013; cBaker-Lepain et al. 2011

**Table 5b**

Comparison of training AUC

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Method | Paper Aa | Paper Bb | Paper Cc | Present paper |
| ASM | 0.81 (4features) | 0.57 (1 feature) | 0.81 (10features) | 0.78 (6 features) |
| AAM | n/a | 0.57 (1 feature) | n/a | 0.90 (6 features) |
| Ward aBMD | 0.95 (1 feature) | n/a | n/a | n/a |
| Total aBMD | 0.63(1 feature) | 0.62 (1 feature) | n/a | 0.65 (1 feature) |
| Neck aBMD | 0.79 (1 feature) | n/a | 0.68 | 0.63 (1 feature) |
| ASM & Ward aBMD | 0.96 (5features) | n/a | n/a | n/a |
| ASM & Neck aBMD | 0.89 (5 features) | n/a | 0.84 (11 features) | n/a |
| ASM & Total aBMD | n/a | 0.79 (6 features) | n/a | 0.79 (6 features) |
| Multi-combination | n/a | 0.65 (3 features)  ASM & AAM & Total aBMD | n/a | 1.00 (11 features)  Gabor & ASM & AAM & Total aBMD |

aGregory et al. 2004; bGoodyear et al. 2013; cBaker-Lepain et al. 2011

**Table 5c**

Comparison of testing AUC

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Paper Aa | Paper Bb | Paper Cc | Present paper |
|  | n/a | n/a | n/a | 0.79  Gabor filters on whole femoral neck & total T-score (6 features) |

aGregory et al. 2004; bGoodyear et al. 2013; cBaker-Lepain et al. 2011

**Figure caption:**

Figure 1. Regions of Interest (ROI) considered for computing texture features using Gabor filters and textons.

Figure 2**.** An example of 44 manually selected contour points of the boundary of the proximal femur.

Figure 3**.** An example of normalized proximal femur image showing locations of sample points for characterising intensity patterns. The locations shown are indicative only of the regular sampling pattern used. The actual number of pixels sampled (82,830) is too large to display on the image.

Figure 4**.** Examples of Gabor filter outputs at various frequencies and orientations. (Left) The original image; (Right) 24 Gabor-filtered images with four different spatial frequencies (1/16, 1/18, 1/26 and 1/32 from top to bottom) and six different orientations (left to right).

Figure 5**.** An example of local 3x3 neighbourhoods-based textons with clustering K = 20. (Left) The original image; (middle) Texton; (Right) The distribution of textons.

Figure 6. ROC curves for T-score and five selected Gabor filter features from the femoral neck using an independent test set (solid line) and leave-one-out cross validation (dashed line). Independent test AUC = 0.787, leave-one-out AUC = 0.762.