
Magnetic Resonance Field Strength Effects on Diffusion
Measures and Brain Connectivity Networks

Liang Zhan,1 Bryon A. Mueller,2 Neda Jahanshad,1 Yan Jin,1 Christophe Lenglet,3 Essa Yacoub,3

Guillermo Sapiro,4 Kamil Ugurbil,3 Noam Harel,3 Arthur W. Toga,1 Kelvin O. Lim,2 and Paul M. Thompson1,5

Abstract

The quest to map brain connectivity is being pursued worldwide using diffusion imaging, among other tech-
niques. Even so, we know little about how brain connectivity measures depend on the magnetic field strength
of the scanner. To investigate this, we scanned 10 healthy subjects at 7 and 3 tesla—using 128-gradient high-
angular resolution diffusion imaging. For each subject and scan, whole-brain tractography was used to estimate
connectivity between 113 cortical and subcortical regions. We examined how scanner field strength affects (i) the
signal-to-noise ratio (SNR) of the non-diffusion-sensitized reference images (b0); (ii) diffusion tensor imaging
(DTI)-derived fractional anisotropy (FA), mean, radial, and axial diffusivity (MD/RD/AD), in atlas-defined re-
gions; (iii) whole-brain tractography; (iv) the 113 · 113 brain connectivity maps; and (v) five commonly used net-
work topology measures. We also assessed effects of the multi-channel reconstruction methods (sum-of-squares,
SOS, at 7T; adaptive recombine, AC, at 3T). At 7T with SOS, the b0 images had 18.3% higher SNR than with 3T-
AC. FA was similar for most regions of interest (ROIs) derived from an online DTI atlas (ICBM81), but higher at
7T in the cerebral peduncle and internal capsule. MD, AD, and RD were lower at 7T for most ROIs. The apparent
fiber density between some subcortical regions was greater at 7T-SOS than 3T-AC, with a consistent connection
pattern overall. Suggesting the need for caution, the recovered brain network was apparently more efficient at 7T,
which cannot be biologically true as the same subjects were assessed. Care is needed when comparing network
measures across studies, and when interpreting apparently discrepant findings.

Key words: brain network analysis; DTI; fractional anisotropy; graph theory; high-field MRI; high angular reso-
lution diffusion imaging (HARDI); signal-to-noise ratio; tractography

Introduction

Diffusion-weighted magnetic resonance imaging
(DW-MRI) is a powerful and non-invasive technique

to study white matter microstructure. It can be used to com-
pute a wide array of measures of fiber connectivity and integ-
rity in the brain. Several ongoing international efforts are
mapping brain connectivity in populations of thousands of
subjects; these include the Human Connectome Project
based primarily in the United States (www.humanconnecto
meproject.org), the IMAGEN project based in Europe (Whe-
lan et al., 2012), and the 1000 Functional Connectomes
Project (www.nitrc.org/projects/fcon_1000/), among many
others. Other efforts have begun to map structural and func-
tional brain connectivity with diffusion MRI in children and
adolescents (Dennis et al., 2012a; Thomason et al., 2011),

and in patient populations with Alzheimer’s disease (Nir
et al., 2012), or in groups of subjects carrying risk genes for
disorders such as autism (Dennis et al., 2012b).

Much of the effort to map brain networks has focused on
DW-MRI and its extensions, which can map axonal pathways
and tracts in the living brain. Diffusion MRI is sensitive to the
local direction and rate of water diffusion at each location in the
brain. Axonal pathways may be reconstructed using tractography
methods to infer the most likely paths of tracts, using compu-
tations based on the diffusion tensor imaging (DTI) or higher-
order (e.g., q-space) diffusion models (Aganj et al., 2011; Jones,
2008; Leow et al., 2009a; Tuch, 2004; Wedeen et al., 2012).

Other methods exist to map functional connectivity, al-
though the meaning of connectivity is different—for exam-
ple, in resting-state fMRI, and magnetoencephalography/
electroencephalography, temporal correlations are measured
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between signals at pairs of locations in the brain. Diffusion-
based connectivity mapping has broad applications in neu-
rology and psychiatry for understanding disrupted patterns
of brain connections, for example, in Alzheimer’s disease
(Nir et al., 2012), autism (Dennis et al., 2012b), and childhood
neurogenetic disorders, as well as sex differences, hemi-
spheric differences, and genetic effects on connectivity
(Daianu et al., 2012; Duarte-Carvajalino et al., 2012; Jahan-
shad et al., 2011, 2012).

Some recent technical innovations in tracking fibers focus
on q-space imaging, which enriches the local information
available on directional diffusion. The quest to improve the
local diffusion reconstruction has led to elaborate q-space
sampling schemes with large numbers of directional samples
(High Angular Resolution Diffusion Imaging), and/or multiple
diffusion weightings (b-values). With multiple diffusion weight-
ings, one can detect non-monoexponential radial diffusion,
tracking different populations of diffusing water molecules in
different cellular compartments—trapped within axons or mov-
ing more freely (Assaf and Basser, 2005; Kamath et al., 2012;
Ozarslan et al., 2006; Wedeen et al., 2005; Zhan et al., 2011).

In basic diffusion models, diffusion properties are consid-
ered to not depend strongly on the static magnetic field
strength of the scanner. For example, in the Stejskal-Tanner
model of magnetic resonance (MR) signal decay (Stejskal
and Tanner, 1965), the signal attenuation due to diffusion,
in the (unit vector) direction gk, is modeled as Sk/S0 = exp
[-bgk

TDgk]. Here, S0 is the MR signal in the non-diffusion-
weighted reference image(s); b is a diffusion-weighting factor
containing information on the pulse sequence, gradient
strength, and physical constants; and D is the three-dimen-
sional diffusion tensor. Here, the strength of the static polar-
izing magnetic field (B0)* does not directly influence the
recovered diffusion measurements. Nevertheless, at higher
magnetic fields, the signal-to-noise ratio (SNR) for DWI-de-
rived measures is generally higher (Polders et al., 2011). How-
ever, high-field scans may also be more prone to certain types
of artifacts, including distortions due to eddy currents, mag-
netic susceptibility gradients at tissue interfaces (e.g., in fron-
tal and temporal sinuses), and chemical shift artifacts.
Inhomogeneities in the B0 field (Gross et al., 2006) may offset
SNR advantages by increasing image distortion, blurring, or
signal loss. Increases in the specific absorption rate and in
the B1 inhomogeneities can also limit the practical high field
SNR advantages. Thus, the use of higher performing gradi-
ents, optimized B0 shimming, and multi-channel RF coil tech-
nology is imperative to make diffusion imaging work at high
fields. With appropriate technical solutions to the high-field
problems, however, greater SNR can be realized at high
fields, permitting the use of smaller voxels that reduce partial
volume effects (PVE). PVE—from multiple tissue types or
fiber directions in the same voxel—can confound accurate
modeling of the diffusion signal, affecting apparent diffusion
anisotropy and dominant directions (Leow et al., 2009b; Zhan
et al., 2009a,b).

All these factors influence the accuracy of the final diffu-
sion measures (Choi et al., 2011). Several empirical and theo-

retical studies show how signal to noise in diffusion MRI data
depends on the spatial and angular resolution (Landman
et al., 2007; Jahanshad et al., 2010; Zhan et al., 2010). Other
studies optimize the q-space sampling to boost SNR in clini-
cally feasible scan times (Zhan et al., 2012). Much less atten-
tion has been devoted to understanding how brain
networks constructed from tractography, as well as patterns
of recovered connections, depend on the spatial resolution
and field strength of the DW-MRI scans. Spatial resolution af-
fects even the simplest DTI measures, such as fractional an-
isotropy (FA)—the most widely used measure of brain
integrity. When larger voxels are used, FA measures can be
greatly reduced by PVE (Zhan et al., 2012).

In this study, we collected data from 23 healthy adults to
monitor how scanner field strength affects SNR, diffusion
measures, and networks describing cortical and subcortical
connectivity. For the first time, we assessed how connectivity
networks depend on the field strength. We hypothesized that
scanner field strength would affect standard measures of cor-
tical and subcortical connectivity. We expected that some
tracts (e.g., thinner tracts and some pathways with substan-
tial fiber crossings) might only be successfully recovered at
high field strength. Depending on the connections present,
the apparent efficiency or topology of the network may differ,
and we were interested in the anatomical scope and extent of
these effects.

We note that this effort is partially related to work by Zale-
sky et al. (2010), assessing how measures of structural connec-
tivity depend, to some extent, on the selection, number, and
density of the regions of interest (ROI) (nodes) in the network.
Empirical data on these questions will help us determine how
well scan data may be pooled or compared in multi-site DWI
studies; many such studies are underway or planned. Those
designing DWI protocols may also be interested to know
how comparable their brain connectivity maps are likely to
be, relative to independently collected data from other imag-
ing centers. Our goal was to identify connectivity measures
that might be vulnerable to protocol differences as a target
for a more focused study, or mathematical improvements to
make them more robust to scanning protocols.

Materials and Methods

Subject demographics and image acquisition

Whole-brain anatomical and DW-MRIs at both 7 and 3
tesla were collected at the Center for Magnetic Resonance
Research, University of Minnesota; the protocols and subject
information are summarized in Table 1 (Stanisz et al., 2005;
Yacoub et al., 2003). The standard head coils were used on
both systems: the 12-channel receive-only array on the 3T,
and the Nova 24 channel transmit/receive coil on the 7T.
Three datasets were collected using 3T and 7T protocols
that were consistent in many respects, including a fixed
2 mm isotropic voxel size. Two millimeter voxels were chosen
as they are commonly used in many DTI studies; in other
work, we have studied how DTI measures depend on the
voxel size and number of gradients in the protocol (Zhan
et al., 2012). At the time of the data acquisition, there were
also unavoidable differences in the scanner hardware that
would preclude a perfectly matched comparison of 3T and
7T. As a result, this article attempts to compare scanning pro-
tocols that have been equalized to the fullest possible extent,

*In this article and elsewhere, it is common to use B0 to refer to the
static (non-varying) component of the scanner magnetic field, but b0

is used to refer to the diffusion weighting applied when collecting
reference images—usually at or close to 0 sec/mm2.
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while recognizing that some parameters will have different
optimal values depending on the field strength and the scan-
ner hardware. Clearly, these were optimized for the scanner
in each case, as would be done in any practical situation on
commercially available scanners, rather than deliberately lim-
iting one scanner’s performance to match the other. Where
relevant, we have noted these below, and we include infor-
mation on how much they are expected to affect the results.
Specifically, the default multi-channel reconstruction method
for the DWI data used on the 7T scanner was sum-of-squares
(SOS), while the default reconstruction method on the 3T
scanner was adaptive recombine (AC). To avoid confusion
throughout the remainder of the article, we refer to the
scans as 3T-AC and 7T-SOS, in cases where the distinction
is helpful. Experiments were also conducted to investigate
whether the signal reconstruction method contributed to
the differences observed between the scanners. For one of
the datasets we analyze (dataset 2, below), DWI data were ac-
quired from a group of nine volunteers on the 3T system. The
same raw DWI data were then reconstructed using both the
AC and SOS algorithms, for direct comparison of the two re-
construction methods at 3T (we refer to these reconstructed
datasets as 3T-AC and 3T-SOS). In yet another dataset (data-
set 3), DTI data were acquired on the 7T scanner from a group
of five volunteers and reconstructed using the SOS and
SENSE1 algorithms (referred as 7T-SOS and 7T-SENSE1)
(Pruessmann et al., 1999). The AC algorithm was not avail-
able on the 7T scanner at the time of this study, and the
SENSE1 reconstruction algorithm uses a similar but superior
method to the AC algorithm (Lenglet et al., 2012).

T1-weighted anatomical images were acquired at 3 tesla
with the following acquisition parameters: GRAPPA mode;
acceleration factor PE = 2; TI/time to repetition (TR)/time to
echo (TE) = 1100/2530/3.65 ms; echo spacing = 8.5 ms; flip an-
gle = 7�; slice thickness = 1.0 mm, with an acquisition matrix of

256 · 256. All scanning protocols were approved by the med-
ical Institutional Review Boards of the University of Minne-
sota and of the UCLA School of Medicine, where the
analyses were performed. All subjects gave informed consent
after study protocols were explained.

Image preprocessing

All DWI data were visually inspected by an experienced
rater for evidence of the known Siemens vibration dropout
artifact (Gallichan et al., 2010). No dropout artifact was
found in the DW data as was expected since the CMRR
TIM Trio had undergone the Siemens hardware upgrade
designed to fix this artifact, before data acquisition for this
study. All raw DWI images were corrected, as far as possible,
for distortions due to eddy currents and motion using the
eddy_correct function from the FMRIB software library (FSL)
toolbox (http://fsl.fmrib.ox.ac.uk/fsl) (Smith et al., 2004;
Woolrich et al., 2009). Geometric distortions due to magnetic
susceptibility were then corrected using a field map collected
just before the DTI, using the FSL prelude and fugue functions.
Non-brain regions were removed from a T2-weighted image
(b0) in the corrected DWI dataset using the bet function in FSL.
A trained neuroanatomical expert manually edited the T2-
weighted scans to refine the brain extraction and to ensure
the same brain coverage among different field strength proto-
cols. This step was important to avoid bias, as different con-
nectivity patterns might be recovered if brain coverage is
allowed to vary. All calculations and analyses below are
based on this preprocessed dataset.

SNR and scalar comparison

Our main goal was to examine field strength effects on
measures of brain connectivity, but first we compared the
SNR of the non-diffusion-sensitized images (b0) between 3

Table 1. Comparison of Key DW-MRI Scan Parameters for the 3 and 7 Tesla Scans

Protocol description

MRI machine name Siemens TIM Trio 3T Siemens Magnetom 7T

PAT mode GRAPPA GRAPPA
Acceleration factor PE 2 2
Isotropic voxel size (mm) 2.0 2.0
TR/TE (ms) 7800/82 5700/57
FOV (mm) 192 · 192 256 · 256
Diffusion weighting, b (sec/mm2) 1000 1000
Number of diffusion weighted images (DWI) 128 128
Number of non-diffusion weighted reference images (b0 images) 15 15
Total scan time (seconds) 1138 832

Dataset 1 23 subjects Age 23.75 – 2.62 Field strength 3T 7T
Sex 11 female Reconstruction method AC SOS

Dataset 2 9 subjects Age 73.95 – 12.79 Field strength 3T 3T
Sex 7 female Reconstruction method AC SOS

Dataset 3 5 subjects Age 78.35 – 9.39 Field strength 7T 7T
Sex 5 female Reconstruction method SOS SENSE1

All scan protocols used single-spin echo DTI sequences, to allow for shorter TE times. Other consistently applied sequence parameters in-
cluded an acquisition of 64 slices, 2-mm isotropic voxels, a b-value of 1000 sec/mm2, 128 diffusion directions and 15 b = 0 scans. TE and TR
times were set to be the fastest possible allowed by the system. The superior gradient performance of the 7T scanner allowed for significantly
shorter TE and TR times than could be achieved at 3T.

DW-MRI, diffusion-weighted magnetic resonance imaging; SOS, sum-of-squares; AC, adaptive recombine; DTI, diffusion tensor imaging;
TR, time to repetition; TE, time to echo.
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and 7 tesla, as well as ROI-based DTI-derived measures, in-
cluding FA, mean diffusivity (MD), axial diffusivity (AD),
and radial diffusivity (RD). The diffusion tensor was esti-
mated in each subject’s native space using the dtifit function
in FSL, and this was used to compute all DTI measures;
after that, each subject’s FA map was registered to the online
ICBM DTI-81 atlas (www.loni.ucla.edu/ICBM/) (Mori et al.,
2005) using the flirt function in FSL; subsequently, a non-linear
refinement of this registration was performed using the fnirt
function in FSL. The DTI atlas orientation and correctness of
the anatomical labels were carefully checked. The resulting de-
formation field was applied to each subject’s MD, AD, RD, and
b0 images using applywarp in FSL. This process was repeated
for all datasets in Table 1. No major visual differences were ob-
served between protocols in each dataset. All DTI-derived
measures were compared using the 15 ROIs from the ICBM
atlas (Table 4). In the meantime, a small ROI, referred to as
the SNR-ROI, was manually defined in the mid-sagittal corpus
callosum (CC) on the ICBM DTI-81 atlas, to assess SNR in a
small and relatively homogeneous region. SNR was estimated
as in the section Motion evaluation and SNR comparison.

Brain connectivity computation

We computed tractography and cortical networks in the
native space of the data, after the preprocessing steps in the
section Image preprocessing. Whole-brain DTI tractography
(Wang et al., 2007) was initiated in regions for which
FA ‡ 0.2; paths were stopped when they reached a region
with FA < 0.2; they were also stopped if the fiber direction en-
countered a sharp turn (where the critical angle thresh-
old ‡ 30�). Sharp right-angle turns may be biologically
possible in some cases (Wedeen et al., 2012), but allowing
right-angle turns in tractography would create large numbers
of false-positive pathways at fiber crossings. The Diffusion
Toolkit (http://trackvis.org/dtk/) (Wang et al., 2007) uses
these parameters to generate 3D fiber tracts, using the Orien-
tation Distribution Function model, computed using the 2nd-
order Runge-Kutta method (Basser et al., 2000). We used all
voxels (with FA ‡ 0.2) as seed voxels to generate the fibers.
After that, a spline filter was applied to each generated
fiber, with units expressed in terms of the minimum voxel
size of the dataset. Each subject’s dataset contained 25,000–
40,000 useable fibers (3D curves). All duplicate fibers and
very short fibers (shorter than 10 mm) were removed.

Cortical and subcortical ROIs were defined using the Har-
vard Oxford Cortical and Subcortical probabilistic atlases
(Desikan et al., 2006). Midline cortical masks were bisected
into left and right components, to define separate hemi-
spheric ROIs for each cortical region. Since this is a probabi-
listic atlas, the masks were set to a liberal threshold of 10%
to include tissue along the gray–white matter interface,
where fiber orientation mapping and tractography are most
reliable (Morgan et al., 2009). To register these ROIs to each
subject’s DTI space, we used FSL’s flirt function to determine
the optimal affine transformation between the MNI152 T1
average brain (in which the Harvard Oxford probabilistic
atlases are based) and each subject’s unique FA image. We
used a 12 degree-of-freedom registration with a mutual infor-
mation cost function. We applied the resulting transforma-
tion to register the 113 ROIs to each subject’s DTI space. To
ensure that ROI masks did not overlap with each other

after registration, each voxel was uniquely assigned to the
mask for which it had the highest probability of membership.
Table 2 lists all the ROIs.

For each pair of ROIs, the number of fibers connecting
them was determined from the tractography results. A fiber
was considered to connect two ROIs if it intersected both
ROIs. This process was repeated for all ROI pairs, to compute
a whole brain fiber connectivity matrix. This matrix is symmet-
ric, by definition, and has a zero diagonal (no self-connections).
Figure 1 shows a flow chart of steps involved in computing
brain connectivity matrices.

On the 113 · 113 matrices generated above, we used the
popular Brain Connectivity Toolbox (https://sites.google
.com/site/bctnet/) (Rubinov and Sporns, 2010) to compute
five standard graph theory measures, including Characteristic
Path Length (CPL), Global Efficiency (GE), Mean Clustering Coef-
ficient (MCC), Modularity (MOD), and the degree of small-world-
ness (SW), for each protocol in each dataset (Table 1) that
describe organizational properties of each person’s network.

CPL measures network integration by averaging the
shortest path lengths between all pairs of nodes (Watts and
Strogatz, 1998). GE is defined as the sum of the inverses of
the shortest distances between each pair of nodes. Both
lower GE values and longer CPL values are considered to in-
dicate less efficient networks although whether or not they
are functionally less efficient is conjectural without relevant
functional data (Achard and Bullmore, 2007). The clustering
coefficient measures the degree to which nodes in a graph
tend to cluster together. Nodes with high clustering coeffi-
cient form locally interconnected clusters. MCC is the aver-
age of the local clustering coefficient of all nodes. MOD
reflects the degree of natural segregation within a network
(Newman, 2006), and can help to identify functional blocks
within it. Given two parcellations into distinct modules for
the same network, the one with the higher MOD value may
have denser connections between the nodes within modules,
but sparser connections between nodes in different modules.
Furthermore, networks with the small-world property have
been theorized to exhibit an optimal balance between func-
tional integration and local clustering. Mathematically, SW
is calculated as a ratio of local clustering and CPL of a node
relative to the same ratio in a randomized network with glob-
ally equivalent edges/densities/strengths (Maslov and Snep-
pen, 2002). About 100 simulated random networks were
generated for this study. A small-world network is demon-
strated by an SW greater than 1, indicating a higher level of
clustering for a similar CPL, compared to a randomly gener-
ated network. The equations to calculate each of these mea-
sures can be found in Rubinov and Sporns (2010).

Results

Motion evaluation and SNR comparison

Subject motion during the DWI acquisition was estimated
using the eddy_correct function from the FSL toolbox. Each
DWI was linearly registered to the first b0 image; the per vol-

ume displacement was defined as TR =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TR2

xþTR2
yþTR2

z

q
,

where TRx, TRy, and TRz denote the corresponding transla-
tional distances, derived from the registration transform, in
the x, y, and z directions, respectively ( Jiang et al., 1995).
The mean TR across all the diffusion images was then
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computed. As Dataset 2 (3T-AC vs. 3T-SOS) and Dataset 3
(7T-SOS vs. 7T-SENSE1) represent comparisons of recon-
struction algorithms from the same raw data, there are no ac-
tual motion differences between the pairs of scans for a given
subject in this dataset. Dataset 1, however, is a comparison of
the same subjects, scanned on different scanners. The mean
subject motion was 2.45 – 0.89 mm for 3T-AC and
3.44 – 0.64 mm for the 7T-SOS. The amount of motion was
lower for the 3T-AC than the 7T-SOS ( p < 10�4; paired t
test). This result is slightly surprising, as the 3T acquisition
was 50% longer than the 7T acquisition, and it is not expected
that a person would remain more still during a longer acqui-
sition. One possible explanation is that the 7T scanner is less
comfortable than the 3T scanner, which may lead to more mo-
tion (Gallichan et al., 2010). Note that since motion correction
is applied to the images during the eddy current correction
step, no confound is expected to affect the analysis.

Next, SNR was estimated from the b0 images by (i) com-
puting the voxel-wise mean and standard deviation (SD) in
the SNR-ROI from all 15 corrected b0 images for a given sub-
ject and scan type, and then (ii) subtracting the mean b0 image
from 15 individual b0 images to create 15 residual images.
The SNR was defined as the ratio of the grand mean and
grand SD in the ROI from those residual images. SNR results
for our three datasets are summarized in Table 3. Field depen-
dence of image SNR in moving to 7T was examined rigor-
ously both by electrodynamics calculations and through
experimental measurements, using identical coil geometries

and circuitry, and taking into account parameters such as
the noise levels and coil efficiencies of the different systems
(Vaughan et al., 2001). The SNR values measured here, how-
ever, include the T2 decays due to the use of spin echo in DWI
and different TRs, and are not corrected for the different coils
and instrument characteristics, as discussed previously.
Empirically, we found that in dataset 1, the SNR was on av-
erage 18.3% higher for the 7T-SOS data than in 3T-AC data
collected from the exact same subjects ( p = 0.016, paired t-
test; a = 0.05; n = 23 subjects) even though the total scan time
for the 3T scan was 36.8% longer than the scan time on the
7T. In datasets 2 and 3, whose purpose was to pick up any dif-
ferences due to the reconstruction method, no significant dif-
ference was detected in the SNR between the different
reconstruction methods. Although we cannot rule out that
larger datasets may detect an effect of the reconstruction
method, we can at least say that for these protocols the higher
field strength (7T) likely contributes to the significant im-
provement in SNR. We note that the main effect of the differ-
ent reconstruction methods is on the DWI not b0, and is only
likely to be strong at higher b-values (e.g., 3000 sec/mm2;
Lenglet et al., 2012).

Fiber integrity comparison

We conducted a Student’s paired t-test on the ROI-based
DTI-derived measures (FA, MD, AD, and RD) in 15 white
matter ROIs (Table 4). To adjust for the number of paired

Table 2. 113 Cortical and Sub-Cortical ROIs, Defined Using the Harvard Oxford Cortical

and Subcortical Probabilistic Atlases (Desikan et al., 2006), Were Extracted as the Basis

for Our 113 · 113 Connectivity Matrices

1,9 Thalamus 2,10 Caudate
3,11 Putamen 4,12 Pallidum
5 Brainstem 6,13 Hippocampus
7,14 Amygdala 8,15 Accumbens
16,17 Frontal pole 18,19 Insular cortex
20,21 Superior frontal gyrus 22,23 Middle frontal gyrus
24,25 Inferior frontal gyrus, pars triangularis 26,27 Inferior frontal gyrus, pars opercularis
28,29 Precentral gyrus 30,31 Temporal pole
32,33 Superior temporal gyrus, anterior division 34,35 Superior temporal gyrus, posterior division
36,37 Middle temporal gyrus, anterior division 38,39 Middle temporal gyrus, posterior division
40,41 Middle temporal gyrus, temporooccipital part 42,43 Inferior temporal gyrus, anterior division
44,45 Inferior temporal gyrus, posterior division 46,47 Inferior temporal gyrus, temporooccipital part
48,49 Postcentral gyrus 50,51 Superior parietal lobule
52,53 Supramarginal gyrus, anterior division 54,55 Supramarginal gyrus, posterior division
58,59 Lateral occipital cortex, superior division 60,61 Lateral occipital cortex, inferior division
56,57 Angular gyrus 62,63 Intracalcarine cortex
64,65 Frontal medial cortex 66,67 Juxtapositional lobule cortex
68,69 Subcallosal cortex 70,71 Paracingulate gyrus
72,73 Cingulate gyrus, anterior division 74,75 Cingulate gyrus, posterior division
76,77 Precuneus cortex 78,79 Cuneal cortex
80,81 Frontal orbital cortex 86,87 Lingual gyrus
82,83 Parahippocampal gyrus, anterior division 84,85 Parahippocampal gyrus, posterior division
88,89 Temporal fusiform cortex, anterior division 90,91 Temporal fusiform cortex, posterior division
92,93 Temporal occipital fusiform cortex 94,95 Occipital fusiform cortex
96,97 Frontal opercular cortex 98,99 Central opercular cortex
100,101 Parietal opercular cortex 102,103 Planum polare
104,105 Heschl’s gyrus 106,107 Planum temporale
108,109 Supracalcarine cortex 110,111 Occipital pole
112,113 Cerebellum

There are two numbers for each ROI in this table: the smaller number indicates the left side and large number denotes the right side. For
example, ‘‘1’’ means the left thalamus, and ‘‘9’’ means the right thalamus.

ROI, regions of interest.
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tests performed (i.e., 4 measures and 15 tests or each mea-
sure), the Bonferroni corrected significance threshold was
set to p < 0.05/60, although this is arguably somewhat conser-
vative as all the DTI-derived measures are quite highly corre-
lated across subjects so they are not independent tests. All
ROIs were defined in the refined ICBM DTI-81 atlas space.
As previously mentioned, gray matter and CSF were re-
moved by thresholding the FA maps, at FA ‡ 0.2. Each DTI-

derived measure was averaged within the ROI and a paired
t-test was conducted on all subjects in each dataset to assess
systematic differences in this measure in each ROI, with re-
spect to the scanning protocol used. Table 4 shows the mean
DTI-derived measures (FA, MD, AD, and RD) for all ROIs
for the comparison between 3T-AC and 7T-SOS. We compared
the same 3T data reconstructed using the adaptive combine
(3T-AC) and (3T-SOS) algorithm, and we compared the same

Table 3. SNR Differences in Head-to-Head Protocol Comparisons

Dataset 1 3T-AC 7T-SOS Paired T test p SNR3T-AC < SNR7T-SOS

4.0829 – 1.1647 4.8307 – 1.5126 0.0158
Dataset 2 3T-AC 3T-SOS Paired T test p SNR3T-AC < SNR3T-SOS

4.0923 – 1.5521 4.0954 – 1.6011 0.5707
Dataset 3 7T-SOS 7T-SENSE1 Paired T test p SNR7T-SOS < SNR7T-SENSE1

4.0783 – 1.1242 4.0172 – 0.9190 0.6412

We listed the mean SNR for two protocols in each dataset, and the p value was computed from the Student’s paired T test. When this
p value < 0.05 (e.g., 0.0158 for dataset 1), it means the SNR of 7T-SOS is significantly higher than the SNR of 3T-AC in dataset 1; there were
no detectable differences between the two protocols in dataset 2 ( p = 0.57) and dataset 3 ( p = 0.64). These results suggest that the field strength
is likely to play an important role in boosting the SNR. Mathematically, the different reconstruction methods should give rise to some differ-
ences in SNR, but our failure to detect an SNR difference in datasets 2 and 3 suggests that reconstruction methods alone do not explain the
observed boost in SNR at the higher field strength. The bold values highlight comparisons that passed the significance threshold.

SNR, signal-to-noise ratio.

FIG. 1. Flowchart of steps to compute brain connectivity. Diffusion weighted images (a) are used as the basis to compute
maps of whole-brain tractography (b); in parallel, the standard T1-weighted anatomical magnetic resonance image from
the same subject (c) is parcellated using the Harvard/Oxford Cortical and Subcortical probabilistic atlases, to define the re-
gions of interest (ROIs) (d) by counting the number of detected fibers connecting each pair of ROIs (e), and expressing
them as a proportion of all fibers recovered in the entire brain, we can create the anatomical connectivity matrix (f), for
each subject in the study, and for each type of scan they had.
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7T data reconstructed using the 7T-SOS and 7T-SENSE1 algo-
rithms, to assess the effect of the reconstruction method. The
reconstruction method had no detectable effect on all DTI-de-
rived measures, as the paired t-test p-value was larger than
0.05/60 for all ROIs in datasets 2 and 3 (results not shown).

For dataset 1, several ROIs (the 1st, 3rd, 4th, 5th, 6th, 10th,
11th, and 14th ROI in Table 4) have p-values < 0.05, but after
correction for multiple comparisons, only the cerebral pedun-
cle (the 3rd ROI) and internal capsule (the 4th ROI) showed
significant differences in FA between two field strengths. In
prior reports (Choi et al., 2011), no effect of field strength
on FA was found between 3T and 7T scans for a variety of dif-
ferent ROIs (the body, genu and splenium of the CC, the pos-

terior limb of the internal capsule, and in the subcortical white
matter region overall). Our results are consistent with this:
some of our ROIs overlap with those in Choi et al. (2011)
and we only found a field strength effect on FA in a brain re-
gion not assessed by Choi et al. In other work, we have no-
ticed that the effect in the cerebral peduncle may be due to
somewhat higher geometric distortions at 7T, which can gen-
erate voxels with artificially very high FA.

Table 4 shows that mean MD, AD, and RD were, on aver-
age, significantly different between 3T-AC and 7T-SOS for al-
most all comparisons even after Bonferroni correction. This
result is similar to a prior study that reported that the appar-
ent diffusion coefficient ( = 3*MD) values for gray and white

Table 4. Comparison of DTI-Derived Measures Between 3T-AC and 7T-SOS

ROI name 1. Corpus callosum 6. Posterior thalamic radiation 11. Superior longitudinal fasciculus
2. Cerebellar peduncle 7. Sagittal stratum 12. Fronto-occipital fasciculus
3. Cerebral peduncle 8. External capsule 13. Uncinate fasciculus
4. Internal capsule 9. Cingulum 14. Tapetum
5. Corona radiata 10. Fornix and stria terminalis 15. Whole brain white matter

ROI
index

Mean
FA3T

Mean
FA7T

Paired T test p
(FA3T < FA7T)

Mean
MD3T · 10�3 sec/m2

Mean
MD7T · 10�3 sec/m2

Paired T test p
(MD3T > MD7T)

1 0.5992 0.6087 3.5E-03 0.8512 0.8041 2.1E-07
2 0.4643 0.4681 0.30488 0.8823 0.8145 2.7E-06
3 0.5782 0.6107 1.0E-04* 0.7859 0.7505 2.8E-04
4 0.5691 0.5945 5.4E-06* 0.6878 0.6351 1.7E-14
5 0.4498 0.4685 6.7E-03 0.7102 0.6669 5.1E-08
6 0.534 0.5533 7.4E-03 0.7904 0.7330 1.2E-09
7 0.5061 0.5098 0.3560 0.7935 0.7117 1.9E-11
8 0.3899 0.3909 0.4138 0.7036 0.6458 8.1E-12
9 0.413 0.4234 0.0734 0.7108 0.6689 9.0E-08

10 0.4722 0.4896 6.5E-03 0.9692 0.9063 2.8E-06
11 0.4461 0.4597 0.0458 0.6821 0.6425 1.4E-08
12 0.461 0.4655 0.2698 0.7268 0.6506 6.7E-16
13 0.402 0.4035 0.4358 0.7469 0.6736 1.0E-11
14 0.4351 0.4542 0.0238 1.1906 1.1703 0.2400
15 0.4974 0.515 0.105 0.7615 0.7048 8.9E-16

ROI
index

Mean
AD3T · 10–3 sec/m2

Mean
AD7T · 10�3 sec/m2

Paired T test p
(AD3T > AD7T)

Mean
RD3T · 10–3 sec/m2

Mean
RD7T · 10�3 sec/m2

Paired T test p
(RD3T > RD7T)

1 1.4938 1.4402 2.9E-06 0.5300 0.4860 1.9E-05
2 1.3570 1.2565 3.9E-07 0.6449 0.5934 9.5E-05
3 1.3715 1.3316 0.0041 0.4932 0.4600 0.0012
4 1.1966 1.1264 1.8E-10 0.4333 0.3894 1.3E-11
5 1.0869 1.0336 6.3E-08 0.5219 0.4835 1.2E-05
6 1.3144 1.2406 3.3E-08 0.5285 0.4792 3.3E-07
7 1.2770 1.1448 7.2E-11 0.5518 0.4951 4.3E-07
8 1.0117 0.9335 1.3E-09 0.5495 0.5020 7.4E-12
9 1.0586 1.0016 2.4E-06 0.5369 0.5026 7.4E-06

10 1.4938 1.4210 4.7E-05 0.7068 0.6489 6.1E-06
11 1.0311 0.9792 9.6E-11 0.5077 0.4741 5.5E-05
12 1.1319 1.0146 2.2E-16 0.5243 0.4686 3.3E-10
13 1.0981 0.9887 1.1E-08 0.5712 0.5161 3.2E-10
14 1.7207 1.7198 0.4916 0.9255 0.8955 0.1116
15 1.2258 1.1524 1.6E-15 0.5294 0.4810 1.8E-10

Each DTI-derived measure (FA, MD, AD, and RD) was calculated and averaged for each ROI in each subject. A Student’s paired T-test was
conducted to identify protocol effects between the 7T-SOS and 3T-AC data. The Bonferroni corrected p-value (0.05/60& 8.3 · 10�4) was used to
determine if there was a significant difference between protocols. For FA, only the 3rd and 4th ROIs showed a significant difference (7T-SOS >
3T-AC) after Bonferroni correction. We therefore conclude that FA may depend on field strength for some parts of the brain, but a significant
difference was not observed in the majority of the regions we assessed. However, significantly lower diffusivity measures (MD, AD, and RD)
were observed in the 7T-SOS data compared to the 3T-AC data for most ROIs, with a couple of exceptions (the 14th for MD, the 3rd and 14th for
AD and RD). An asterisk indicates that the comparison in that location has passed the Bonferroni corrected threshold.

FA, fractional anisotropy; MD, mean diffusivity; AD, axial diffusivity; RD, radial diffusivity.
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matter were statistically significantly lower at 3.0 tesla com-
pared to 1.5 tesla, while FA values were statistically signifi-
cantly higher at 3.0 tesla compared to 1.5 tesla (Huisman
et al., 2006), although our results are the first examination of
eigenvalue-related DTI measures at ultra-high field strength
(7T). Since no significant differences were detected in the
other two comparisons (3T-AC vs. 3T-SOS and 7T-SOS vs.
7T-SENSE1) at the p = 0.05/60 level (results not shown), we
can conclude that these DTI-derived measures may depend
to some extent on the field strength.

Tractography comparison

Next, we compared tractography and the constructed cor-
tical network between 3T and 7T to evaluate how field
strength may affect brain connectivity computations. Table
5 compares three basic fiber parameters (including the num-
ber of fibers, and maximum and mean fiber length) for the
whole brain tractography results, between protocols in each
dataset. For dataset 1, the number of fibers and mean fiber
length showed a nominal difference between 3T-AC and
7T-SOS using a lax significance threshold of 0.05 (paired t-
tests, p = 0.03 and 0.04, respectively). However, if we correct
for multiple comparisons, the Bonferroni corrected signifi-
cance threshold should be set to p < 0.05/3, so none of these
is significant. Table 5 shows no detectable effect of the recon-
struction methods on our tractography results (paired t-tests,
p > 0.05 for dataset 2 and 3).

To further show that there were no drastic differences at
the gross anatomical level, Figure 2 shows one frontal view
of the whole-brain tractography for one subject per dataset.
On visual inspection, the main white matter fiber tracts
have similar orientations between protocols in each dataset.
To quantitatively assess differences in whole-brain tractogra-
phy, we conducted a formal network analysis.

Brain connectivity comparison

When comparing connectivity maps, it is important to as-
sess connections that are robust and found in a reasonable
number of individual subjects. If all subjects had a nonzero
value for the connection between any two ROIs, we treated
this connection as valid; otherwise, it was treated as zero.
This makes the computed networks more robust to errors in
tractography—especially errors that do not occur repeatedly
in many different subjects. The first three rows in Figure 3
show that the mean connectivity patterns were visually sim-
ilar between protocols. To assess differences in connectivity
between protocols in each dataset, we performed a paired
Student’s t-test for each connection between every pair of
ROIs in Table 2, only when the connection was non-zero at
both field strengths. In this situation, 4206 connections were
evaluated (the total number of possible connections is
113 · 112/2 = 6328). The resultant false discovery rate (FDR)
(Benjamini and Hochberg, 1995) critical value (threshold)
that controlled the false discovery rate at 5% was p =
8.83 · 10�3; only 18 connections passed the FDR critical
threshold when testing connections for which 7T-SOS > 3T-
AC in dataset 1 (i.e., testing connections more prevalent at
7T-SOS) and no connections were found significant in dataset
2 and 3 or when comparing 3T-AC > 7T-SOS (i.e., no connec-
tions were consistently more prevalent at 3T-AC) in dataset 1.
As such, there was a significant difference in the overall pat-
tern between 3T-AC and 7T-SOS, even after correcting for
the number of valid connections tested. The last row in Figure
3 shows connections that passed FDR when comparing 7T-
SOS > 3T-AC. For several pairs of regions, a greater propor-
tion of connections was recovered at 7T-SOS, such as those
between the cingulate gyrus ROI and thalamus. Moreover,
greater deep subcortical connectivity was apparent at 7T-
SOS (see last row in Fig. 3). Table 6 lists all connections that

Table 5. Comparison of Whole-Brain Fiber Tractography Summary Parameters

Between Scanning Protocols, Across Three Datasets

Dataset 1

Fiber number Max fiber length Mean fiber length

3T-AC 34582 – 2089 170.16 – 18.11 mm 35.29 – 2.38 mm
7T-SOS 35618 – 2216 167.90 – 15.63 mm 36.86 – 2.56 mm
Paired T test p value (3T-AC < 7T-SOS) 0.0333 0.9349 0.0411

Dataset 2

Fiber number Max fiber length Mean fiber length

3T-AC 30736 – 4080 173.02 – 20.94 mm 34.57 – 2.49 mm
3T-SOS 30262 – 4008 176.08 – 21.98 mm 34.64 – 2.58 mm
Paired T test p value (3T-AC < 3T-SOS) 0.5964 0.3831 0.4765

Dataset 3

Fiber number Max fiber length Mean fiber length

7T-SOS 31513 – 2867 161.19 – 16.39 mm 31.94 – 1.96 mm
7T-SENSE1 31907 – 3416 170.04 – 20.92 mm 31.93 – 2.05 mm
Paired T test p value (7T-SOS < 7T-SENSE1) 0.1035 0.0841 0.5465

Results are averaged across the subjects in each dataset. The minimum fiber length was set to 10 mm for each. To correct for multiple com-
parisons, the Bonferroni corrected significance threshold was set to p < 0.05/3. All results are null if properly corrected for multiple compar-
isons. The bold values highlight comparisons that passed the significance threshold.

FIELD EFFECTS ON BRAIN NETWORKS 79



passed FDR, with their associated p-values. Although there
must be an objective reality about the density of neural fibers
in these regions, clearly the two protocols are differentially
able to detect the connections in these regions, leading to a
network representation that depends on the protocol. More-
over, Figure 3 also suggests that the difference in connectivity
due to different reconstruction methods is not significant in
our dataset, although it may be in others.

Field strength effects on network measures

We next tested how the choice of scanning protocol af-
fected the five common network measures. One common
step in graph theory analysis is to select a threshold for the
network, termed the sparsity. Networks with a sparsity of
0.30 retain only 30% of the connections of the full-sparsity net-
work, eliminating the ones with smallest weights (which
tends to retain only the most reliable, major connections).
We first computed five network measures at multiple levels
of sparsity (over the allowable range, [0.01, 1], in increments
of 0.01). Figure 4 shows that the general trends for five net-
work measures between protocols in each dataset (listed in
Table 1) are quite similar although there are differences in
some sparsity measures. To compare these network mea-
sures, selecting a single sparsity level may arbitrarily affect
the network measures; thus, we evaluated the area under
the curve (AUC) over the selected range of sparsities to gen-
erate more stable scores for all network measures. The range
selected is also an important factor for the evaluation, which
is highly related to the specific network. We chose 0.21 as the
lower boundary for the sparsity range, as it represents the
point below which networks begin to fragment into multiple
non-connected components, and therefore, the resultant
graphs are considered to be unstable. This may be supported
by the fluctuating curve in the range ([0.01*0.2]) in Figure 4.
At higher sparsities, brain networks become topologically in-
distinguishable from random graphs and so are less biologi-

cally plausible (Sporns, 2011). To determine the upper
boundary for the sparsity range, we calculated the network
density for the unthresholded networks across all subjects—
the lowest value was selected as it will still retain the most
highly represented connections across all the subjects. So for
each subject, the network density is calculated as the total
number of edges in the raw brain network divided by the
total number of possible connections in the network. 0.4527
was the smallest network density value for all the subjects,
so we chose 0.45 as the upper limit of the sparsity range.
We computed the AUC over the sparsity range [0.21, 0.45]; re-
sults of these comparisons are shown in Table 7.

From Table 7, the 7T-SOS protocol yielded networks, com-
pared to 3T-AC, that had a significantly lower CPL, signifi-
cantly higher GE and higher MCC, if we use the standard
nominal significance threshold of p < 0.05. Clearly, they may
be due to slight differences in the fiber counts and propor-
tional representation of fibers between different regions, as
well the detection of additional fibers. For other measures,
there were no significant differences between 3T-AC and
7T-SOS. Furthermore, AUC comparisons of the five network
measures by reconstruction method detected no effect of the
reconstruction method when comparing 3T-AC with 3T-SOS,
and when comparing 7T-SOS to 7T-SENSE1. Although the re-
construction methods may not have contributed significantly
to the differences in network measures seen here, the network
computed at a high field-strength (7T) appears to be more ef-
ficient than the corresponding one computed from a low
field-strength (3T). Clearly, as the same subjects were
assessed, there can be no biological reality to any claim that
the network is more efficient when scanned in a certain
way. More likely, the proportional representation of connec-
tions may cause these effects, as not all the connections in
the brain can be imaged by any specific protocol. Even so,
the MOD and SW metrics—two of the five most popular con-
nectivity metrics used today—are more robust to scanner
field strength than the others.

FIG. 2. Several coronal
views allow a visual
comparison of the whole-
brain tractography results in
one subject per dataset. They
show generally similar gross
anatomical patterns between
protocols in each dataset. A
color code is used to
distinguish fibers with
dominant diffusion directions
in the left–right (red),
anterior–posterior (green),
and superior–inferior (blue)
directions.
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FIG. 3. Differences in measured brain connectivity patterns. The first three rows show the mean connectivity pattern (first two
columns) and connectivity difference between protocols for the three datasets (in Table 1). Within each row, the exact same
subjects are scanned—only the scanner or the reconstruction methods differ. All fiber counts are normalized to the whole
brain fiber count, so this difference only refers to the proportional representation of connections, which leads to the assignment
of weights in the overall network. In general, connectivity patterns are very similar across protocols. In the maps of mean con-
nectivity across all subjects, red colors indicate a stronger connection (more fibers detected) and blue colors denote a weaker
connection (fewer fibers); in the connectivity difference maps, a red color indicates a positive difference and a blue color rep-
resents a negative difference. The last row shows connections that passed false discovery rate (FDR) (q = 0.05) in paired Stu-
dent’s t-tests when comparing 7T-SOS > 3T-AC in dataset 1 (i.e., connection density was higher at 7T-SOS). No connections
passed FDR (q = 0.05) in datasets 2 or 3—the tests of effects of reconstruction methods—or when comparing 3T-AC > 7T-
SOS (i.e., where connection density was higher at 3T-AC) in dataset 1. Each red dot in the plot represents one ROI, numbered
according to the index in Table 2. The line between two red dots represents the fiber connection between them (in reality, these
are curved 3D lines, but a straight line is used for visual clarity). Overall, the higher field strength (7T) enhanced the apparent
strength of some subcortical connections, that is, proportionally more fibers were detected in the whole brain tractography.
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Discussion and Conclusion

Our work here aimed to understand how higher field scan-
ning (here 7T vs. 3T) might affect brain connectivity mea-
sures, including some of the main connectivity metrics used
today. With the advent of major international efforts to exam-
ine brain connectivity both structurally and functionally,
there is clear interest in understanding what factors affect
fundamental brain connectivity metrics. These include scan-
ner and protocol effects—not just biological effects. Such in-
formation is relevant when deciding how to pool
connectivity data across scanners, and in deciding if changes
in scanner protocols are likely to affect connectivity analyses.

In this study, the 7T and 3T scans differed in several re-
spects. As expected from MRI theory, the higher field proto-
col boosted the SNR for some of the fundamental diffusion
imaging parameters, such as the signal in the reference im-
ages (non-diffusion weighted images, or b0 scans) collected
to assess diffusion-based MR signal attenuation. This is a
clear advantage as it boosts the SNR for all downstream com-
putations (some more than others). Even so, the fiber integri-
ty—as measured by the FA, a very widely used metric—was
not systematically higher or lower at 7T for any studied ROI,
or in the brain’s white matter as a whole. This is also expected
from MR theory. Two out of the 15 ROIs had nominally
higher FA at 7T than 3T, but the effects were small and did
not pass a multiple comparisons correction. However, MD,
AD, and RD were significantly lower at 7T than 3T in most
ROIs, an effect worthy of future study.

Connectivity matrices from whole-brain tractography
tended to pick up a greater density for some subcortical con-
nections at 7T, or—more precisely—there were several con-
nections in the thalamus and hippocampus whose density
was apparently higher at 7T. Clearly, there is a tendency to
expect that the 7T data should better represent the objective
reality of neural pathways. Nevertheless, without further val-
idation, it is extremely difficult to say what the correct level of

fiber representation is in a structural network. Clearly, it de-
pends on the spatial scale of the measurement: in scans
with larger voxels, thinner or less prominent connections
will be overlooked, or de-emphasized. Ongoing work by
Zalesky et al. (2010) examines how network nodes, weights,
and properties depend on the selection of nodes, including
how densely they are sampled. Parallel work by our own
group revealed effects of voxel size, numbers of diffusion gra-
dients, and diffusion weighting schemes on the local diffusion
model. Any downstream operations, such as tractography and
network measures, might show similar dependencies, as dem-
onstrated here.

This study has limitations. With three datasets from two
scanners, we were able to identify key differences in network
patterns. However, we cannot say with certainty that other
differences are not present. A larger sample of subjects
would offer greater power to resolve differences, and this is
one of the aims of the Human Connectome Project. We eval-
uated different data reconstruction methods that did not ap-
pear to affect the results.

A second unavoidable limitation is that the differences seen
here may arise from differences in scanner capabilities, hard-
ware, and sequence parameter choices, rather than differences
that would be found on other 7T or at 3T scanners. Clearly, if
we had used scanners with different capabilities (e.g., the 3T
scanners to be used for the Human Connectome Project,
which have maximum gradient strengths of 100 mT/m (Wash-
ington University–University of Minnesota Consortium) and
300 mT/m (MGH-UCLA consortium), or recently demon-
strated accelerated pulse sequences that can reduce the repeti-
tion time (Feinberg et al., 2010; Setsompop et al., 2012), we may
have found different patterns of differences, including the dif-
ferences between scanners. A reasonable future goal might be
to perform meta-analyses to see if the findings reported here
are corroborated when much larger datasets are available.

Whether our observed network differences should cause
concern for other studies depends on whether the biological

Table 6. Connections More Prominent at 7T

Connections p value Connections p value

Right caudate and right thalamus 3.70E-03 Left postcentral gyrus
and left precentral gyrus

1.02E-04

Right hippocampus and right thalamus 1.98E-04 Right cingulate gyrus, anterior division
and right thalamus

1.10E-03

Right hippocampus and right caudate 6.51E-04 Left cingulate gyrus, posterior division
and left thalamus

8.50E-03

Right hippocampus and right pallidum 3.50E-03 Left cingulate gyrus, posterior division
and left caudate

3.80E-03

Right amygdala and right thalamus 8.80E-03 Right cingulate gyrus, posterior division
and right thalamus

5.82E-05

Right amygdala and right putamen 7.90E-03 Right cingulate gyrus, posterior division
and right caudate

1.93E-04

Right amygdala and right pallidum 8.50E-03 Right cingulate gyrus, posterior division
and right hippocampus

1.20E-03

Left precentral gyrus and left caudate 7.77E-05 Left parahippocampal gyrus, posterior division
and left thalamus

7.60E-03

Right precentral gyrus and right thalamus 1.80E-03 Left central opercular cortex
and left insular cortex

2.0E-03

Here we list all the connections that passed the multiple comparisons threshold of FDR (q = 0.05), in paired Student’s t-tests when comparing
7T-SOS > 3T-AC (i.e., connection density was higher at 7T-SOS) in dataset 1. This lists connections more prominent at 7T. FDR, false discovery
rate.
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FIG. 4. Protocol effects on anatomical connectivity network measures, for our three datasets (Table 1). The general trends are
similar, although there are differences at some sparsities. Sparsity is a free parameter in the comparison of networks, that con-
trols what percentage of the edges are retained (here, we express it on a scale of 0.01 to 1; zero means an empty network and ‘‘1’’
means a full network).
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effects of interest are confounded with the scanner field
strengths, whether the effects of interest are small relative
to these scanner effects, and whether they can be adequately
modeled or inferred. Sometimes, inter-scanner effects are a
source of error variance that is not modeled at all. Clearly,
as neural networks have a spatial scale finer than the resolu-
tion of current in vivo scanners, structural networks always do
reflect scanner sensitivity to some extent. Some connections
may be invisible, and some of those presented may be more
robust than others. New mathematical metrics of network
connectivity may also be developed in the future that are
more robust to protocol and scanner effects, and their devel-
opment may be spurred by empirical efforts to measure these
effects. These may include meta-analytic methods, voting
methods, and Bayesian methods, which have been successful
in other fields.
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Adriany G, Kim SG, Uğurbil K, Hu X. 2003. Spin-echo fMRI
in humans using high spatial resolutions and high magnetic
fields. Magn Reson Med 49:655–664.

Zalesky A, Fornito A, Harding IH, Cocchi L, Yucel M, Pantelis C,
et al. 2010. Whole-brain anatomical networks: does the choice
of nodes matter? Neuroimage 50:970–983.

Zhan L, Jahanshad N, Ennis DB, Jin Y, Bernstein MA, Borowski
BJ, Jack CR, Toga AW, Leow AD, Thompson PM. 2012. Angu-
lar versus spatial resolution trade-offs for diffusion imaging
under time constraints. Hum Brain Mapp [Epub ahead of
print]; DOI: 10.1002/hbm.22094

Zhan L, Leow AD, Aganj I, Lenglet C, Sapiro G, Yacoub E, Harel
N, Toga AW, Thompson PM. 2011. Differential information
content in staggered multiple shell HARDI measured by the
tensor distribution function. ISBI 2011, 305–309.

Zhan L, Leow AD, Jahanshad N, Chiang MC, Barysheva M, Lee
AD, Toga AW, McMahon KL, de Zubicaray GI, Wright MJ,
Thompson PM. 2010. How does angular resolution affect dif-
fusion imaging measures? Neuroimage 49:1357–1371.

Zhan L, Leow AD, Zhu S, Chiang MC, Barysheva M, Toga AW,
McMahon KL, de Zubicaray GI, Wright MJ, Thompson PM.
2009a. Analyzing multi-fiber reconstruction in high angular
resolution diffusion imaging using the tensor distribution
function. ISBI 2009, Boston, MA.

Zhan L, Leow AD, Zhu S, Hageman N, Chiang MC, Barysheva
M, Toga AW, Thompson PM. 2009b. What does Fractional
Anisotropy (FA) really measure? Medical Image Computing
and Computer Assisted Intervention (MICCAI 2009), Lon-
don, UK.

Address correspondence to:
Paul Thompson

Laboratory of Neuro Imaging
Department of Neurology
UCLA School of Medicine

635 Charles Young Drive South, Suite 225
Los Angeles, CA 90095-7334

E-mail: thompson@loni.ucla.edu

86 ZHAN ET AL.


