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Abstract

Mild traumatic brain injury (mTBI) is one of the most common neurological disorders for which a subset of pa-
tients develops persistent postconcussive symptoms. Previous studies discovered abnormalities and disruptions
in the brain functional networks of mTBI patients principally using static functional connectivity measures which
assume that neural communication across the brain is static during resting state conditions. In this study, we ex-
amine the differences in dynamic neural communication between mTBI and control participants through the
application of a combination of dynamic functional analysis and graph theoretic algorithms. Resting state func-
tional magnetic resonance imaging data was obtained on 47 mTBI patients at the acute stage of injury and 30
demographically matched healthy control participants. Results show unique alterations in both the static and dy-
namic functional connectivity at the acute stage in mTBI patients who suffer persistent symptoms (=6 months
after injury). In addition, mTBI patients with postconcussion syndrome demonstrated a unique allocation of
time in various brain states compared to both control participants and mTBI patients with favorable outcomes.
These findings suggest that global damage to the overall communication across the brain in the acute stage may
contribute to chronic mTBI symptoms. Dynamic functional analysis is a powerful tool that provides insights into
the brain states and the innovative analysis methodology utilized may hold the potential to delineate patients pre-
disposed to poor outcomes upon early presentation following injury.
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Introduction

RAUMATIC BRAIN INJURY (TBI) is one of the most com-

mon neurological disorders in the United States with
~ 1.5 million cases reported annually (Faul et al., 2010).
The vast majority of these cases (~75%) are diagnosed as
mild TBI (mTBI) based on a Glasgow Coma Scale (GCS)
score of 13—15. Many patients seek treatment in the emer-
gency room but because conventional magnetic resonance
imaging (MRI) and computed tomography (CT) often lack
the sensitivity to detect subtle intracranial injuries in mTBI
patients, these patients are immediately discharged and rarely
receive follow up care for their injury. Although many patients
diagnosed with mTBI make a full recovery in the first weeks
after injury, a significant subset develops persistent postcon-
cussion syndrome (PCS) (McMahon et al., 2014). These
symptoms include cognitive deficits, somatic complaints,
and neuropsychological symptoms (Dischinger et al., 2009).

The lack of suitable biological or imaging markers in the
acute stage of injury to indicate long-term prognosis remains
a considerable challenge facing clinicians. Therefore, further
research on early diagnosis and outcome prediction is needed
to distinguish which patients may have the propensity for a
poor outcome following mTBI, ultimately allowing for
early interventions to mitigate chronic symptoms.

Numerous studies have focused on understanding disrup-
tions within specific neural networks and have noted alter-
ations in resting state functional connectivity following
mTBI across multiple stages of injury (Mayer et al., 2011;
Sours et al., 2013, 2015b; Stevens et al., 2012; Tang et al.,
2011; Vergara et al., 2017b; Zhou et al., 2012). However,
considering the heterogeneous nature of the initial impact
and the variable nature of the diffuse damage with potential
for proliferation toward secondary injury mechanisms asso-
ciated with mTBI, network level properties that assess global
functional communication may be more sensitive to frequently
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subtle focal injuries. Furthermore, traditional resting state
functional connectivity analysis makes the assumption that
the neural communication across the brain is stable during
resting state conditions. Yet, even during so-called ‘‘resting
state,”” it is known that an individual’s mind wanders and
that this dynamic process results in great variability in the pat-
terns of functional communication over time (Chang and
Glover, 2010). Recent advances in the field have shown
that additional information regarding anomalies in neural net-
work communication can be extracted from the dynamic na-
ture of functional connectivity (Calhoun et al., 2014;
Hutchison et al., 2013). This additional information may pro-
vide complementary insights to those obtained from static
functional connectivity analysis.

While the majority of groups that investigated functional
connectivity following mTBI have used static functional
connectivity analysis, recently, groups have started to
consider how dynamic changes in functional connectivity
may be altered following mTBI (Mayer et al., 2015; Vergara
et al., 2017a; Vergara et al., 2017b; Vergara et al., 2018) as
well as moderate and severe TBI (Gilbert et al., 2018). In
spite of differences in methodology, these groups have pre-
sented variable levels of success in using dynamic functional
connectivity measures, either globally or within individual
sub-networks, to both characterize and discriminate TBI
populations from control groups. However, these studies
have investigated dynamic connectivity metrics at various
stages of injury, have been limited to a single time point,
and have not considered long-term outcomes of the patients
in the analysis. Hence, no comparisons were made between
patients with good and poor outcomes, based on either cur-
rent symptomology or future, persistent symptoms.

We hypothesize that the static and dynamic networks dif-
fer significantly between patients who have poor outcomes
compared to those patients who make full recoveries. We ex-
plored this idea by using a data-driven method that does not
make any prior assumptions about the pathology of mTBI to
determine if network level properties of dynamic functional
connectivity present during the acute stage of injury provide
unique information regarding temporal dynamics of neural
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communication. Furthermore, we investigated whether
these measures have the ability to detect differences between
mTBI subjects who fully recover and those who suffer from
persistent PCS.

Materials and Methods
Participants

Forty-seven mTBI patients (41.7+17.3 years, 34 M/13 F)
were prospectively recruited from the R Adams Cowley
Shock Trauma Center at the University of Maryland Medical
Center as part of a larger protocol using a combination of ad-
vanced MRI and neuropsychological assessments. This study
was approved by the University of Maryland institutional re-
view board. All mTBI patients were scanned within 10 days
of injury (range: 0—10 days; mean: 7 days). Thirty neurolog-
ically intact subjects (40.2 = 18.4 years, 18 M/12 F) served as
the control population. All participants were over the age of
18. Control and mTBI participants were excluded for history
of neurological or psychiatric disorder, history of stroke, sei-
zures, brain tumors, or previous brain injury requiring hospi-
talization. Patients were classified into the mTBI category if
they had an admission GCS of 13-15 and a mechanism of in-
jury consistent with trauma. In addition, mTBI patients were
included based on either (1) positive head CT or (2) loss of
consciousness and/or amnesia and evidence of head trauma
consistent with TBI. Based on the inclusion criteria, this
study included patients classified as complicated mTBI (pos-
itive admission head CT) and uncomplicated mTBI (negative
admission head CT). It is important to note, that those pa-
tients we have classified as complicated mTBI may be cate-
gorized as moderate TBI based upon other classification
systems such as the Department of Defense/Veteran Affairs
or Mayo TBI classification systems. Mechanisms of injury
included falls, motor vehicle accidents, motorcycle acci-
dents, accidental hits with blunt objects, assaults, bicycle ac-
cidents, and recreational sports accidents (see Table 1 for
breakdown of injury mechanisms between groups).

The mTBI population was further divided into two cohorts
including those with PCS (PCS+) and those without PCS

TABLE 1. DEMOGRAPHICS

HC PCS+ PCS— Statistical difference

n 30 24 23
Age 40.2+184 445+17.5 38.8£16.9 F=0.696; p=0.50
Education 15+£2 1412 1413 F=1.927; p=0.15
Sex 18 M/12F I5M/9F 19M/4F 1*=3.4;p=0.18
GCS NA 14.6+0.7 15.0+£0.2 p=0.04
Days postinjury NA 7+3 6+3 p=0.49
MR+ or CT+ NA 8/24 (33%) 7/23 (30%)
Mechanism of injury

MCC NA 4 (16%) 2 (9%)

MVC NA 5 (21%) 2 (9%)

Fall NA 11 (46%) 8 (35%)

Bicycle NA 2 (8%) 2 (9%)

Sports accident NA 0 (0%) 2 (9%)

Hit with blunt object NA 1 (4%) 2 (9%)

Assault NA 1 (4%) 5 (22%)

Demographics of the three groups including the healthy control population and the TBI population consisting of PCS+ and PCS—.
CT, computed tomography; GCS, Glasgow Coma Scale; HC, healthy controls; MR, magnetic resonance; NA, not applicable; PCS, post-
concussion syndrome; PCS+, patients with PCS; PCS—, patients without PCS; MCC, motorcycle collision; MVC, motor vehicle collision.
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(PCS—) based on self-reported symptoms on the Modified
Rivermead Post Concussion Questionnaire (RPQ) at a 6
month follow-up visit (King et al., 1995). The RPQ asks
participants to rate a series of common postconcussive symp-
toms on a scale of 0—4. Based on the International Classifica-
tion of Disease 10th revision (ICD10) symptom criteria for
PCS, PCS was defined as those who reported three or more
of the following symptoms lasting for greater than three
months: sleep disturbances, headaches, dizziness, trouble
concentrating, memory problems, fatigue, and irritability
(World Health Organization, 2010).

Magnetic resonance data acquisition

All imaging was performed on a Siemens Tim-Trio 3T
MRI scanner (Malvern, PA) using a 12-channel receive-
only head coil. A high-resolution T1-weighted magnetiza-
tion prepared rapid acquisition gradient echo (T1-MPRAGE)
(echo time [TE] =3.44 msec, repetition time [TR]=2250 msec,
inversion time [TI]=900msec, flip angle=9°, resolution=
256 X256 x 96, field-of-view [FOV] =22 cm, slices thickness =
1.5mm) was acquired for anatomic reference with slices
parallel to the anterior and posterior commissure points.
For the resting state functional MRI (fMRI) scan, T2%*-
weighted images were acquired using a single-shot echo-
planar imaging sequence (TE=30msec, TR=2000msec,
FOV =230 mm, resolution = 64 X 64) with 36 axial slices (sli-
ces thickness =4 mm) over 5 min 42 sec that yielded 171 vol-
umes after discarding the first three volumes to minimize steady
state effects. During the resting state scans, the participants
were instructed to rest peacefully with their eyes closed.

fMRI data preprocessing

Standard preprocessing steps were applied to the resting
state fMRI data using AFNI (Cox, 1996). Preprocessing
included slice timing correction, registration of all 171 vol-
umes to the first volume of the time series, normalization
to percent signal change, spatial smoothing (6 mm Gaussian
Kernel), and band pass filtering (0.00 SHz < £<0.1 Hz). The
structural T1-MPRAGE was co-registered to the resting state
mean blood oxygenation level dependent (BOLD) data and
segmented to white matter (WM), gray matter and cerebro-
spinal fluid (CSF) using SPM8 (SPMS, 2009). The average
signal from the mean BOLD time series from the WM and
CSF mask and the six motion correction parameters were
included in the model as regressors to remove the variance
related to non-neuronal contributions and motion. Resting
state BOLD data was spatially normalized to Talairach space
using the transformation matrix from the registration of
the TI-MPRAGE to the TT_N27 Talairach template within
AFNI (Talairach and Tournoux, 1988). Resting state BOLD
data was spatially resampled to 2mm isotropic resolution.

Network analysis methodology

The processing pipeline used in this study is illustrated in
Figure 1. The first step consists of a group-level independent
component analysis (ICA) that was applied to the resting
state fMRI data for all the subjects to generate a common
set of nonoverlapping spatial patterns. A hierarchical
model was used to extract these common spatial patterns
based on the canonical ICA (canICA) as discussed below.
Subject specific time courses corresponding to each spatial
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FIG. 1. Diagram outlining the analysis pipeline. canICA,

canonical independent component analysis.

pattern were reconstructed using the robust Ridge regression
method (Hoerl and Kennard, 1970; Pedregosa et al., 2011).
Finally, for each subject, a series of functional connectivity
weighted graphs were constructed, capturing the functional
interactions during a sliding time window. The sliding win-
dow consists of 28 temporal overlapping epochs, with a
step length of 5 time points (10 sec). Various window sizes
and step lengths were investigated with similar results (Sup-
plementary Tables S1-S4). These graphs were then used to
investigate graph properties of the functional networks on
an individual basis.

Graph properties investigated include the average shortest
path (SP), average clustering coefficient (CC), and average
weight of the minimum spanning trees (MST). Group differ-
ences in the neural communication properties among the
three population groups were examined in two different
ways. First, global functional network analysis was com-
pleted. For each subject, the temporal dynamics of the global
functional network were determined by computing the mov-
ing pair-wise absolute difference between network properties
of adjacent time windows using all the independent compo-
nents. Second, a state analysis was used to identify typical
functional network states, followed by investigation of the
characteristics of each state and the distribution of time
spent in each state by subjects of the different groups. Such
analysis enabled us to shed more light on the differences
among the three groups. In addition, preliminary analysis
was performed to investigate alterations in static and dynamic
connectivity within various sub-networks. For each subject
and for a given set of sub-networks, the temporal dynamics
of each individual sub-network were determined by comput-
ing the pair-wise absolute difference between network proper-
ties of adjacent time windows using only components within
the given sub-network.

Group level spatial patterns and subject-specific
time courses

We used canlCA to generate group level spatial maps
(Varoquaux et al., 2010a, 2010b). The canICA processing
pipeline determines a set of spatial map components that
are common to all subjects; this is performed through a hier-
archical model with multiple stages of estimation and data
processing. A detailed explanation of the mathematical meth-
odologies behind this approach can be found in Varoquaux
et al. (2010b) and is briefly described below.
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canlCA uses principal component analysis to project the
data onto the subspace that captures most of the variance
in the data. Specifically, singular value decomposition was
used to decompose the observation matrix Y, of each subject
s, to determine the top components. Various numbers of com-
ponents were investigated (20, 40, 50, 80, and 100) with sim-
ilar results. The results represent the top 40 components, and
are consistent and comparable with prior research (Sair et al.,
2016; Tie et al., 2014; Varoquaux et al., 2010b). At a group
level, canonical correlation analysis was used to find a com-
mon shared subspace that captures the maximum correlation
among all the subjects and to identify a stable-component
subspace. The FASTICA algorithm (Hyvarinen, 1999) was
applied on this subspace to determine the group level inde-
pendent components. These components provided group
level spatial maps. FASTICA identified 40 spatial patterns
of which 34 components were labeled with known func-
tional regions and the remaining six were discarded as
noise due to activation patterns within WM and CSF. The in-
dependent components thus determined were assigned to the
following sub-networks: visual network, cognitive control
network, default mode network (DMN), auditory network,
cerebellar network, sub-cortical network, and sensorimotor
network (Fig. 2). The labeling scheme is similar to what
has been reported in the literature (van den Heuvel et al.,
2009; Varoquaux et al., 2010b). This set of spatial patterns
for these networks was used to make group comparisons
among the three cohorts.

Subject-specific BOLD time series were derived from the
resting state data for each of the 34 identified spatial compo-
nents using the robust Ridge regression method with cross
validation (Hoerl and Kennard, 1970; Pedregosa et al.,
2011). The subject-specific time series were used to construct

Auditory

Visual

FIG. 2. Visual representa- Cognitive
tion of the component de- Control

rived by canICA divided into
seven functional sub-
networks. They are labeled
according to their anatomical
positions: visual, auditory,
cognitive control, sensorimo-
tor, sub-cortical, cerebellum,
and default mode network.

Sensorimotor

Sub-cortical

Cerebellum
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the functional network G=(V,E), where V consists of 34 ver-
tices corresponding to the 34 group level spatial patterns, and E
consists of the edges between all pairs of vertices such that the
weight of each edge is the distance between the two time series
corresponding to the end points of the edge. We selected the
L1 norm metric to capture the distance between the time series
of spatial components, which is more appropriate than a simi-
larity measure such as correlation for our graph-theoretic met-
rics. In many applications, the L1 norm has been used for the
analysis and clustering of time series. The recent work of Ding
et al. (2008) performs a thorough comparison between the var-
ious distance measures used to analyze time series, and shows
that the L1 norm is a competitive distance metric comparable
to the Euclidean and slightly inferior to the Dynamic Time
Warping metric in some cases. Overall the L1 norm is consid-
ered to be a reliable measure of dissimilarity between two time
series.

Functional network construction
and network measurements

To measure different aspects of the dynamics of the func-
tional networks, the following network characteristics were
computed.

Average SP. This parameter, which is also referred to as
the characteristic path length, is a measure of the global con-
nectivity in the network and represents the efficiency of the
information exchange on a network (Cherkassky et al.,
1996). The algorithm is used to find the path that has smallest
accumulative weight d(s,t) to travel from a vertex, se V to an-
other vertex te V of a weighted graph. The average SP length
is defined by:
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where |V|=n.

Average local CC. This parameter quantifies how close
the neighbors of a vertex are to being a clique. In other
words, it captures the level of local connectedness of the net-
work. The networks with larger average CCs have a more
modular structure than those with smaller average CCs
(Watts and Strogatz, 1998). We use the weighted-graph var-
iant of CC as defined in Saramaki et al. (2007). The average
clustering coefficient C is computed as:

1
[ S — (éuvéuwévw)l/3 2)
deg(u)deg(u) — 1 erlv

1
=¥ e 3)

Where the edge weight é,, are normalized by maximum
weight in the network: é,, =e,,/max(e), and deg(u) is the
connectivity degree of vertex u, which is 34 in this work.

Average weight of MST. An MST is a sub-graph that con-
tains all the vertices such that the sub-graph is a tree and the
sum of the weights of its edges is at a minimum. The weight
of a MST is used to estimate the minimal broadcast cost of
the original graph (Pettie and Ramachandran, 2002).

Sliding window analysis

The most popular dynamic functional analysis method in-
volves a sliding window of fixed size over the time domain.
The entire time series of 171 time points was segmented into
28 overlapping short time intervals each a length of 28 TRs
with a step size of 5 TRs. For each time window &, we define
a distance matrix D* of size 34 x 34 which captures the dy-
namics between all pairs of spatial components during time
window k. More specifically, for each subject, the (i, j)™ el-
ement of D* is computed as the L1 norm between the time
series X/, X,-k corresponding to components X; and X; over
the k™ time window segment:

D = d\ (X, X}") )

where d;() is the sum of the absolute values of the differences
between the corresponding elements of the time series. Each
distance matrix defines a weighted adjacency matrix of the
functional network corresponding to the same time window.

The above mentioned graph theoretic parameters were
computed for each functional network defined over a time
window. Therefore, each subject in this study was character-
ized by a series of scores. For example, the series of the av-
erage SP for subject, s, can be denoted by: Zs={z,, k=1,...,
K}, where z, ;. is the average SP of the subject s’ network de-
fined over the time window k, and K is the number of window
segments.

Static connectivity

For each subject, we computed the static functional con-
nectivity of the time series of each type (SP, CC, MST) of
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network measurements as shown in Equation (5). For each
subject s, a static functional connectivity network is con-
structed using the L1 norm between the individual’s time se-
ries. The L1 norm between time series X; and time series X is
computed as shown in Equation (5).

171
D, s, static = Z ‘X{’ _XJI” 5)
p=1

where X/ is the p™ time point of the j™ time series of subject s.
The three types of network measurements as described

above were performed on the static functional connectivity

network? PrOdUCing ZSP,s,statim ZMST,.v,statica and ZCC,s,statis'

Dynamic connectivity

The dynamic aspects of the network measurement can be
captured by using the average of the scaled differences of the
scores between consecutive values as described in Equation
(6) for SP.

1 K—-1

K—-1,5

ZSP,s,k+1—ZSP, s,k

(6)

ZSP, s, dynamic =

ISP, s,k

The normalization in the denominator is necessary to correct
the effect of the magnitudes of the values appearing in the
original time series. The more dynamic or variable the func-
tional states are, the larger this summary score will be.

Statistical analysis

For each network measurement, each subject was charac-
terized by a series of static and dynamic scores for each of
SP, CC, and MST respectively. Analysis of variance
(ANOVA) was performed to detect possible group level dif-
ferences. For the measurements with a significant ANOVA
(p<0.05), post-hoc t-tests were used to determine pair-
wise difference (p<0.05). Results are shown uncorrected
for multiple comparisons.

State analysis

An additional in-depth analysis was performed to shed
light on the functional differences among the three groups.
The K-means clustering algorithm was used to cluster the
set of all distance matrices over all window slices of all
the subjects into a number of k clusters (Schwarz, 1978).
The K-means clustering algorithm identifies the most typi-
cal functional states by trying to minimize within cluster var-
iances. The distance between two states was computed using
the L1 norm. The K-means algorithm was randomly initial-
ized, and run 500 epochs to escape local minima. We used
the Bayesian Information Criterion (BIC) (Schwarz, 1978)
to determine the value of k, the number of clusters. The
BIC measure assumes a likelihood model, which can be
constructed by viewing the k-means clustering as a Gauss-
ian mixture model.

BIC is defined in Equation (7):

BIC = —2Inp(X|®, M)+ k(In n—In 2 1) 7

Where p(X | ©, M) is the marginal likelihood function given
the model M and the parameter @. The parameter, k, is the
number of free parameters to be estimated, and n is the num-
ber of data points included in the dataset, X (Kass and
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FIG. 3. BIC Scores for K-means Clustering. BIC scores
with various numbers of clusters, k. The k with the lowest
BIC is most preferable. BIC, Bayesian Information Criterion.

Raftery, 1995). A value of 5 for k for our dataset was chosen
(Fig. 3) using the lowest BIC value for k ranging from 2 to
15. Once the five clusters were identified, the centroid of
each functional state was determined.

The centroid states were used to label all the other states
(i.e., distance matrices) based on their memberships in the
k-means clustering. The individual functional activities can
be described as a temporal transition between the centroid
states. The three population groups may not spend an equal
amount of time in any given state. We captured the charac-
teristics of each state using the average connectivity strength,
which is inversely proportional to the mean of global con-
nection distance. The longer the functional distance, the
more loosely functionally connected the brain is. In addi-
tion, the average SP of the global functional network and
average weights of the MST of the global functional net-
work were determined for each state.

Results

The methodology described was applied to the resting
state fMRI data on all participants including controls,
PCS+ patients, and PCS— patients. Demographics for partic-
ipants are shown in Table 1.

Global functional connectivity

The differences in global functional connectivity among
the three groups were analyzed by constructing a series of
such networks using a moving time window for each subject
as described in the previous section. Each series of networks
produced a series of measurements Zg . .. ,Zs n windows, {OF
subject, s, one for each time segment. The static average
scores for the selected network properties (CC, SP, and
MST) for each group are shown in Figure 4 and Table 2.
The dynamic average scores are shown in Figure 5 and
Table 3. A detailed comparison of the three subgroups in-
cluding their network measurements, and results of the statis-
tical analysis are summarized in Supplementary Tables S5
and S6.

Both static and dynamic methods uncovered differences
of global functional networks between the PCS+ patients
and the other two groups, PCS— and healthy controls (HC).
Based on the results of the ANOVA, we observed a significant
group differences in the static MST (p=0.017). Post-hoc
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FIG. 4. Average static measurements of global network
properties for the HC (n=30), PCS+ (n=24), and PCS—
(n=23) sub-groups. (A) Static average clustering coefficient
(CC), (B) Static average shortest path (SP), (C) Static aver-
age weight of the minimum spanning trees (MST). *p <0.05
based on post-hoc t-tests. HC, healthy controls; PCS, post-
concussion syndrome; PCS+, patients with PCS; PCS—,
patients without PCS; SE, standard error.

t-tests revealed that PCS+ patients have larger MST compared
to both the HC population (p=0.014) and the PCS— patients
(p=0.019). In addition, we observed significant group differ-
ences in the static SP (p=0.026). Post-hoc t-tests revealed
that the PCS+ patients have larger SP compared to both the
HC population (p=0.037) and PCS— patients (p=0.013). No
differences were noted among the three groups in the static
CC (p=0.291) (Fig. 4). On the other hand, the dynamic analysis
demonstrated significant group differences in the dynamic CC
(p=0.033) and dynamic SP (p=0.010) (Fig. 5). Post hoc t-
tests revealed that PCS+ patients have slower dynamic changes
in CC (p=0.030) and SP (p=0.016) compared to the control
population. Moreover, PCS+ patients also had slower changes
occurring compared to PCS— patients in the dynamic SP
(p=0.011) and CC (p=0.003). No differences in dynamic
state of MST were noted between the three groups (p=0.207).

Preliminary sub-networks functional connectivity analysis

Studying the possible existence of statistical group differ-
ences within sub-networks can provide valuable insights into
which sub-networks contribute to the differences noted in the
whole-brain functional communication and also which sub-
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TABLE 2. WHOLE BRAIN STATIC CONNECTIVITY RESULTS

ANOVA Mean+ STD t-Test p-value
F  p-Value HC PCS+ PCS— HC vs. PCS+ HC vs. PCS— PCS+ vs. PCS—
CC 1256 0.291 0.723+£0.020  0.736+0.022  0.727+0.021 NA NA NA
SP  3.833 0.026 189.280%£2.426 190.563+£1.902 188.490£3.206 0.037 0.340 0.013
MST 4.315 0.017 7.343+£0.506  7.720+£0.543  7.359+0.449 0.014 0.909 0.019

Bold indicates p <0.05.

CC, clustering coefficient; MST, minimum spanning trees; SP, shortest path; STD, standard deviation.

networks may be most impacted by mTBI in a resting brain. In
this preliminary analysis, we separately examined the set of
time series belonging to each sub-network using the same
graph-theoretic methodology including SP, CC, and MST.
The sub-networks of interest include the visual network, cog-
nitive control network, DMN, auditory network, cerebellar
network, sub-cortical network, and sensorimotor network.
The sub-network measurements along a sliding window
were summarized to a single measure, using either the static
or the dynamic method defined in Equations (5) and (6).
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FIG.S5. Average dynamic measurements of global network
properties for the HC (n=30), PCS+ (n=24), and PCS—
(n=23) sub-groups. (A) Static average clustering coefficient
(CO), (B) Static average shortest path (SP), (C) Static aver-
age weight of the minimum spanning trees (MST). *p <0.05
based on post-hoc t-tests. SE, standard error.

The results of the auditory sub-network are summarized in
Supplementary Tables S5 and S6. While no group differences
were noted in dynamic functional connectivity for the CC, SP
or MST, significant group differences were noted in the static
SP (p=0.023) (Supplementary Fig. S1). Post hoc t-tests re-
veal that these group differences are driven by a decreased
connectivity in the PCS+ patients compared to the PCS— pa-
tients in the static SP (p=0.011). In addition, group differ-
ences were noted in the static CC for the visual network
(p=0.013). Post-hoc t-tests reveal that PCS+ patients have in-
creased static CC compared to the controls (p=0.009).

Based on the results of the ANOVAs for the other sub-
networks, there was no evidence of significant group differ-
ences for the cognitive control network, DMN, sub-cortical
network, sensorimotor network, or cerebellar network.

State analysis

To compare the different states, the connectivity strengths
were computed and ranked with 1 being the strongest and 5
being the weakest for each of the five states. Note that the
connectivity ranking of 1 indicates the smallest distances
and hence stronger functional connection. The ranks and
the amount of time each of our populations remained in a
state are summarized in Table 4. The average percent of
time in each state for each of the three groups is illustrated
in Figure 6A. Connectivity matrices representing each state
can be visualized as illustrated in Figure 6B. Group wise dif-
ferences in average connectivity within each state can be vi-
sualized as illustrated in Supplementary Figure S2. It is
apparent that PCS+ subjects spend very different amounts
of time in most of the states compared to both the controls
and PCS—. In particular, the PCS+ subjects spend 34.63%
of their time in State 2, the state in which the other two co-
horts only spent half that time.

Discussion

This study is one of the first to apply a combination of dy-
namic functional analysis and graph theoretic algorithms to
distinguish mTBI from control participants. We demonstrate
unique alterations in static and dynamic functional connec-
tivity at the acute stage of injury in mTBI patients who will
later suffer from persistent PCS when compared to both con-
trol participants and those mTBI patients who make a more
complete recovery. Based on our findings, we arrive at three
main conclusions. First, our findings regarding altered static
functional connectivity are consistent with previous reports
suggesting that in the acute stage of injury, functional com-
munication is disrupted on both a global scale as well as pro-
viding preliminary evidence of disruptions within individual
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TABLE 3. WHOLE BRAIN DYNAMIC ANALYSIS RESULTS: WINDOW SIZE 6, STEP LENGTH 5
ANOVA Mean = STD t-Test p-value
F p-Value HC PCS+ PCS— HC vs. PCS+ HC vs. PCS— PCS+ vs. PCS—
CC 3.553  0.033 0.052£0.007 0.048£0.005 0.054%0.009 0.030 0.442 0.016
SP 4878 0.010 0.037£0.008 0.031£0.006 0.039%£0.012 0.003 0.601 0.011
MST 1.606 0.207 0.033+£0.007 0.031+£0.005 0.036+0.012 NA NA NA

Bold indicates p <0.05.

CC, clustering coefficient; MST, minimum spanning trees; SP, shortest path; STD, standard deviation.

sub-networks. Second, the results show that the dynamics of
functional communication are uniquely changed in mTBI pa-
tients who have postconcussive symptoms persisting into the
chronic stage following injury. These changes in network dy-
namics are seen on a global level suggesting that damage to
the overall communication across various functional networks
may be associated with chronic symptoms. Finally, our results
show that mTBI patients with poor outcomes spend a different
amount of time in certain neural network configurations com-
pared to the control subjects and the patients without persistent
symptoms, providing further insights into possible neural con-
tributions to chronic symptoms. These conclusions are further
discussed in the following sections.

Alterations in static functional connectivity

Static functional connectivity analysis uncovered differ-
ences between PCS+ patients and both control subjects and
PCS— patients. Figure 4 and the corresponding Table 2
show in detail how each group is quantitatively different
from each other. Specifically, PCS+ patients have larger static
MST and SP compared to both the controls and PCS— pa-
tients. Static MST and SP are closely related to the broadcast
cost of a network; therefore, large static MST and SP suggest a
costly, less efficient communication within the network. These
results suggest that there is greater disruption in the functional
communication both within and between various neural net-
works in mTBI patients with persistent symptoms compared
to those without chronic symptoms.

The implications of these findings are two-fold. To our
knowledge this is the first time that global functional connec-
tivity measures have shown differences in mTBI patients
based on self-reported symptomology. There is great vari-
ability in the literature regarding functional connectivity
changes following mTBI within and between various net-
works as well as globally. This may be related to the fact
that studies often included both patients with and without
persistent symptoms, and the fact that analysis was not per-

formed on these studies based on long term outcomes, rather
the analysis was based only on a single stage of imaging
(Iraji et al., 2015; Johnson et al., 2012; Sours et al., 2013;
Tang et al., 2011; Vergara, 2017b; Zhou et al., 2012). Our
findings are further strengthened by the fact that connectivity
differences were not observed between the patients who
make a more complete recovery compared to the control
group at this acute time point, suggesting either a protective
mechanism within these patients or a difference in the initial
injury sequelae. As the field continues to move toward the
identification, and targeted treatment, of sub-categories of
TBI patients, additional research into the predictive value of
functional and structural neuroimaging modalities is needed
to guide these classifications.

Alterations in dynamic functional connectivity

On a global scale, our results demonstrate that mTBI pa-
tients with chronic symptoms have slower dynamic functional
connectivity as evidenced by a reduced dynamic SP and dy-
namic CC compared to the control group and PCS— patients
(Fig. 5 and Table 3). While the influence of mTBI on dynamic
functional connectivity has not been as extensively studied as
static functional connectivity measures following mTBI, our
results provide initial evidence that functional dynamics of
PCS+ patients change at a slower rate than that of the controls
and PCS— patients. On the other hand, in a recent report,
group differences in dynamic connectivity measures between
mTBI patients and controls were not observed after statisti-
cally controlling for multiple comparisons (Mayer et al.,
2015). Specifically, the article focused on group comparisons
within the DMN and sub-cortical structures using a dynamic
sliding window method. Their findings were based on mea-
sures of static or dynamic connectivity within specific net-
works. Although their methodology was similar to ours and
was based on the analysis of dynamic connectivity at a single
time point following injury in the semi-acute stage (within
21 days compared to within 10 days within our population),

TABLE 4. STATE ANALYSIS

Connectivity length Average MST Average SP HC (%) PCS+ (%) PCS— (%)
State-1 36.16 (5) 1.57 37.25 8.74 5.32 9.60
State-2 32.18 (4) 1.53 33.15 15.86 34.63 13.94
State-3 25.66 (1) 1.21 26.44 17.47 9.63 17.84
State-4 29.10 (2) 1.37 29.98 34.02 37.50 37.33
State-5 31.41 (3) 1.34 32.36 23.91 12.93 21.29

Characteristics of each state and the time spent in each state for HC and mTBI PCS+ and PCS—.
Values in parentheses indicate the rank of the connectivity strengths with 1 being the strongest and 5 being the weakest.

mTBI, mild traumatic brain injury.
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A HC

PCS-

their analysis was focused on group differences and not long-
term outcomes which may explain the differences in find-
ings. However, this group recently, reanalyzed their data
using different methodology and noted increased dynamic
functional network connectivity between cerebellum and
sensorimotor networks within specific connectivity states
(Vergara et al., 2018). This result further highlights the poten-
tial impact that different methods have on reported group dif-
ferences and remains a limitation within this upcoming field.

The differentiation of mTBI patients according to their re-
covery 6 months after the injury is a unique contribution that
our study brings to the current literature. The reduced ability
to efficiently transition between various neural network con-
figurations may make an individual more susceptible to poor
recovery leading to long-term persistent symptoms. Other
predisposing factors might further exacerbate the extent of
mTBI in patients with pre-existing psychiatric or substance
abuse problems, poor general health, concurrent orthopedic
injuries, or comorbid problems (e.g., chronic pain, depres-
sion, and increased life stress such as unemployment, and
protracted litigation) (Isometsa, 2014; Osborn et al., 2014;
Rees, 2003). These pre-existing conditions along with the in-
jury are known to alter physiological factors such as cerebral
blood flow (Ge et al., 2009; Kim et al., 2010, 2012), which
ultimately may change the BOLD signal. While groups
have consistently noted reduced resting state functional con-
nectivity following mTBI (Johnson et al., 2012; Mayer et al.,
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PCS+

B State 1
B State 2
OState 3
B State 4
BState 5 FIG. 6. Results of the state
analysis. (A) Percent of time
that the HC (n=30), mTBI
PCS+ (n=24), and mTBI
PCS— (n=23) spend in each
of the five states. Character-
istics of each state are shown
in Table 4. (B) Average con-
nectivity matrices for each of
the five states. A, Auditory
network; C, cerebellar net-
work; CC, cognitive control
network, D, default mode
network; mTBI, mild trau-
matic brain injury, SC, sub-
cortical network, SM, sen-
sory motor network, V, visual
network.

State 3

2011; Zhou et al., 2012), these findings, and the ones pre-
sented here, must be taken in context of the possible con-
founds of altered perfusion or vascular damage.

While long-term recovery is influenced by numerous fac-
tors, the ability to use clinically feasible imaging techniques
to predict which patients will likely suffer from chronic
symptoms is of great interest to both clinicians and research-
ers. Since the majority of mTBI cases are rarely followed up
clinically, the ability to foresee patient outcomes would
allow for increased monitoring of patients and the potential
for early interventions to ameliorate symptoms.

Alterations in sub-networks

In our preliminary analysis of altered dynamic and static
functional connectivity within individual neural networks,
we found the greatest functional changes within the auditory
and visual networks. mTBI patients with persistent symptoms
have greater static SP within the auditory sub-network com-
pared to mTBI patients without chronic symptoms as well
as greater CC within the visual network compared to the con-
trol population. While early research has shown that disrupted
network connectivity exists across certain networks including
the DMN (Johnson et al., 2012; Mayer et al., 2011; Sours
etal., 2015a; Zhou et al., 2012), the resting functional connec-
tivity within the auditory and visual networks has rarely been
investigated in the acute stages of mTBI. However, the altered
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communication within networks that process sensory inputs in
the acute stage of injury may influence the strong prevalence
of somatic symptoms immediately following injury (blurry vi-
sion, difficulty in balancing and orientation, and ringing in the
ear) (Dischinger et al., 2009). Previous research using task-
based fMRI has demonstrated that mTBI patients exhibit a
hypo-activation of multiple cortical and sub-cortical regions
involved in auditory processing and attention during an audi-
tory reorienting paradigm (Mayer et al., 2009). Furthermore,
it has been shown that TBI patients have reduced processing
speed and greater variability in reaction time following in-
jury (Hillary et al., 2010; Johansson et al., 2009), which
may suggest that visual and/or auditory processing is im-
paired in these patients. mTBI patients who acutely experi-
ence greater auditory symptoms (tinnitus or sensitivity to
noise) or greater visual symptoms (sensitivity to light, blurry
vision), may be more likely to have persistent symptoms.
Although Vergara et al. (2018) did not report differences in
dynamic connectivity within the auditory or visual networks
in the semi-acute stage, they did reports differences between
the cerebellum and sensorimotor networks. The differences
between their findings and ours may be due to differences
in methodology or time since injury; however, this does pro-
vide additional evidence that future work investigating the
association between sensory processing and patient outcome
in a larger population is needed to validate these conjectures.

The DMN, which is one of the most frequently investigated
resting state networks, has been consistently shown to be dis-
rupted following mTBI (Iraji et al., 2015; Johnson et al., 2012;
Mayer et al., 2011; Sours et al., 2013, 2015a; Zhou et al.,
2012). For instance, Zhou et al., found substantial reductions
of connectivity in the posterior cingulate cortex and parie-
tal regions and increased connectivity around the medial pre-
frontal cortex in patients with mTBI (Zhou et al., 2012). This
reduced posterior connectivity was shown to be positively as-
sociated with neurocognitive dysfunction, while the increased
frontal connectivity was shown to be negatively correlated
with increased symptoms. Their work suggests the existence
of brain alterations in resting state DMN in the sub-acute
phase of mTBI. However, in the present study we did not
find evidence of group differences in static or dynamic func-
tional connectivity within the DMN among our three cohorts.
While our results failed to replicate the findings of Zhuo et al.,
this might reflect the heterogeneous nature of mTBI itself.
Alternatively it is possible that our specific methodology
may not have been sensitive enough to detect subtle changes
within the DMN. However, in this analysis we limited our
attention to alterations in static and dynamic connectivity
changes within each sub-network, which does not take into ac-
count mTBI induced changes between various sub-networks
that previously have been shown to be altered following
mTBI (Mayer et al., 2011; Sours et al., 2013).

State analysis

In Allen et al. (2014) and Damaraju et al. (2014), the k-
means clustering technique is applied to the distance matri-
ces computed over each time window to identify a small
number of functional connectivity states. These functional
connectivity states are analogous to the EEG micro-states,
short periods during which scalp topography remains
quasi-stable (Lehmann, 1990). The states are identified as
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the centroids of the clusters generated by the k-means clus-
tering algorithm applied to the distance matrices calculated
within each time window. A centroid of a cluster is a matrix
such that each entry is the mean of the corresponding entries
in the matrices in the cluster. These distance matrices reflect
the most typical and common states the brain traverses as
part of various cognitive or emotional states. The character-
istics of each brain state and the distribution of the time each
group spends in each state, together with the variations in
static and dynamic connectivity characteristics, can provide
insights into the differences among the three groups.

For efficient behavior, the brain must be able to fluidly tran-
sition between different network configurations based on
existing external demands or emotional needs. These different
network configurations have variable network properties and
can likely be attributed to different cognitive, attentional, or
emotional states. The results of the state analysis demonstrate
that PCS+ patients spend a strikingly different amount of time
in the five major brain states compared to both the PCS— pa-
tients and control population, who spend roughly identical
amounts of time in each of the five brain states.

For instance, while all three groups spend roughly the
same amount of time in state 4 which is characterized by av-
erage strength of connectivity and average network mea-
sures, PCS+ patient spend significantly less time in state 3
compared to the two other groups (10.0% compared to
18.0% and 17.4% respectively). While state 3 shows average
connectivity strength, this state has the smallest SP and MST,
which reflects a high efficiency in transmission between the
regions. This suggests that PCS+ patients spend less time in a
highly efficient network configuration. On the contrary, state
1 displays a decreased link efficiency and high tendency for
local cliqueness. PCS+ patients also spend roughly half as
much time in state 1 compared to the PCS— and control
groups suggesting that mTBI patients who develop persistent
symptoms spend less time in a highly modular brain state.

On the other hand, PCS+ patients remain in state 2 for the
majority of the time, nearly twice as much as the control and
PCS— groups. State 2 is characterized by large MST and SP
but low strength of functional connectivity. Together they in-
dicate disruption of the small world topology, which is again
suggestive of a less efficient network configuration. Taken to-
gether, the reduced amount of time spent in state 1 and state 5
may suggest why PCS+ patients have reduced strength of con-
nectivity and slower dynamic functional connectivity because
of the reduced rate of transition between the major neural net-
work configurations. The fact that PCS+ patients have two
major states, state 2 and state 4, may contribute to the fact
that PCS+ patients demonstrate reduced functional dynamics.
Our findings are further supported by recent work demonstrat-
ing that network state occupancy rates for semi-acute mTBI
patients differ from controls (Vergara et al., 2017b) as well
as fewer state transitions in a chronic severe TBI population
compared to controls (Gilbert et al., 2018). However, the au-
thors provide evidence that the results were dependent on the
specific preprocessing pipelines used suggesting a potential
limitation to the findings outlined in this analysis.

Use of L1 norm

In this work, the L1 norm is used instead of correlation
measures to quantify the distance or dissimilarity of fMRI
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time series. We choose this metric because the L1 norm is
widely regarded as a reliable distance metric for time series,
and is more appropriate than similarity measures for our
graph-theoretic metrics. Moreover, it is often utilized in
fMRI literature as regularization to capture the aspect of dis-
similarity between time series (Ryali et al., 2010, 2012). The
association between L1 norm and Pearson correlation has been
studied in a high performance computing setting (Minati
et al., 2014) and it was concluded that L1 norm should
be considered as a replacement for correlation in dense
resting-state functional analysis.

Limitations

While our results represent novel evidence that mTBI pa-
tients with persistent symptoms in the chronic stages of injury
have altered functional dynamics in the acute stage of injury,
our findings must be taken in the context of the limitations
of the current study. In this preliminary investigation of altered
static and dynamic connectivity measures, we selected three
graph theoretical measures based on a literature review. How-
ever, there remains an extensive list of other graph theoretic
measures that would be worthwhile to investigate in the future.
While the results appear to be quite robust when using the
norm L1 in our case and no mitigation was necessary, it should
be noted that L1-norm dissimilarity may suffer from artifact
fluctuations due to the problem of windowing (e.g., selecting
a shorter time period). In future work we plan to consider
the possibility of artifacts in more depth and develop necessary
adjustments to mitigate such artifacts (Leonardi and Van De
Ville, 2015; Zalesky and Breakspear, 2015). An additional lim-
itation of this study is the limited size of the mTBI population
and that this population included individuals with variable in-
jury mechanisms. Future work investigating the specific static
and dynamic network disruptions associated with specific in-
jury mechanisms is needed to further elucidate this question
as well as determine the generalizability of this data to the
larger TBI population.

Conclusion

In conclusion, our findings suggest that on a global scale,
mTBI patients who will develop persistent symptoms demon-
strate slowed network dynamics and unique allocation of
time to various brain states compared to control participants
and mTBI patients who have a more complete recovery. In par-
ticular, mTBI patients with chronic symptoms demonstrate re-
duced small world connectedness, and are slower to transition
between major network states compared to control subjects and
patients without chronic symptoms. Our findings indicate that
both static and dynamic functional analyses can provide pow-
erful insights into the neural correlates of the brain associated
with altered function in mTBI patients. Furthermore, these find-
ings suggest the possibility of early diagnosis of those patients
whose mTBI may result in a poor outcome. Future research ex-
ploring more advanced network properties is needed to more
precisely define the unique contributions of different neural
networks to the group differences reported in this study as
well as aid in the neurological interpretation of these findings.
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