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Abstract

Schizophrenia shows abnormal dynamic functional network connectivity (dFNC), but it is unclear whether
these abnormalities are present early in the illness course or precede illness onset in individuals at clinical
high risk (CHR) for psychosis. We examined dFNC from resting-state functional magnetic resonance imaging
data in CHR (n=153), early illness schizophrenia (ESZ; n=58), and healthy control (HC; n="70) individuals.
We applied a sliding temporal window approach capturing five distinct dFNC states. In ESZ patients, the like-
lihood of transitioning from state 4, a state that exhibited greater cortical-subcortical hyperconnectivity and also
lacked typically observed anticorrelation between the default mode network and other functional networks, to a
hypoconnected state was increased compared with HC and CHR groups. Furthermore, we investigated the inter-
action of group and state on dFNC. Overall, HC individuals showed significant changes of connectivity between
states that were absent or altered in ESZ patients and CHR individuals. Connectivity differences between groups
were identified primarily in two out of the five states, in particular, between HC and ESZ groups. In summarys, it
appears that the interaction effect was mostly driven by (1) dynamic connectivity changes in HC that were ab-
normal in CHR and ESZ individuals and (2) the fact that dysconnectivity between groups was only present in
some states. These findings underscore the likelihood that abnormalities are present not only in static FNC
but also in dFNC, in individuals at CHR for schizophrenia.
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Introduction 2013). With the development of validated clinical criteria

for identifying individuals at clinical high risk (CHR) for
B EFORE THE ONSET OF PSYCHOSIS, most patients with psychosis, we are also in a position to ask whether dyscon-

schizophrenia and other psychotic disorders exhibit a nectivity is present during this period.

prodromal syndrome for several years typically characterized Resting-state functional magnetic resonance imaging (rs-
by (1) attenuated psychotic symptoms, or less often, brief in- fMRI) has proven to be a useful tool to analyze functional
termittent psychotic symptoms and (2) a decline in social and  network connectivity (FNC), for example, based on group in-
occupational functioning (Fusar-Poli et al., 2013; Phillips dependent component analysis (GICA) (Calhoun et al., 2001;
et al., 2005). Functional dysconnectivity has been theorized ~McKeown et al., 1998). As a special case of blind source sep-
to underlie psychotic symptoms, such as delusions and aration, GICA identifies maximally (spatially) independent
hallucinations, because it might disrupt the integration components across the brain with correlated time courses. Fur-
of information from segregated brain areas (Adams thermore, unlike seed-based connectivity analyses where one
et al., 2013; Calhoun et al., 2009; Rubinov and Bullmore, anatomical region of interest is chosen and time courses from
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this seed and all other voxels in the brain are correlated, GICA
is a fully data-driven approach that does not make a priori
assumptions about which brain regions are most important
to interrogate (Fox et al., 2005). Independent components
identified by GICA can be divided into noise-related compo-
nents and meaningful intrinsic connectivity networks (ICNs)
that reflect coherently fluctuating anatomical regions with
respect to their time courses. Functional domains can be assem-
bled by grouping respective ICNs. In this study, eight functional
domains are investigated, that is, subcortical (SC), salience
(SAL), auditory (AUD), sensory-motor, visual (VIS), cogni-
tive control (CC), default mode network (DMN), and cerebel-
lar domains, to capture whole brain connectivity. FNC within
and between functional domains can be estimated by correlat-
ing time courses of ICNs. The most common way to inves-
tigate FNC is to analyze rs-fMRI data pooled across the
duration of the scan as one cross-correlation matrix of time
courses of all identified ICNs, that is, static FNC.

Applying this very technique, it has been shown that pa-
tients with schizophrenia exhibit hyperconnectivity between
the DMN and prefrontal task-positive brain areas and hypo-
connectivity within the DMN compared with healthy con-
trols (HCs) (Arbabshirani et al., 2013; Camchong et al.,
2011; Jafri et al., 2008; Manoliu et al., 2014). With respect
to CHR individuals, Du and colleagues (2017b) showed
that hypoconnectivity is present within different functional
domains, among them the SAL, fronto-occipital- and fronto-
occipito-parietal-networks, and the DMN. In this study, Du
and colleagues (2017b) also showed that dysconnectivity
was more pronounced in patients with early illness schizo-
phrenia (ESZ) after diagnosis (mean illness duration 2.09
years) compared with dysconnectivity observed in CHR indi-
viduals. These findings are bolstered up by findings from
seed-based connectivity analyses. Results of these studies
converge in showing CHR individuals to lack the usually ob-
served anticorrelation of time courses between the DMN
and task-related prefrontal brain areas (Shim et al., 2010).
Furthermore, static connectivity analyses using a thalamic
seed, including a report based on the data analyzed in this
study (Ferri et al., 2017), have shown thalamocortical hyper-
connectivity with somatosensory (Anticevic et al., 2015) and
AUD domains (Ferri et al., 2017) and reduced connectivity
with the cerebellum (CB) and anterior cingulate cortex (Anti-
cevic et al., 2015; Ferri et al., 2017), which predicts subsequent
transition to full-blown psychosis (Anticevic et al., 2015). Fur-
thermore, Wotruba and associates (2013) observed positive
symptom severity in CHR individuals to be directly correlated
with connectivity strength between the right anterior insula, an
area associated with the SAL network, and the posterior cingu-
late cortex, a node of the DMN.

However, it has been shown that functional connectivity
is not static over the entire time of typical rs-fMRI protocols
(e.g., 5min); rather, connectivity patterns vary over relatively
shorter time scales of seconds to minutes, motivating the devel-
opment of a dynamic approach for the assessment of connectiv-
ity between ICNs, that is, dynamic FNC (dFNC), which yields
more temporally fine-grained results (Allen et al., 2012; Cal-
houn et al., 2014; Damaraju et al., 2014; Rashid et al., 2014).
As we know from task-based fMRI studies, the dynamic recon-
figuration of functional connectivity plays an important role in
cognitive processes, which highlights the importance of evalu-
ating dFNC in disorders accompanied by impaired cognitive

functioning (Shine et al., 2016; Vatansever et al., 2015). This
dynamic approach evaluates FNC with sliding temporal win-
dows, allowing the identification of multiple discrete connec-
tivity states occurring during the resting-state scan as well as
characterizing connectivity behavior based on dynamic indices
such as mean dwell time (MDT, time spent in a specific state
before transitioning to another state), frequency (time spent
in a specific state across the entire scan time), and the absolute
number of transitions (NTs). It has been shown that the dynamic
states identified with this approach are recurring and reproduc-
ible across different samples and studies (Abrol et al., 2017) and
also that dFNC changes are associated with changes in various
electro-encephalography measures (Allen et al., 2017).

Following the same methodological approach as in this ar-
ticle, Damaraju and associates (2014) showed in their dFNC
analysis that patients with chronic schizophrenia spend more
time in ‘‘loosely connected’ states, that is, states that show
lower whole-brain connectivity between functional domains.
Moreover, dysconnectivity in schizophrenia was more pro-
nounced in states that exhibit antagonism, that is, anticorre-
lation, between cortical and SC regions.

Recently, Du and colleagues applied a new method of func-
tional connectivity analysis called group information guided
ICA (GIG-ICA) (Du and Fan, 2013; Du et al., 2017¢) to the
same data analyzed in this article (Du et al., 2017a). In this ap-
proach, ICA is applied to windowed FNC matrices derived
from time courses from atlas-based region of interests, yielding
one group-wise dominant connectivity state. Here, dominance
refers to the highest contribution to variance of dynamic con-
nectivity. These dominant states can then be further investi-
gated. With regard to the current sample, Du and associates
(2017a) found that CHR individuals and ESZ patients exhibit
dysconnectivity in cerebellar, temporal, thalamic, and prefron-
tal brain areas in the dominant group state. Again, CHR indi-
viduals exhibited less severely altered connectivity compared
with patients with schizophrenia (Du et al., 2017a). Since this
method focuses rather on identifying one dominant state using
a sliding temporal window approach than on identifying mul-
tiple distinct states, dFNC in terms of Allen and colleagues
(2012) has yet to be examined in the psychosis risk syndrome.
In particular, the investigations of (1) indices characterizing
dynamism of connectivity and (2) changing patterns of dys-
connectivity across distinct states are lacking. We aimed at
filling this gap by reanalyzing the same data previously ana-
lyzed by Ferri and colleagues (2017) and Du and colleagues
(2017a,b) using an established dFNC approach (Allen et al.,
2012) that complements the GIG-ICA approach used by Du
and colleagues (2017a,b). The approach in this article relies
on data-driven estimation of ICNs encompassing the whole
brain. Based on these, dynamic characteristics like changes
in FNC are being evaluated in the context of multiple dFNC
states. The aim of this study was to examine whether aberrant
dFNC between brain networks is present early in the course of
schizophrenia, and further, whether such abnormalities are ev-
ident during the psychosis risk syndrome before the onset of
full-blown psychosis.

Materials and Methods

Participants

CHR individuals (n=53) were recruited from University
of California, San Francisco (UCSF) early psychosis clinical
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TABLE 1. DEMOGRAPHIC DATA

HC CHR individuals ESZ patients

(n=70) (n=53) (n=>58)
Mean  SD Mean SD Mean SD
Age (years) 21.9 5.6 20.4 4.5 21.8 3.8
PANSS positive symptoms — — — — 13.7° 4.8
PANSS negative symptoms — — — — 17.4% 6.6
SOPS positive symptoms — — 9.14° 4.6 — —
SOPS negative symptoms — — 12.2° 5.8 — —
Maximum of absolute translation motion displacement (mm) 0.8 0.6 1.1 1.4 1.2 1.3
Maximum of absolute rotation motion displacement (degrees) 0.8 1.0 1.0 0.9 0.9 0.8
n % n % n %
Male 41 59 32 62 38 65

“Indicates n=>56 ESZ individuals with valid clinical data.
®Indicates n=36 CHR individuals with valid clinical data.

SD, standard deviation; HC, healthy control; CHR, clinical high risk; ESZ, early illness schizophrenia; PANSS, Positive and Negative

Syndrome Scale; SOPS, Scale of Prodromal Symptoms.

research program, local clinics, and school counseling cen-
ters. The Criteria of Prodromal Syndromes (Miller et al.,
2002), as assessed with the Structured Interview for Prodro-
mal Syndromes (McGlashan et al., 2001) administered by a
trained interviewer, were used to identify individuals exhib-
iting one or more of three nonmutually exclusive CHR sub-
syndromes: Attenuated Psychotic Symptoms (92.5%), Brief
Intermittent Psychotic Symptoms (1.9%), and Genetic Risk
and Deterioration (7.5%) (Miller et al., 2003).

ESZ patients (n=58) were recruited from the UCSF early
psychosis clinical research program and from local community
clinics. ESZ patients met DSM-IV criteria for schizophrenia
(n=63.8%), schizoaffective (n=27.6%), or schizophreniform
(n=6.9%) disorder based on the Structured Clinical Interview
for DSM-IV (SCID) (First et al., 2002) administered by a

trained interviewer. The mean illness duration for ESZ pa-
tients was 2.09 years (standard deviation, 1.37).

Using the Scale of Prodromal Symptoms (SOPS) (Miller
et al., 2003) for CHR individuals and the Positive and Negative
Syndrome Scale (PANSS) (Kay et al., 1987) for ESZ patients,
symptom severity was assessed by trained clinical raters.

HC individuals (rn =70) were recruited from the community
and did not meet criteria for any Axis I diagnosis based on the
SCID. For participants <16 years of age, the Schedule for
Affective Disorders and Schizophrenia for School-Age Chil-
dren (Kiddie-SADS) Present and Lifetime Version (Kaufman
etal., 1997) was used to assess for Axis I diagnoses in younger
teenagers.

General exclusion criteria included DSM-IV substance de-
pendence in the past year (except nicotine), a history of head

TABLE 2. OVERVIEW OF ANTIPSYCHOTICS IN CLINICAL HIGH RisK AND EARLY ILLNESS SCHIZOPHRENIA INDIVIDUALS

Number of times

Number of times

ESZ antipsychotic prescribed CHR antipsychotics prescribed
Aripiprazole 21 Aripiprazole 5
Risperidone 14 Quetiapine 4
Olanzapine 10 Olanzapine 2
Ziprasidone 4 Risperidone 2
Clozapine 4 Ziprasidone 1
Quetiapine 3 14
Haloperidole® 2
Perphenazine® 2
Paliperidone 1
Thiotixene® 1

62
Nine ESZ patients with two APs N Two CHR individuals with two APs N
Aripiprazole + Risperidone 3 Aripiprazole + Risperidone 1
Aripiprazole + Olanzapine 2 Quetiapine + Ziprasidone 1
Aripiprazole + Perphenazine 1
Aripiprazole +Ziprasidone 1
Paliperidone + Perphenazine 1
Ziprasidone + Haloperidol 1

First generation antipsychotics.
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FIG. 1. Dynamic FNC analysis steps and results. FNC, functional network connectivity. Color images are available online.
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injury with loss of consciousness, neurological disorders, or
a first-degree relative with a psychotic illness (for HC indi-
viduals only).

Written informed consent was obtained from participants,
or from their parents/legal guardians in the case of minors
(who also provided written assent), under protocols approved
by the institutional review board at UCSF. Demographic data
are presented in Table 1. The final sample comprised 70 HC,
53 CHR, and 58 ESZ individuals, and groups did not differ
significantly with regard to age and gender. At the time of
fMRI scanning, 12 CHR (22.6%) and 53 ESZ (91.4%) indi-
viduals were taking antipsychotic medication; Table 2 gives
an overview on antipsychotic medication in both groups.

Data acquisition

rs-fMRI data were collected at the UCSF Neuroimaging
Center using a 3T Siemens Trio (Erlangen, Germany) scan-
ner. A total of 180 images were acquired at rest while partic-
ipants were instructed to keep their eyes closed. The echo
planar imaging sequence had the following parameters: 32
axial slices, thickness 3.5 mm, field of view 24 cm, repetition
time (TR) 2 sec, echo time 29 msec, and flip angle 75°.

rs-fMRI preprocessing

Preprocessing was conducted using SPM 8 (http:/fil.ion
.ucl.ac.uk/spm) and the Data Processing Assistant for
Resting-State fMRI (DPARSF) toolbox (Yan and Zang,
2010). The first 10 images were discarded due to equilibration
effects, leaving 170 images for further analysis. Further pre-
processing included slice time correction, realignment to the
first volume, spatial normalization to a standard Montreal
Neurological Institute template, reslicing to a voxel size of

MENNIGEN ET AL.

3x3x3mm, and smoothing with a 6 mm Gaussian kernel.
Individuals included in this study did not exceed 4 mm/4°
movement across volumes.

FNC analysis

Group independent component analysis. Figure 1 de-
picts analysis steps for GICA and for the k-means clustering
approach. Spatial GICA (Calhoun and Adali, 2012; Calhoun
et al., 2001) decomposes the whole brain rs-fMRI data into
linear mixtures of spatially independent components. GICA
was performed using the GICA fMRI toolbox (GIFT)
(http://mialab.mrn.org/software/gift) with two data reduc-
tion steps using principal component analysis: (1) a subject-
specific reduction of time points from 170 time points to
120 temporal principle components comprising weighted
sums of time points and (2) a group-wise reduction of the
concatenated subject-reduced data to 100 components, each
consisting of a spatial map and a corresponding time course
using the expectation-maximization algorithm (Roweis,
1998). Preprocessing in GIFT included z-scoring of time
courses to normalize variance. ICA was repeated 20 times
in ICASSO (Himberg and Hyvérinen, 2003) using the info-
max algorithm (Bell and Sejnowski, 1995) and the best run
was selected (Ma et al., 2011) to ensure stability of estimation.
We used spatial-temporal back reconstruction (Calhoun
etal., 2001; Erhardt et al., 2011) to estimate subject-specific
time courses and spatial maps for each independent com-
ponent. The resulting 100 independent components were
manually reviewed to identify meaningful ICNs based on
the automated anatomic labeling atlas (Tzourio-Mazoyer
et al., 2002). ICNs were evaluated to confirm that peak loca-
tions were located in gray matter; showed minimal overlap

Subcortical - SC Salience - SAL

FNC matrix exemplar for distribution of ICNs

SC 0.5
SAL .
AUD FF=
0.3
SM
5
VIS =
o3
| Rl
cc I o
DMN | ' -0.3
CB [ 5

FIG. 2. Left: Functional domains and number of assigned ICNs, right: FNC matrix exemplar. ICN, intrinsic connectivity

network. Color images are available online.
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with white matter, ventricles, blood vessels, and nonbrain
structures; and obeyed the expected power law, that is,
showing exponentially higher power at the lowest fre-
quencies and lowest power at the highest frequencies.
Inspection of the 100 independent components yielded 47
meaningful ICNs that were assigned to eight functional do-
mains based on scientific literature (http:/neurosynth.org)
shown in Figure 2: SC, SAL, AUD, sensorimotor (SM), VIS,
CC, DMN, and CB. Figure 2 shows all functional domains
and Table 3 gives specific ICNs assigned to each domain.

Postprocessing of time courses. Postprocessing of time
courses included linear, quadratic, and cubic detrending and
regression of motion parameters (in x-, y-, and z-direction
as well as pitch, roll, and yaw) as well as their deriva-

tives and squares, in a single multiple regression framework
(Power et al., 2014). Time courses were also despiked, defin-
ing spikes as time points with a root mean square of the frame-
wise displacement >0.5 mm. These were identified based on
the 3Ddespike algorithm as implemented in Analysis of
Functional Neurolmages (Cox, 1996) and interpolated
using a third order spline fit to ‘“‘clean’’ neighboring data.
Temporal filtering was applied with a bandpass fifth order
Butterworth filter (passband 0.01-0.15 Hz). FNC was com-
puted after postprocessing.

Dynamic functional network connectivity. We applied a
sliding temporal window approach to rs-fMRI data to capture
fluctuations of functional connectivity as proposed by Allen
and colleagues (2012). A rectangular window (width 22 TRs)

TABLE 3. ALL MEANINGFUL INTRINSIC CONNECTIVITY NETWORKS ASSIGNED TO EIGHT FUNCTIONAL DOMAINS

Subcortical domain (SC)—three components

Salience domain (SAL)—four components

Auditory domain (AUD)—one component
Sensory-motor domain (SM)—nine components

Visual domain (VIS)—nine components

Cognitive control domain (CC)—eight components

Default mode domain (DMN)—11 components

Cerebellar domain (CB)—two components

Bilateral putamen

Bilateral thalamus

Bilateral putamen

Bilateral insular cortices

Left insular cortex

Right insular cortex

Bilateral anterior insulae

Bilateral superior temporal gyri
Bilateral supplementary motor area (SMA)
Bilateral superior parietal cortices
Bilateral superior frontal gyri
Bilateral postcentral gyri
Bilateral motor cortices

Left motor cortex

Bilateral somatosensory cortices
Bilateral supramarginal gyri
Right postcentral gyrus

Bilateral calcarine sulci

Bilateral middle occipital gyri
Bilateral fusiform gyri

Bilateral lingual gyri

Bilateral middle occipital gyri
Bilateral middle occipital gyri
Bilateral inferior occipital gyri
Cuneus

Bilateral inferior occipital gyri
Left inferior frontal gyrus
Bilateral middle frontal gyri
Bilateral dorsal anterior cingulate cortices (dACC)
Bilateral presupplementary motor area (preSMA)
Bilateral posterior parietal cortices
Left posterior parietal cortex
Bilateral inferior parietal lobule
Bilateral inferior frontal gyri
Medial posterior cingulate cortex
Bilateral precuneus

Bilateral precuneus

Right temporoparietal junction
Left angular gyrus

Right angular gyrus

Medial superior frontal gyrus
Rostral anterior cingulate cortex
Bilateral precunei

Left temporoparietal junction
Bilateral parahippocampal gyri
Bilateral cerebellum

Left cerebellum
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was convolved with a Gaussian of sigma three TRs to obtain
tapering along the edges of the window, which is advanta-
geous in signal processing terms. This tapered window slid
in steps of one TR across concatenated time courses. For
all windows, separate FNC matrices consisting of cross-
correlations of ICN time courses were calculated. As shown
in Figure 1, windows with highest variance in FNC, that is,
local extrema in the global deviation from the subject’s
mean connectivity, are chosen from each subject (subject
exemplars) for initial k-means clustering across all groups
yielding cluster centroids. Based on the elbow criterion
(ratio of within- to between-cluster distances), the optimal
number of distinguishable whole-brain connectivity pat-
terns (=states) was estimated to be 5. Cluster centroids
were then used as starting points to cluster all windowed
FNC matrices into five states: each windowed FNC matrix
was assigned to the one cluster centroid it showed the high-
est correlation with.

Dynamic indices. Dynamic indices are measures sum-
marizing the dynamic pattern across the resting-state scan nu-
merically. The NTs reflects how often an individual changes
discrete dynamic states. The fraction of time (FT) of a specific
dynamic state is computed based on the total time spent in a
given state divided by the total scan time. The average time
(in windows) spent in a state before transitioning to another
state is called MDT. Furthermore, we calculated the likelihood
for transitioning from one state to another, which is summa-
rized in a transition matrix (TM; size ‘‘number of states’ by
“number of states’, i.e., 5x5).

For each dynamic index, we computed a one-way analysis
of variance (ANOVA) to identify group effects. Critical
p values for FT and MDT were p<0.01 (i.e., 0.05/5) applying
Bonferroni correction to protect an alpha level of 0.05 when
performing five tests. For the TM one-way ANOVA, we ap-
plied a Bonferroni-corrected p value of <0.002 (i.e., 0.05/
25); multiple comparison correction was not necessary for
NT since it is one measure per subject and just one test is
performed.

Multistate relationship. First, we tested whether there
are significant group differences in the overall connec-
tivity pattern in each one of the five distinct states be-
tween groups. Therefore, we performed a multivariate
ANOVA on all dimension-reduced states. Dimension
reduction is a necessary step to avoid multicollinearity.
Significant results in all states motivated further univariate
analysis.

Since we were, in particular, interested in whether con-
nectivity changes across states occur equally across the
groups within each ICNXICN pair, we performed a 3x5
ANOVA, including the factors group (factor levels: HC,
CHR, and ESZ) and state (factor level: states 1, 2, 3, 4,
and 5). We applied Bonferroni correction to correct for mul-
tiple comparisons. The critical p value for significance was
0.001/(3x 1081) at an alpha level of 0.05, that is, alpha
level/number of cells in the FNC matrix that were tested
for two main effects and the interaction of both. The interac-
tion was further followed up by performing two separate
one-way ANOVAs: one for the simple effects of state within
each group and one for the simple effect of group within each
state. Again, we applied conservative Bonferroni correction

MENNIGEN ET AL.

State t

0.05

0.025

State t-1

Significance
0 level, p=0.0025

P value

FIG. 3. Plotted p values for transition matrix analysis of
variance; significant group effect in dotted square. Color
images are available online.

considering all performed tests: the first one-way ANOVA
included 10 tests, that is, state 1-state2, state 1—state 3,
etc., the second one-way ANOVA encompassed three tests
per state, that is, HC-CHR, HC-ESZ, and CHR-ESZ. Since
10 ICN pairs showed a significant interaction effect and
ANOV As were just performed on those, the critical p values
were as follows: 0.05/(10x 10) for the first one-way ANOVA
and 0.05/(10x 3) for the second one-way ANOVA. Signifi-
cant results from this analysis were further evaluated by ap-
plying Tukey’s HSD tests as implemented in the Matlab
(7.12.0 [R2011a]; The MathWorks, Inc., Natick, MA) func-
tion multcompare to evaluate which states and groups, re-
spectively, differed significantly.

Additional analysis on medication effects in CHR and
ESZ groups can be found in the Supplementary Data.

Association between connectivity and symptom severity.
To investigate possible associations between functional
connectivity strength and symptom severity, we computed
bivariate Pearson correlations for CHR and ESZ groups.
Positive and negative symptom scores based on SOPS
(McGlashan et al., 2001; Miller et al., 2003) for CHR in-
dividuals and PANSS (Kay et al., 1987) for ESZ individuals
were correlated with the cell-wise connectivity in each
state. Results were considered significant below a p value of
4.63x 1075, that is, 0.05/1081 (alpha level/number of cells
in the FNC matrix; Bonferroni correction). Clinical data that
were used were collected within 2 weeks after the resting-

TABLE 4. SIGNIFICANT GROUP EFFECT FOR TRANSITION
MATRIX ANALYSIS OF VARIANCE, PosT Hoc TUKEY’S
HSD TEST RESULT

Mean transition
rate

HC CHR ESZ HC-CHR HC-ESZ CHR-ESZ

p value post hoc
comparison

State 4 to 0.008 0 0.058 n.s.
state 3

0.0008  0.0002

n.s., non significant.
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TABLE 5. MEANS AND STANDARD DEVIATION
FOR MEAN DWELL TIME, FRACTION OF TIME,
AND NUMBER OF TRANSITIONS

State HC CHR ESZ
Mean dwell time
1 17.26 (25.5) 22.09 (33.5) 23.53 (37.8)
2 15.19 (32.4) 17.43 (32.9) 18.27 (37.1)
3 17.47 (23.7) 21.08 (29.6) 18.18 (24.2)
4 16.89 (27.6) 16.51 (33.7) 15.69 (23.4)
5 19.91 (25.7) 16.47 (24.5) 19.15 (29.5)
Fraction of time
1 0.22 (0.26) 0.25 (0.31) 0.22 (0.29)
2 0.15 (0.27) 0.17 (0.27) 0.18 (0.3)
3 0.21 (0.26) 0.26 (0.29) 0.21 (0.25)
4 0.18 (0.27) 0.15 (0.29) 0.16 (0.22)
5 0.24 (0.27) 0.17 (0.25) 0.24 (0.3)
Number of transitions
NT 4.4 (2.5) 3.8 (2.3) 4.2 (2.8)

state scan; data were available for 42 CHR and 56 ESZ indi-
viduals for these analyses.

Results
The five distinct dFNC states

Results regarding dFNC are based on correlation matrices
representing intercomponent connectivity (ICN X ICN =47 x 47
matrix), which can be further divided into functional do-
mains. We identified five discrete dFNC states (Fig. 1) that
vary with regard to their connectivity patterns. In HC and
ESZ groups, state 5 was most common (24% and 23%, re-
spectively, of all windows were assigned to this state),
whereas state 3 was the most frequent state in CHR individ-
uals (26% of all windows).

State 1. State 1 displays positive intradomain connectiv-
ity within each functional domain and negative connectiv-
ity between DMN and SC, SAL, AUD, SM, VIS, and CC
domains as well as between CB and SAL, AUD, and SM do-
mains. It also shows similarities with connectivity patterns
typically found in static FNC analyses and we used it as a ref-
erence point to describe the other states.

State 2. State 2 shows less structured connectivity
patterns across all functional domains compared with
other states. Whole-brain connectivity is decreased. Maxi-
mum intradomain connectivity is found in SC, SAL, and
SM domains, whereas interdomain connectivity is attenuated.

State 3. State 3 shows intra- and interdomain connectiv-
ity similar to state 1 with negative connectivity between the

DMN and other functional domains and higher connectivity
within each functional domain but overall to a lesser degree
compared with state 1.

State 4. State 4 is characterized by the most distinct
intra- and interdomain connectivity patterns. Positive intra-
domain connectivity within SM and VIS domains is more
pronounced than in state 1. Anticorrelation between the
DMN domain and other functional domains is weakened.
Instead, SC areas show anticorrelation with sensorimotor
areas and the CB shows strong anticorrelation with AUD,
SM, and parts of the DMN domains.

State 5. Compared with state 1, state 5 shows decreased
connectivity within the SM domain and increased positive
connectivity within the VIS domain. Furthermore, only parts
of the DMN domain show anticorrelation to SC, SAL,
AUD, SM, VIS, and CC domains.

Dynamic indices

The likelihood of transitions between states showed signif-
icant group differences. The ESZ group exhibited increased
likelihood of transitioning from state 4, a hyperconnected
state, to state 3, a more ‘‘loosely connected’ state, compared
with HC (p=0.0008) and CHR (p=0.0002), see Figure 3
and Table 4.

ANOVAs for FT, MDT, and did not yield significant
group differences, Table 5.

Multistate relationship

Multivariate analysis of variance. We tested each state’s
overall connectivity pattern for group differences. Signifi-
cant results are presented in Table 6 and motivated further
univariate tests.

Group x state ANOVA. Ten ICN pairs showed significant
group by state interactions and were further followed up, de-
tails are presented in Table 7. These ICN pairs were assigned
to the SC, DMN, AUD, SM, CC, and CB domains.

One-way ANOVA for state effects. Details are provided
in Tables 8 and 9. In the HC group, 9 out of the 10 ICN
pairs with a significant interaction effect showed significant
connectivity differences across states. In the CHR group, 6
out of the 10 ICN pairs exhibited significant connectivity dif-
ferences between states and 3 out of the 10 ICN pairs showed
significant state effects in the ESZ group.

One out of the 10 ICN pairs that exhibited a significant
group by state interaction effect showed significant connec-
tivity changes in ESZ patients but in no other group (poste-
rior parietal cortices [CCJ]—superior frontal gyrus medial
[DMN)).

TABLE 6. MULTIVARIATE ANALYSIS OF VARIANCE RESULTS ON WHOLE-BRAIN CONNECTIVITY PATTERN
IN EACH STATE P VALUES AND F-STATISTICS FOR 3 X5 ANALYSIS OF VARIANCE

State
1 2 3 4 5
p Value 1 2.79-14 0.0122 4.06x107* 577x107'% 1.53x10° "
p Value 2 0.002 0.0451 0.085 0.0023 0.0011
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TABLE 7. INTRINSIC CONNECTIVITY NETWORK PAIRS SHOWING SIGNIFICANT INTERACTION GROUP
BY STATE IN 3 X5 ANALYSIS OF VARIANCE

ICN 1 ICN 2 p Value* F-statistics
Superior temporal gyrus R+L (AUD) Postcentral gyrus R+L (SM) 452%x107° 6.5
Superior temporal gyrus R+L (AUD) Superior frontal gyrus medial (DMN) 2.53%x107’ 5.96
Superior temporal gyrus R+L (AUD) TPJ L (DMN) 1.15x 107’ 6.21
Thalamus R+L (SC) Superior temporal gyrus R+L (AUD) 7.24%x107° 7.06
SMA (SM) Postcentral gyrus R (SM) 2.51x107° 7.39
Postcentral gyrus R+L (SM) Postcentral gyrus R (SM) 7.01x1078 6.36
Postcentral gyrus R+L (SM) TPJ L (DMN) 2.07x1071° 8.16
Supramarginal gyrus R+L (SM) TPJ L (DMN) 526x1078 6.45
Posterior parietal cortex R+L (CC) Superior frontal gyrus medial (DMN) 2.74x1077 5.94
TPJ L (DMN) Cerebellum R+L (CB) 5.19x107° 7.17

*#Critical p value: 3.08x 107",

ICN, intrinsic connectivity network; SC, subcortical domain; AUD, auditory domain; DMN, default network domain; SM, sensorimotor
domain; CC, cognitive control domain; CB, cerebellar domain; TPJ, temporoparietal junction; SMA, supplementary motor area.

In 7 out of the 10 ICN pairs with significant interaction
effects where HC individuals exhibited significant changes
of connectivity across states, connectivity changes were
completely absent in ESZ patients: superior temporal gyri
(STG; AUD)—postcentral gyri (SM), STG (AUD)-medial supe-
rior frontal gyrus (DMN), STG (AUD)-left temporoparietal
junction (TPJ; DMN), postcentral gyri (SM)-right postcentral
gyrus (SM), thalamus (SC)-STG (AUD), supramarginal gyri
(SM)-left TPJ (DMN), and left TP] (DMN)-CB. ICN pairs
with significant state effects were further investigated by
means of post hoc Tukey’s HSD tests to determine which states
differed significantly from each other with respect to their con-
nectivity, for details see Figure 4(1-10).

One-way ANOVA for group effects. Details are pro-
vided in Tables 10 and 11 and Figure 4(1-10). States 1
and 4 revealed the most differences in connectivity be-
tween groups with eight and nine ICN pairs showing sig-

nificant group effects. Post hoc Tukey’s test revealed
that in state 1, CHR and ESZ individuals exhibited signif-
icant dysconnectivity compared with HC individuals in all
significant ICN pairs. In state 4, ESZ patients showed sig-
nificant dysconnectivity compared with HC and CHR indi-
viduals in all but one ICN pair, that is, STG (AUD)—medial
superior frontal gyrus (DMN) as indicated by post hoc
Tukey’s tests. States 2, 3, and 5 revealed group effects
in only 1 out of the 10 ICN pairs. In state 2, STG
(AUD)-medial superior frontal gyrus (DMN) exhibited
significant differences between HC and CHR groups,
and between CHR and ESZ groups. Posterior parietal cor-
tices (CC)—medial superior frontal gyrus (DMN) revealed
significant differences between the ESZ group and both
the HC and CHR groups in state 3. In state 5, CHR
and ESZ groups showed significantly altered connectiv-
ity compared with HC individuals between thalamus
(SC)-STG (AUD).

TABLE 8. RESULTS FROM THE ONE-WAY ANALYSIS OF VARIANCE WITH THE FACTOR “‘STATE,”
THAT Is, IF THE INTRINSIC CONNECTIVITY NETWORK PAIR SHOWS SIGNIFICANT CHANGES
IN CONNECTIVITY ACROSS STATES

p Value* F-statistics

ICN 1 ICN 2 HC CHR ESZ HC CHR ESZ

Superior temporal gyrus Postcentral gyrus R+L (SM) 8.14x1078 n.s. n.s. 106 — —
R+L (AUD)

Superior temporal gyrus Superior frontal gyrus 4.48x107%° 8.52x107° n.s. 3094 644 —
R+L (AUD) medial (DMN)

Superior temporal gyrus TPJ L (DMN) 426x107° 2.71x107° n.s. 125 717 —
R+L (AUD)

Thalamus R+L (SC) Superior temporal gyrus 3.14x107"% 24x107* n.s. 2753 579 —

R+L (AUD)

SMA (SM) Postcentral gyrus R (SM)  1.07x10° n.s. 141x107* 134 —  6.06

Postcentral gyrus R+L (SM) Postcentral gyrus R (SM) 23%x107 " n.s. n.s. 19.16 — —

Postcentral gyrus R+L (SM) TPJ L (DMN) 1.81x107" 746x107° 5.64x107° 16.12 8.01 6.63

Supramarginal gyrus TPJ L (DMN) 2.87x1077 1.83x107° n.s. 981 893 —
R+L (SM)

Posterior parietal cortex Superior frontal gyrus n.s. n.s. 552x107"%  — — 1747
R+L (CC) medial (DMN)

TPJ L (DMN) Cerebellum R+L (CB) 1.38x107'2 2.16x1077 n.s. 179 1035 —

*Critical p value: 5.00x 10™%.



TABLE 9. SUMMARY OF SIGNIFICANT INTRINSIC

CONNECTIVITY NETWORK PAIRS FOR HEALTHY

CoNTRrOLS, CLINICAL HIGH Risk, AND EARLY
ILLNESS SCHIZOPHRENIA GROUPS

ICN 1 ICN 2
HC
Superior temporal gyrus Postcentral gyrus
R+L (AUD) R+L (SM)
Superior temporal gyrus Superior frontal gyrus
R+L (AUD) medial (DMN)
Superior temporal gyrus TPJ L (DMN)
R+L (AUD)

Thalamus R+L (SC)

SMA (SM)

Postcentral gyrus R+L (SM)
Postcentral gyrus R +L (SM)
Supramarginal gyrus

Superior temporal gyrus
R+L (AUD)

Postcentral gyrus R (SM)

Postcentral gyrus R (SM)

TPJ L (DMN)

TPJ L (DMN)

R+L (SM)
TPJ L (DMN) Cerebellum R+L (CB)
CHR
Superior temporal gyrus Superior frontal gyrus
R+L (AUD) medial (DMN)
Superior temporal gyrus TPJ L (DMN)
R+L (AUD)
Thalamus R+L (SC) Superior temporal gyrus
R+L (AUD)
Postcentral gyrus R+L (SM) TPJ L (DMN)
Supramarginal gyrus TPJ L (DMN)
R+L (SM)
TPJ L (DMN) Cerebellum R+L (CB)
ESZ
SMA (SM) Postcentral gyrus R (SM)

Postcentral gyrus R+L (SM)
Posterior parietal cortex
R+L (CC)

TPJ L (DMN)
Superior frontal gyrus
medial (DMN)

Association between connectivity and symptom severity

No significant associations between state-specific FNC
and clinical ratings were obtained applying a Bonferroni-
corrected threshold.

Discussion

In this study, we extended the existing framework of dys-
connectivity in schizophrenia and the psychosis risk syn-
drome by applying a sliding temporal window approach
and k-means clustering to yield distinct connectivity states
and dynamic indices characterizing dynamic behavior as
suggested by Allen and associates (2012). In our study,
ESZ patients exhibited an increased likelihood of transi-
tioning from a hyperconnected state to a ‘“‘loosely con-
nected”’ state compared with HC and CHR individuals. In
ICN pairs with a significant group by state interaction ef-
fect, HC individuals showed significant changes of connec-
tivity between states that were absent or altered in ESZ and
CHR individuals. Connectivity differences between groups
have been found primarily in two out of the five states. In
summary, it appears that the interaction effect was mostly
driven by (1) dynamic connectivity changes in HC that
were abnormal in CHR and ESZ individuals and (2) the
fact that dysconnectivity between groups was only present
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in some states. These findings underscore the likelihood that
abnormalities not only in static FNC but also in dFNC are
present in CHR and ESZ individuals.

Dynamic indices

The ESZ group showed significantly higher likelihood
than HC and CHR groups to transition from state 4, a hyper-
connected state, to state 3, a more loosely connected state,
that is, whole-brain connectivity within and between do-
mains is either heightened (state 4) or decreased (state 3).
As shown by Damaraju and colleagues (2014), patients
with chronic schizophrenia tend to spend more time in
loosely connected states as well. Damaraju and associates’
(2014) report is complemented by the current finding that
ESZ patients are more likely to transition to the loosely
connected state 3 from state 4 even though ESZ patients
do not spend more time in this state as indicated by a non-
significant difference in MDT. However, state 4 in our
study is also characterized by cortical-SC antagonism.
As Damaraju and colleagues (2014) described, (1) patients
with chronic schizophrenia had fewer transitions to states
showing this feature and (2) dysconnectivity captured in
these states was more pronounced. Furthermore, these au-
thors argue that cortical-SC antagonism co-occurs with
thalamic hyperconnectivity. Thalamic hyperconnectivity
is a consistent finding in static FNC analyses in patients
with schizophrenia (Anticevic et al., 2014; Damaraju
et al., 2014; Woodward et al., 2012) as well as in CHR in-
dividuals (Anticevic et al., 2015; Ferri et al., 2017) that
predicts symptoms in patients with schizophrenia (Anti-
cevic et al., 2014) and transition to psychosis in CHR indi-
viduals (Anticevic et al., 2015). Given these results, it
appears that patients with schizophrenia exhibit (1) fewer
occurrences (Damaraju et al., 2014) of brain states with a
hyperconnected whole-brain connectivity pattern accom-
panied by cortical-SC antagonism that has been related
to increased thalamic dysconnectivity and (2) ESZ patients
lingering in such a state exhibit increased likelihood of
transitioning to a loosely connected state (shown by this
study). The differences observed between Damaraju and
colleagues’ (2014) study and our study might be due to
the difference in illness duration of patients studied
(chronic vs. within 5 years after illness onset). Overall,
these findings were only detectable by applying a dynamic
approach. However, the functional meaning of transition-
ing between brain states has to be further investigated in
future studies.

Since ESZ and CHR individuals did not exhibit signifi-
cant abnormalities in any of the other indices capturing dy-
namic behavior of FNC, it appears that the dynamic
behavior as captured with these metrics is not a major do-
main of pathophysiology in schizophrenia or the psychosis
risk syndrome.

Muiltistate relationship

Unlike previous studies on dFNC that applied state-wise
comparisons of groups (Damaraju et al., 2014; Rashid
et al.,, 2014), we rather investigated the interaction of
group and state on each of the ICN connectivity pairs to
test for differences in the dynamic behavior of connectivity.
Results were further analyzed to disentangle the interaction
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effect by separate one-way ANOV As with state and group as
factors, respectively.

State effects. Connectivity between posterior parietal cor-
tices (CC) and medial superior frontal gyrus (DMN) exhibited
significant connectivity changes in ESZ patients but in no other
group. In general, dysconnectivity between the CC domain and
the DMN has been reported numerous times in schizophrenia in
comparison with HC individuals and has been related to cogni-
tive deficits in patients with schizophrenia (Hasenkamp et al.,
2011; Manoliu et al., 2014; Whitfield-Gabrieli and Ford,
2012; Whitfield-Gabrieli et al., 2009). However, findings
from this study lead to the conclusion that in addition to
state-dependent dysconnectivity, the dynamic behavior of
connectivity between these brain areas is altered in ESZ pa-
tients. Furthermore, these alterations are not observed in
CHR individuals. Assuming an association between func-
tional dysconnectivity and cognitive deficits, this finding
isin line with arecent review on synaptic plasticity (Forsyth
and Lewis, 2017) that hypothesized that impairments in the
cognitive domain might appear late during the prodromal
phase of schizophrenia.

1) Superior Temporal Gyrus R+L (AUD) — Postcentral Gyrus R+L (SM)

—4—HC —E—CHR EsSZ

State 1 State 2 State 3 State 4 State §

i) P-values of state effect in each group (Tukey's HSD tests)

State Comparison | Group
HC CHR  ESZ

State 1 — State 2 0.0042 ns. n.s.
State | — State 3 256x10" ns. n.s.
State 1 — State 4 n.s. n.s. n.s.
State 1 — State 5 4.44%x10° ns. ns.
State 2 — State 3 n.s. ns. n.s.
State 2 — State 4 0.0095 ns. n.s.
State 2 — State 5 ns. ns. n.s.
State 3 — State 4 0.0001 ns. n.s.
State 3 — State 5 ns. ns. n.s.
State 4 — State 5 0.0002 ns. n.s.

i) P-values of group effect in each state (Tukey's HSD tests)

Group comparison State

1 2 3 4 5
HC - CHR 8.65x10™ ns. ns. ns. n.s.
HC-ESZ 1.72x10% ns. ns. 1.52x 10 ns.
CHR - ESZ n.s. ns.  ns. 0.0003 n.s.
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In 7 out of the 10 ICN pairs with significant interaction ef-
fects where HC individuals exhibited significant changes of
connectivity across states, connectivity changes were com-
pletely absent in ESZ patients. The STG and left TPJ seem
to be “hotspots’ of aberrant dynamic behavior of connectiv-
ity as they appear in six out of the seven ICN pairs. Connec-
tivity between them as well as connectivity with parts of the
SM domain (postcentral and supramarginal gyri) and the
thalamus appears affected in ESZ patients. Both regions,
STG and left TPJ, have been found to be associated with dys-
connectivity in schizophrenia patients experiencing AUD
verbal hallucinations (Alderson-Day et al., 2015; Jardri
et al., 2011; Thoma et al., 2016; Vercammen et al., 2010).
In this study, there were no significant associations between
positive symptom scores and connectivity in ESZ and CHR
groups, rendering it likely that these networks play a more
general disease-relevant role.

CHR individuals exhibited either fewer significant
changes or changes between different states than HC indi-
viduals in most ICN pairs with a significant interaction
effect. Furthermore, dynamic changes of connectivity were
absent between the STG and postcentral gyri (SM), SMA

2) Superior Temporal Gyrus R+L (AUD) — Superior Frontal Gyrus medial (DMN)

—4—HC =—li—CHR ESZ
ate 4
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i) P-values of state effect in each group (Tukey's HSD tests)

State comparison | Group
HC CHR ESZ

State 1 — State 2 ns. 9.61x10°*  ns,
State 1 —State 3 0,002 ns. ns.
State 1 — State 4 9.92x10¢  0.0404 n.s.
State 1 — State 5 ns. ns. n.s.
State 2 — State 3 0.0002 0.001 ns.
State 2 — State 4 445x10°%  ns. ns.
State 2 — State 5 ns. ns. n.s.
State 3 — State 4 9.92x10"” ns. ns.
State 3 — State 5 0.0023 ns. ns.
State 4 — State 5 992x10" ns. ns.

ii)

Group comparison State

1 2 3 4
HC - CHR ns. 0.0033  ns. 0.0086
HC-ESZ ns. n.s. ns.  2.62x107
CHR -ESZ ns. 00056  ns. ns.

P-values of group effect in each state (Tukey's HSD tests)

FIG. 4. Plots for each ICN pair showing a significant interaction effect group by state and results from post hoc Tukey’s
HSD tests for state and group effects. (1) Superior Temporal Gyrus-Postcentral Gyrus; (2) Superior Temporal Gyrus-Superior
Frontal Gyrus medial; (3) Superior Temporal Gyrus-TPJ; (4) Thalamus-Superior Temporal Gyrus; (5) SMA-Postcentral
Gyrus; (6) Postcentral Gyrus-Postcentral Gyrus; (7) Postcentral Gyrus-TPJ; (8) Supramarginal Gyrus-TPJ; (9) Posterior Pari-
etal Cortex-Superior Frontal Gyrus; (10) TPJ-Cerebellum. (i) p-values of state effect in each group; (ii) p-values of group
effect in each state. AUD, auditory domain; SM, sensorimotor domain; DMN, default mode network; CC, cognitive control
domain; CB, cerebellar domain; SC, subcortical domain; TPJ, temporoparietal junction; CHR, clinical high risk; ESZ, early
illness schizophrenia; HC, healthy control. Color images are available online.
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i) P-values of state effect in each group (Tukey's HSD tests)
_State comparison _Group
HC CHR ESZ
State 1 — State 2 992x10 ns. ns.
State 1 — State 3 9.92x10" ns. ns.
State 1 — State 4 ns. 0.003 ns.
State 1 — State 5 0.0023 ns. ns.
State 2 - State 3 ns. ns. ns.
State 2 — State 4 1.02x10%  290x10° ns,
State 2 — State 5 8.84x10% ns, ns.
State 3 — State 4 1.08x104%  0.002 ns.
State 3 - State 5 4.77x10° s, ns.
State 4 — State 5 ns. 0.017 ns.
ii) P-values of group effect in each state (Tukey's HSD tests)
_Group comparison | State '
| 2 3 4 5
HC - CHR 1.19x10  ns. ns. ns. 0.0168
HC-ESZ | 1.72x10% ns.  ns. 00011 2,79x10%
CHR - ESZ ns. ns.  ns. 00456 ns.
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State comparison Group
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State 1 — State 2 0,0229 0.001 ns.
State 1 — State 3 0.0333 ns. n.s.
State 1 - State 4 ns. 00001  ns.
State 1 — State 5 1.65x10% ns. ns.
State 2 — State 3 ns. 00222 ns.
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i) P-values of group effect in each state (Tukey's HSD tests)
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i) P-values of state effect in each group (Tukey's HSD tests)

State toTngariwu Group
| HC CHR ESZ

State 1 — State 2 0.005 ns. n.s.

State 1 —State 3 | 0.0459 ns. ns.

State 1 — State 4 ns. ns. n.s.
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ii) P-values of group effect in each state (Tukey's HSD tests)
Group comparison | State
1 2 3 4 S

HC - CHR 00017 ns. ns ns. ns,

HC-ESZ 0.0011 ns. ns L19x10*  ns
CHR -ESZ n.s. ns.  ns. 0.0002 ns.

FIG. 4.
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i) P-values of state effect in each group (Tukey's HSD tests)
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(Continued).
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FIG. 4. (Continued).
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TABLE 11. SUMMARY OF SIGNIFICANT INTRINSIC CONNECTIVITY NETWORK PAIRS IN STATES 1-5
ICN 1 ICN 2

Overview ICN pairs showing significant group effects in state 1

Superior temporal gyrus R+L (AUD)
Superior temporal gyrus R+L (AUD)
Thalamus R+L (SC)

SMA (SM)

Postcentral gyrus R+L (SM)
Postcentral gyrus R+L (SM)
Supramarginal gyrus R+L (SM)

TPJ L (DMN)

Postcentral gyrus R+L (SM)

TPJ L (DMN)

Superior temporal gyrus R+L (AUD)
Postcentral gyrus R (SM)

Postcentral gyrus R (SM)

TPJ L (DMN)

TPJ L (DMN)

Cerebellum R+L (CB)

Overview ICN pairs showing significant group effects in state 2

Superior temporal gyrus R+L (AUD)

Superior frontal gyrus medial (DMN)

Overview ICN pairs showing significant group effects in state 3

Posterior parietal cortex R+L (CC)

Superior frontal gyrus medial (DMN)

Overview ICN pairs showing significant group effects in state 4

Superior temporal gyrus R+L (AUD)
Superior temporal gyrus R+L (AUD)
Superior temporal gyrus R+L (AUD)
Thalamus R+L (SC)

SMA (SM)

Postcentral gyrus R+L (SM)
Postcentral gyrus R+L (SM)
Supramarginal gyrus R+L (SM)

TPJ L (DMN)

Postcentral gyrus R+L (SM)
Superior frontal gyrus medial (DMN)
TPJ L (DMN)

Superior temporal gyrus R+L (AUD)
Postcentral gyrus R (SM)

Postcentral gyrus R (SM)

TPJ L (DMN)

TPJ L (DMN)

Cerebellum R+L (CB)

Overview ICN pairs showing significant group effects in state 5

Thalamus R+L (SC)

Superior temporal gyrus R+L (AUD)

Based on this study, future work could not only aim at pro-
viding longitudinal data but could also focus on specific regions
previously shown to be implicated in predicting the transition
from CHR to full-blown psychosis like the thalamus and
other SC structures (Anticevic et al., 2015; Ferri et al., 2017).

Limitations

It is important to bear in mind that differences between
ESZ and CHR groups may arise because all CHR individ-
uals show attenuated forms of the same abnormalities ev-
ident in ESZ, or they may arise due to the admixture of the
small subset of CHR individuals who will transition to
psychosis, who may exhibit fully abnormal connectivity,
with the large subset of CHR individuals who will not
transition to psychosis, who may show little or no abnor-
malities in connectivity. At this point, our lack of suffi-
cient follow-up data prevents the comparison of CHR
converters and nonconverters needed to distinguish these
possibilities.
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