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#### Abstract

Empirically derived amino-acid replacement matrices are widely used in sequence comparison and database searches. We consider an extension of the usual Markov process model of protein evolution that admits site to site rate heterogeneity and demonstrate that rate heterogeneity can introduce a bias in estimated replacement probabilities and the corresponding alignment scores derived from these matrices. We suggest an approach to obtain unbiased estimates of replacement probabilities and alignment scores and derive the details for the case where rates are assumed to vary according to a Gamma distribution.


## 1 Introduction

Empirically derived amino acid replacement matrices (Dayhoff et al. 1978, Jones at al. 1992, Gonnet et al. 1992) are widely used in problems of sequence comparison and alignment (Altschul 1991, 1993) and in database searches (Altschul et al. 1990). Replacement matrices reflect the average (over many sites in many protein families) probabilities with which one amino acid may be substituted by another over evolutionary time. Because they are empirically derived, they should reflect exchangeability due to physical and chemical similarities of amino acids as well as effects due to properties of the underlying genetic code and the mutation processes acting at the DNA level. Empirically derived matrices are generally considered to reflect the true relationships among amino acids better than matrices derived from considerations of chemical or physical properties (Taylor 1986) or the genetic code (Feng and Doolittle 1985).

The pioneering work of Dayhoff and her collaborators (Dayhoff et al. 1978) has recently been updated to include the large amounts of protein sequence information that have accumulated since 1978 (Jones et al. 1992, Gonnet et al. 1992). The general pattern of the replacement probabilities appears to be remarkably stable in spite of the rather limited set of protein families that were available then as compared to the present (Jones et al. 1992). This suggests that it may be reasonable to use average replacement matrices although any particular family (or site within a family) may have its own characteristic pattern of replacements. It may be possible to develop a small set of distinct replacement matrices (Sander and Schneider 1991, Brown et al. 1993) that reflect different local environments within proteins or different protein families. If this is the case, the methods described here will continue
to be useful in deriving appropriate unbiased estimates of the replacement probabilities.

The model of sequence change which is usually assumed in the construction of amino acid replacement matrices is a Markov process model that describes the pattern of replacements over time and acts independently and identically at each residue of a protein sequence. A critical discussion of this model is given by Wilbur (1985) who raises a number interesting points.

It is commonly accepted and evident from observation that rates of change are not identical at each site in a sequence (Uzzell and Corbin 1971, Holmquist 1983, Reeves 1992, Wakely 1993, Yang et al. 1994). Rate variation is probably present to a greater or lesser extent in every protein family. We are of the opinion that site to site rate variation presents one the most important and challenging problems now faced by methodological researchers in molecular evolution and that new methods will be needed by empirical scientists to properly analyze and interpret sequence data. It has already been observed that rate variation can introduce biases into estimates of sequence divergence (Kelly 1991, Kelly and Rice 1994, Yang et al. 1994, Ota and Nei 1994). We take the point of view that the Markov model is an acceptable approximation to the actual process of sequence evolution at any one site and address the issue of estimating an average replacement matrix in the presence of rate heterogeneity.

Clearly, any one pair of protein sequences will not provide sufficient information to estimate the large number of parameters required to specify a complete replacement matrix. Thus, many such pairs or families of sequences must be considered. A problem arises because not all sequence families are evolving at the same rates and not all pairs of sequences are separated by similar amounts of geological time. Thus to obtain estimates of replacement
probabilities over a given interval of evolutionary time $t$ (geological time $\times$ rate of evolution), the observed patterns of replacements must be adjusted to reflect a common amount of divergence.

Dayhoff et al. (1978) proposed measuring time in PAM units. One PAM unit corresponds to an average of one replacement per 100 sequence residues for a protein of average composition. In the past, it has been common to use the so called "PAM250" log-odds scoring matrix for sequence alignment and database searches. However, this matrix was developed for detecting very distant relationships (Schwartz and Dayhoff, 1978). It has been pointed out (Karlin and Altschul 1991) that the choice of a scoring matrix implies a particular target distribution of aligned amino acid pairs and that optimal results are obtained when the scoring matrix corresponds to the evolutionary distance between the particular sequences being compared. Altschul (1993) recommends the use of a small set of scoring matrices tuned to distinct evolutionary distances for database searching applications.

Replacement matrices at different PAM distances are typically computed by repeated mulitplication of a PAM1 matrix. We have noticed that there is a bias, due to rate heterogeneity, introduced into rescaled replacement matrices computed by this method. We describe the nature of this bias and suggest an adjustment in the case where rates are assumed to follow a Gamma distribution with known shape parameter $\alpha$. In section 2 of this paper, we review the basic concepts of Markov models of sequence evolution for the case of homogenous rates and describe an extension to the heterogeneous rates case. We then briefly review the calculation of alignment scores from replacement matrices. In section 3 we demonstrate that the standard method of adjustment introduces a bias in both the replacement probabilities and their corresponding alignment scores. In section 4 we demonstrate these biases using data from the
blocks data base (Henikoff and Henikoff 1991). In the final section, we discuss some of the consequences of rate heterogeneity on the estimated replacement rates.

## 2 Methods

### 2.1 A Homogeneous Rates Model

We assume that the process of amino acid replacement acting at one site can be described as a continuous time, time homogeneous Markov process. We further assume that the process is reversible in time and that it is has reached its equilibrium state. The reader is referred to Tavaré (1986) for a detailed description and criticisms of this model for the case of nucleotide sequences.

Under the Markov model, a site originally occupied by amino acid $i$ will, after (evolutionary) time $t$, be occupied by amino acid $j$ with probability $p_{i j}(t)$, for $i=1, \ldots, 20$ and $j=1, \ldots, 20$ where $1, \ldots, 20$ is an arbitrary numbering of the amino acids. The matrix of transition probabilities may be written as $\mathbf{P}(t)=\left[p_{i j}(t)\right]$. Such transition matrices are commonly expressed as the matrix exponential of a rates matrix $\mathbf{Q}$. Let $\mathbf{Q}=\mathbf{U}^{-1} \Sigma \mathbf{U}$ be the spectral decomposition of $\mathbf{Q}$. We can express $\mathbf{P}(t)$ as

$$
\begin{aligned}
\mathbf{P}(t) & =\epsilon^{\mathbf{Q} t} \\
& =\mathbf{U}^{-1} e^{\Sigma t} \mathbf{U} \\
& =\mathbf{U}^{-1} \mathbf{\Theta}(t) \mathbf{U}
\end{aligned}
$$

where $\mathbf{U}$ is a matrix whose columns are the eigenvectors of $\mathbf{Q}, \Sigma$ is a diagonal matrix of eigenvalues, $\Sigma=\operatorname{diag}\left\{\sigma_{1}, \ldots, \sigma_{20}\right\}$ and $\boldsymbol{\Theta}(t)=\operatorname{diag}\left\{e^{\sigma_{1} t}, \ldots, e^{\sigma_{20} t}\right\}$. This form is especially convenient for computing transition matrices at various times $t$.

If the spectral decompostion of $\mathbf{Q}$ can be obtained, the transition probability matrix can be adjusted to any other time $\tau$ by a mapping of the eigenvalues

$$
\sigma_{i} \rightarrow \sigma_{i}^{\tau / t}
$$

The estimation and normalization procedures proposed by Dayhoff et al. (1978) and extended by Jones et al. (1992) are essentially discrete time approximations of this process.

### 2.2 A Heterogeneous Rates Model

To model the evolution of a sequence of sites where the rate of evolution may vary from site to site, we propose the following generalization of the Markov model (also see Kelly 1991, Kelly and Rice 1994, Yang 1993). Let $\lambda_{h}$ be a multiplicative rate factor associated with site $h$ in the sequence $h=1, \ldots, n$. We assume that $\lambda_{h}$ are independent and identically distributed realizations of a random variable $\Lambda$. For identifiability, we assume the distribution of $\Lambda$ has mean one. The evolution at site $h$ may now be described as a Markov process with transition matrix

$$
\begin{align*}
\mathbf{P}^{(h)}(t) & =e^{\mathbf{Q} t \lambda_{h}} \\
& =\mathbf{U}^{-1} e^{\Sigma t \lambda_{h}} \mathbf{U} \tag{1}
\end{align*}
$$

An "average" replacement matrix that describes the mean behavior across many sites can be obtained by taking the expectation of $\mathbf{P}$ with respect to $\Lambda$,

$$
\begin{align*}
E_{\Lambda} \mathbf{P}(t) & =\mathbf{U}^{-1} E_{\Lambda}\left(e^{\Sigma t \lambda_{h}}\right) \mathbf{U} \\
& =\mathbf{U}^{-1} \Phi(t) \mathbf{U} \tag{2}
\end{align*}
$$

where

$$
\Phi(t)=\operatorname{diag}\left\{\phi\left(\sigma_{1} t\right), \ldots, \phi\left(\sigma_{20} t\right)\right\}
$$

and $\phi(x)$ is the moment generating function of $\Lambda$ evaluated at $x$ (Kelly and Rice 1994).

Under this model, a replacement matrix can be adjusted to a time $\tau$ by the mapping

$$
\sigma_{i} \rightarrow \phi\left(\frac{\tau}{t} \phi^{-1}\left(\sigma_{i}\right)\right)
$$

For example, if the rates are gamma distributed with both scale and shape factors equal to $\alpha$ (this gives us a mean rate of one), then the mapping is

$$
\left.\sigma_{i} \rightarrow\left(1-\frac{\tau}{t}\left(1-\sigma_{i}^{\alpha}\right)\right)\right)^{-\alpha}
$$

### 2.3 Alignment Scores

Under the Markov model of evolution described above, the divergence time $t$ measures the similarity of two protein sequences. An alternative measure used in sequence comparison is the alignment score, $S$. The calculation of an alignment score depends on assigning similarity scores, $s_{i j}$, to each pair of amino acids $(i, j)$. The total score for two protein sequences is then just the sum of scores for each pair of amino acids in the sequence. Karlin and Altchul (1990) suggest scores based on the following log-odds ratio:

$$
s_{i j}=\log _{\lambda}\left(\frac{q_{i j}}{\pi_{i} \pi_{j}}\right)
$$

which is the $\log$ (base $\lambda$ ) odds of the pair occuring by evolution as opposed to the pair occuring by chance. Notice that the probability of the pair occuring by evolution is

$$
q_{i j}=\pi_{i} p_{i j}(t)
$$

where $\left\{\pi_{i}, i=1,20\right\}$ are the amino acid frequencies. This method of calculating alignment scores thus requires a replacement matrix $\mathbf{P}(t)$.

## 3 Results

### 3.1 Bias in Replacement Matrices

If there is rate heterogeneity across the sites in a sequence, then adjusting a PAM matrix to time $t$ by multiplying the PAM1 matrix $t$ times will introduce a bias in the resulting replacement matrix. From Section 2.2, the average PAM1 matrix, assuming heterogeneous rates, can be written

$$
E_{\Lambda} \mathbf{P}(1)=\mathbf{U}^{-1} \boldsymbol{\Phi}(1) \mathbf{U}
$$

Assuming homogeneous rates, a replacement matrix $\mathbf{P}(t)$ is obtained by multipling out the PAM1 matrix $t$ times. When rates vary across the positions in a sequence, this method of adjustment introduces the following bias.

$$
\begin{aligned}
\text { bias } & =\mathbf{P}(1)^{t}-\mathbf{P}(t) \\
& =\mathbf{U}^{-1}\left(\boldsymbol{\Phi}(1)^{t}-\boldsymbol{\Phi}(t)\right) \mathbf{U}
\end{aligned}
$$

The diagonal matrix $\boldsymbol{\Phi}(1)^{t}-\boldsymbol{\Phi}(t)$ has entries $\varphi\left(\sigma_{i}\right)^{t}-\varphi\left(\sigma_{i} t\right)$. Jensen's inequality implies these eigenvalues will be underestimated when $t>1$ and overestimated when $t<1$.

$$
\begin{aligned}
& \varphi\left(\sigma_{i}\right)^{t}-\varphi\left(\sigma_{i} t\right)=E_{\Lambda}\left(\exp \left(\Lambda \sigma_{i}\right)\right)^{t}-E_{\Lambda}\left(\exp \left(\Lambda \sigma_{i} t\right)\right) \\
& \begin{cases}\leq E_{\Lambda}\left(\exp \left(\Lambda \sigma_{i} t\right)\right)-E_{\Lambda}\left(\exp \left(\Lambda \sigma_{i} t\right)\right)=0 & \text { if } t>1 \\
\geq E_{\Lambda}\left(\exp \left(\Lambda \sigma_{i} t\right)\right)-E_{\Lambda}\left(\exp \left(\Lambda \sigma_{i} t\right)\right)=0 & \text { if } t<1\end{cases}
\end{aligned}
$$

Equality holds above only when the rates are homogeneous.
An overall measure of the difference between the two replacement matrices is Barry and Hartigan's measure of distance $d=-1 / 20 \log (\operatorname{det}(\mathbf{P}(t)))$. The bias in this distance is

$$
\begin{equation*}
\operatorname{bias}(d)=-1 / 20\left(\log \left(\operatorname{det}\left(\mathbf{P}(1)^{t}\right)\right)-\log (\operatorname{det}(\mathbf{P}(t)))\right) \tag{3}
\end{equation*}
$$

$$
\begin{align*}
& =-1 / 20 \sum_{i=1}^{20}\left(\log \left(\varphi\left(\sigma_{i}\right)^{t}\right)-\log \left(\varphi\left(\sigma_{i} t\right)\right)\right.  \tag{4}\\
& =-1 / 20 \sum_{i=1}^{20}\left(t \log \left(\varphi\left(\sigma_{i}\right)\right)-\log \left(\varphi\left(\sigma_{i} t\right)\right)\right. \tag{5}
\end{align*}
$$

As in Kelly and Rice (1994), a Taylor's series expansion gives an expression for this bias:

$$
\begin{align*}
\operatorname{bias}(d) & =-1 / 20 \sum_{i=1}^{20} \sum_{n=1}^{\infty}\left(\frac{K_{n} t\left(\sigma_{i}\right)^{n}}{n!}-\frac{K_{n}\left(\sigma_{i} t\right)^{n}}{n!}\right)  \tag{6}\\
& =-1 / 20 \sum_{i=1}^{20} \sum_{n=2}^{\infty} \frac{K_{n}\left(t-t^{n}\right)\left(\sigma_{i}\right)^{n}}{n!}  \tag{7}\\
& =1 / 40 \operatorname{Var}(\Lambda)\left(t^{2}-t\right) \operatorname{tr}\left(\mathbf{Q}^{2}\right)+1 / 120 K_{3}\left(t^{3}-t\right) \operatorname{tr}\left(\mathbf{Q}^{3}\right)+\ldots \tag{8}
\end{align*}
$$

Thus when $t>1$ the bias in distance is positive and increases with increasing time and increasing rate variability. When $t<1$, the bias is negative and increases with decreasing time and increasing rate variability.

If the rates have a Gamma distribution with parameter $\alpha$, the cumulants are $K_{n}=(n-1)!\alpha^{1-n}$ (cf. Kendall p.91), and the bias simplifies to

$$
\begin{equation*}
\operatorname{bias}(d)=-1 / 20 \sum_{i=1}^{20} \sum_{n=1}^{\infty} \alpha \frac{\left(t-t^{n}\right)\left(\sigma_{i} / \tilde{\alpha}\right)^{n}}{n} \tag{9}
\end{equation*}
$$

Figures 1 and 2 plot this bias (as a percentage of the Barry and Hartigan distance) against $t$ for various values of $\alpha$ using eigenvalues estimated from Henikoff and Henikoff's (1991) data (see Section 4.1).

### 3.2 Bias in Alignment Score

Because the alignment scores are functions of the replacement probabilities, they will also be biased when heterogeneous rates are not accounted for. In this section we illustrate the bias in the expected total alignment score for sequences of length $n$. Suppose that two sequences are produced by evolution
according to the heterogeneous rate model with $\operatorname{gamma}(\alpha)$ distributed rates and divergence time $t$, then the expected data matrix is

$$
E(\mathbf{N})=n \mathbf{D P}(t, \alpha)
$$

where $\mathbf{D}$ is a diagonal matrix with entries $\pi_{i}$ and $\mathbf{P}(t, \alpha)$ is the average replacement matrix calculated from Equation (2). Suppose also that a divergence time $\hat{t}_{\text {homo }}$ is estimated assuming the homogeneous rate model using the method of maximum likelihood, and that a total alignment score, $\hat{S}$, is calculated for the sequences using $\mathbf{P}\left(\hat{t}_{\text {homo }}\right)$. Then the total score will have the following bias on average:

$$
\begin{aligned}
\operatorname{bias}(\hat{S}) & =\sum_{i, j=1}^{20} E\left(N_{i j}\right) \log \left(\frac{p_{i j}\left(\hat{t}_{\text {homo }}\right)}{\pi_{j}}\right)-\sum_{i, j=1}^{20} E\left(N_{i j}\right) \log \left(\frac{p_{i j}(t, \alpha)}{\pi_{j}}\right) \\
& =\sum_{i, j=1}^{20} E\left(N_{i j}\right) \log \left(\frac{p_{i j}\left(\hat{t}_{\text {homo }}\right)}{p_{i j}(t, \alpha)}\right)
\end{aligned}
$$

The bias in the average alignment scores for a sequence of length $n=1000$ with $\alpha=1$ is plotted in Figure 3.

## 4 Example

In this section we illustrate the bias problems described above using Henikoff's blocks database Version 8.0 (Henikoff and Henikoff (1991)). This database contains 2880 blocks of aligned protein sequences from a number of species.

### 4.1 Bias in the Replacement Matrix

Using pairs of sequences with more than $85 \%$ similarity, we estimated a PAM1 matrix using the method described in Jones et al. (1992). This matrix is shown in Table 1. Tables 2 and 3 compare the PAM250 matrix calculated assuming a homogeneous rate model to the PAM250 matrix calculated assuming a heterogeneous rate model with a gamma rate distribution $(\alpha=1)$. The most noticable difference between these matrices is the overall rate of replacement. The probability of replacing any amino acid for another is the probability of observing amino acid $i$ multiplied by the probability that amino acid $i$ does not change:

$$
\sum_{i} \pi_{i}\left(1-p_{i i}(t)\right)
$$

For the homogeneous rate model replacement matrix this probability is .7819; for the heterogeneous rate model replacement matrix the probability is .6281 . In order to compare replacement matrices with equal rates of change, we determined the divergence time $t$ in the heterogeneous rate model (with $\alpha=1$ that yielded a probability of change $=.7819$; this time is $t=658$ PAMs. In comparing $\mathbf{P}(658,1)$ to the PAM250 matrix, we note that rare replacements (those with zero entries in the PAM1 matrix) are much more likely under the heterogeneous rate model. Results obtained with larger values of $\alpha$ are similar in nature but more extreme.

### 4.2 Testing for Heterogeneous Rates

As discussed in Section 3, the severity of the biases encountered depends not only on whether rates are heterogeneous, but also on the extent of the variability. To illustrate that rates are typically heterogenous with a variability that will cause significant biases, we considered a subset of the blocks database. We fit both models to concatenated block sequences from E. coli and Homo sapiens from the Henikoff and Henikoff data set. The total length of the concatenated sequence was 958 amino acids, and the observed proportion of changes was .60. We estimated the divergence times for the two models, $t_{\text {homo }}$ and $t_{\text {heter }}$ and the heterogeneous rate model parameter $\alpha$ using the method of maximum likelihood. Maximizing the likelihood is equivalent to minimizing the goodness of fit statistic

$$
\begin{equation*}
\chi_{\text {homo }}^{2}=2 \sum_{i=1}^{20} \sum_{j=1}^{20} N_{i j} * \log \left(\frac{N_{i j}}{n \pi_{i} P_{i j}(t)}\right) \tag{10}
\end{equation*}
$$

in the homogeneous rate model, and

$$
\begin{equation*}
\chi_{\text {heter }}^{2}=2 \sum_{i=1}^{20} \sum_{j=1}^{20} N_{i j} * \log \left(\frac{N_{i j}}{n \pi_{i} P_{i j}\left(\frac{t}{t}, \alpha\right)}\right) \tag{11}
\end{equation*}
$$

in the heterogeneous rate model. Here $n$ is the length of the sequence, $\left\{\pi_{i}, i=\right.$ $1, \ldots, 20\}$ are the amino acid frequencies, and $\mathbf{P}(t)$ and $\mathbf{P}(t, \alpha)$ are the replacement matrices in the homogeneous rate and heterogeneous rate models, respectively.

For the E.coli - Homo sapiens data set:

$$
\begin{aligned}
t_{\text {homo }}=137.66 & \chi_{\text {homo }}^{2}=486.8 \\
t_{\text {heter }}=276.61 & \chi_{\text {heter }}^{2}=412.9 \\
\alpha & \alpha=1.432
\end{aligned}
$$

The difference in the chi-square statistics is

$$
\begin{equation*}
\chi_{\text {homo }}^{2}-\chi_{\text {heter }}^{2}=73.9 \tag{12}
\end{equation*}
$$

which is highly significant if the statistic is chi-square distributed with one degree of freedom.

The sparseness of the raw data matrix ( N ), may make the chi-square approximation to statistic (12) questionable (see for example Goldman (1993)). To assess the distribution of this statistic, a parametric bootstrap confidence interval was calculated in the following way (also described in Goldman (1993)). To test
$H_{0}$ : rates are homogeneous
versus
$H_{A}$ : rates are heterogeneous
we simulated one thousand data matrices, or one thousand multinomial random variables with parameters $n=958$ and $\left.\mathbf{p}=\mathbf{D P}\left(t_{\text {homo }}\right)\right)$. For each bootstrap matrix, the difference in chi-square statistics (12) is calculated. A histogram of this statistic is shown in Figure 4. An upper $95^{\text {th }}$ percentile of 2.80 and an upper $99^{\text {th }}$ percentile of 5.68 was obtained from the bootstrapped statistics. This provides significant evidence that the heterogeneous rate model with $\alpha=1.432$ fits significantly better than the homogeneous rate model.

### 4.3 Bias in Alignment Scores

In this section we illustrate the biases in alignment scores that occur when heterogeneous rates are ignored using the concatenated Homo sapiens and E.coli sequences described above. We calculated the total alignment score for this pair of sequences for various times first using the homogeneous rate
replacement matrix and then using a heterogenous rate replacement matrix assuming gamma distributed rates with $\alpha=1.432$. These scores are displayed in Figure 5. As in the previous analysis, the homogeneous rate model suggests a divergence time of approximately 138 PAMs (which gives a maximum score of 536.6); whereas the heterogenous rate model suggests a divergence time of approximately 277 PAMs (which gives a maximum score of 573.5 ). Certainly, estimating divergence time with alignment scores will introduce a significant bias if heterogeneous rates are not considered.

## 5 Discussion

In an exhaustive matching of the entire protein sequence database, Gonnet et al. made the intriguing observation that "mutation matrices (normalized to a distance of 250 PAM ...) were found to differ, depending on whether they were derived from protein pairs that are distantly homologous or from protein pairs that are closely homologous." This observation may be interpreted as giving evidence that the PAM matrix is inadequate for aligning distantly related proteins. Results presented here, however, provide an alternate explanation for these findings. We demonstrate that the bias in normalizing a mutation matrix to 1 PAM may be positive or negative depending on whether the distance between the proteins is larger or smaller than 1 . Gonnet et al. normalized to 250 PAMs , but the results are qualitatively equivalent: distantly homologous protein pairs ( $t>250 \mathrm{PAMs}$ ) will have a positive bias and closely homogous pairs ( $t<250 \mathrm{PAMs}$ ) will have a negative bias.

We note that Yang (1993) has found a heterogeneous rate model with $\alpha=4$ provides a good fit to nucleotide sequences. Our results suggest that there is less rate variability in amino acid sequences $(\alpha<2)$ than in nucleotide sequences. This result might be expected since the amino acid model does not have to account for the rate differences in different codon positions. Estimates of rate variation in amino acid repalcements obtained by other methods (Uzzell and Corbin 1971, Ota and Nei 1994) suggest a value of approximately $\alpha=2$. The true value of $\alpha$ will depend on the particular set of sequences under study. Thus it may not be possible to obtain a definitive value of $\alpha$ that is applicable to all amino acid sequences.

The results presented here demonstrate that there is a bias introduced into estimated replacement matrices due to rate heterogeneity. A method for
correctly extrapolating replacement matrices estimated from closely related sequences to matrices appropriate for longer divergence times is provided. The evolution of protein sequences is a complex process and the methods described here are based on a number of simplifying assumptions. For example, the mutational spectrum as defined by the rate matrix $\mathbf{Q}$ in Equation (1) is likely to vary from site to site. This leads us to ask, does it make sense to estimate an average replacement matrix? For many practical purposes, such as database searching and sequence alignment, scoring methods based on average replacement matrices have proven to be very effective. We are hopeful that the bias correction proposed here will serve to improve their utility.
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Table 1：PAM1 Matrix estimated using Henikoff and Henikoff＇s data．

|  <br>  |
| :---: |
|  |
| かの <br>  |


| $E$ | $F$ | $G$ |
| ---: | ---: | ---: |
| 491 | 171 | 1293 |
| 268 | 311 | 733 |
| 2032 | 101 | 719 |
| 2297 | 91 | 626 |
| 117 | 3139 | 190 |
| 442 | 104 | 3515 |
| 571 | 417 | 566 |
| 215 | 395 | 325 |
| 846 | 119 | 533 |
| 176 | 633 | 254 |
| 216 | 530 | 318 |
| 818 | 189 | 985 |
| 284 | 99 | 520 |
| 1025 | 232 | 612 |
| 490 | 130 | 509 |
| 504 | 212 | 1207 |
| 437 | 191 | 851 |
| 247 | 333 | 393 |
| 87 | 373 | 174 |
| 197 | 2568 | 253 |
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Table 2：PAM250 Matrix－Estimated Assuming Homogeneous Rates．


Table 3: PAM250 Matrix - Estimated Assuming Heterogeneous Rates with $\alpha=1$


Table 4: PAM658 Matrix - Estimated Assuming Heterogeneous Rates with $\alpha=1$


Figure 1: Bias in Barry and Hartigan's distance measure as a percentage of the distance for divergence times $>1$. A heterogeneous rate model with gamma distributed rates was assumed $(\alpha=1:-, \alpha=2:-, \alpha=4:-)$.


Figure 2: Bias in Barry and Hartigan's distance measure as a percentage of the distance for divergence times $<1$. A heterogeneous rate model with gamma distributed rates was assumed ( $\alpha=1:--\alpha=2:-, \alpha=4:-$.


Figure 3: Bias in the expected alignment score for sequences of length $n=1000$ as a function of divergence time when rates have a $\operatorname{gamma}(\alpha=1)$ distribution.


Figure 4: Histogram of bootstrapped chi-square statistics.


Figure 5: Alignment scores versus divergence time calculated for the Homo sapien - E.coli dataset assuming a homogeneous rate model ( - . ) and a heterogeneous rate model with $\alpha=1.432(-)$.
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