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SATURATION THEOREMS FOR INTERPOLATION
AND THE BERNSTEIN-SCHNABL OPERATOR

MAREK BEŚKA AND KAROL DZIEDZIUL

Abstract. We shall study properties of box spline operators: cardinal in-
terpolation, convolution, and the Bernstein-Schnabl operator. We prove the
saturation theorem.

1. Introduction

A typical form of the saturation theorem for spline operators is given in [C2], [C3],
[DM1], [Dz1], [FK]. Theorems 3.3 and 4.2 give the other forms of the saturation
theorem. In the first three parts we deal with box spline operators. The main
result, the saturation theorem for cardinal interpolation, is given in the third part.
The proof is based on the saturation theorem for convolution operators. In the last
part we deal with the saturation theorem for the Bernstein-Schnabl operator. The
proof is based on Pisier’s inequality.

Let us recall the definition and some properties of box splines. For more detail
we refer to [BHR].

(1.1) Let V = {v1, v2, . . . , vn} denote a set of not necessarily distinct vectors in
Zd\{0}, such that

span{V } = Rd.

We call such a set admissible.

(1.2) If V is admissible, then the box spline corresponding to V (denoted by
B(·|V )) is defined by requiring that∫

Rd
f(x)B(x|V ) dx =

∫
[0,1]n

f(V u) du

holds for any continuous function f on Rd (see [BHR, page 1]).

(1.3) A family X of vectors in Zd\{0} is called symmetric if it satisfies the follow-
ing: if v ∈ X , then −v ∈ X .

(1.4) Let X be admissible. Then X is symmetric if and only if X = V ∪ −V ,
where V is admissible and

−V = {−v : v ∈ V }.
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(1.5) If X is symmetric and admissible, then the box spline corresponding to X is
symmetric and it is denoted by

N(x) = N(x|X) = B(x|X).

(1.6) With the Fourier transform given by

f̂(ξ) =
∫
Rd
f(t)e−2πiξ·t dt,

then ([BHR, page 11])

N̂X(ξ) =
∏
v∈X

sin(πξ · v)
πξ · v .

(1.7) The cardinality of the set V is denoted by |V |.

(1.8) A family V is called unimodular if | detW | ≤ 1, for all W ⊂ V , and |W | = d.

(1.9) Let X be admissible and symmetric. The following conditions are equivalent
(see [BHR, (57) Theorem page 51, (28) Proposition page 89, see proof]):

a) X is unimodular;
b) for all x ∈ Rd

P (x) =
∑
α∈Zd

N(α|X)e2πiα·x 6= 0.

(1.10) [BHR, (12) Theorem page 82, see proof] Let X be admissible, symmetric
and unimodular. Let b = {b(α), α ∈ Zd} be the sequence of the Fourier coeffi-
cients of the periodic function 1/P (x). Then b decays exponentially, i.e., there are
constants C > 0 and 0 < q < 1 such that, for all α ∈ Zd,

|b(α)| ≤ Cq‖α‖.

(1.11) For X and b as in (1.10), the fundamental function is defined as

Φ(x) =
∑
α∈Zd

b(α)N(x − α|X).

In particular, this definition implies that, for α ∈ Zd,

Φ(α) =

{
0 α 6= 0
1 α = 0.

(1.12) Let

%X = max{r : ∀W⊂X |W | = r, span{X\W} = Rd}.

If %X ≥ 1, then (cf. [BH], [BHR, (37) Proposition page 15])

Φ(x), N(x|X) ∈ C%X−1(Rd)\C%X (Rd).
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2. Convolution operators

Let φ : Rd → R. The following notation is used:

φh(x) =
1
hd
φ
(x
h

)
, h > 0,

σhφ = φ
(x
h

)
, h > 0,

Tφ,hf = φh ∗ f,
where

f ∗ g(x) =
∫
Rd
f(y)g(x− y) dy.

As usual,

‖f‖p =
(∫

Rd
|f(x)|p dx

)1/p

,

|f |k,p =
∑
|α|=k

(∫
Rd
|Dαf(x)|p dx

)1/p

,

α = (α1, . . . , αd), |α| = α1 + · · ·+ αd, α! = α1! · · ·αd!,
α ≥ 0 if αj ≥ 0 for all j = 1, . . . , d.

If α ≥ 0, then

Dαf =
∂α1f

∂xα1
1

· · · ∂
αdf

∂xαdd

and

xα = xα1
1 · · ·xαdd where x = (x1, . . . , xd).

For 1 ≤ p < ∞ and k ≥ 1, let W k
p denote the Sobolev space [S]. Let us recall the

Poisson summation formula (see [SW]).

Lemma 2.1. Let f, f̂ be continuous functions on Rd. Suppose that there are C > 0
and δ > 0 such that

|f(x)| ≤ c(1 + |x|)−d−δ x ∈ Rd

and

|f̂(x)| ≤ c(1 + |x|)−d−δ x ∈ Rd.
Then ∑

α∈Zd
f(x− α) =

∑
α∈Zd

f̂(α)e2πiα·x for all x ∈ Rd.

We study the convolution operators TN,h, TΦ,h corresponding to the symmetric
box spline N and the fundamental function Φ. It is easy to obtain the following
result on the order of approximation by these operators.

Theorem 2.2. Let 1 ≤ p <∞. Let X be admissible and symmetric, and let N be
the box spline corresponding to X. Then there is Cp > 0 such that for f ∈ W 2

p

‖f − TN,hf‖p ≤ Cph2|f |2,p.
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Moreover, assume that X is unimodular and let Φ be the fundamental function
corresponding to X. Then, for f ∈ W %X+1

p ,

‖f − TΦ,hf‖p ≤ Cph%X+1|f |%X+1,p.

The following result is needed.

Theorem 2.3. Let X be admissible and symmetric, and let N be the box spline
corresponding to X. Then for f ∈W 2

2 ,

f − TN,hf
h2

→ K1f =
1

4π2

∑
|α|=2

DαN̂(0)
α!

Dαf, h→ 0.(2.4)

If f ∈ L2(Rd) and f̂ is of compact support, then

f = TN,hf +
∞∑
j=1

(−1)j+1 h2j

(2π)2j

∑
|α|=2j

DαN̂(0)
α!

Dαf.(2.5)

If in addition X is unimodular and Φ is the corresponding fundamental function,
then, for f ∈W %X+1

2 ,
f − TΦ,hf

h%X+1
→ K2f

=
1

(2πi)%X+1

∑
|β|=%X+1

Dβf

β!

∑
α∈Zd

DβN̂(α)−DβN̂(0)

 , h→ 0,
(2.6)

while, for f ∈ L2(Rd) with f̂ of compact support,

f = TΦ,hf +
∞∑
j=1

h%X+j

(2πi)%X+j

∑
|β|=%X+j

Dβf

β!

∑
α∈Zd

DβN̂(α) −DβN̂(0)

 .(2.7)

In formulas (2.4)–(2.7) the convergence in the norm of L2(Rd) is considered.

Proof. Denote

g(x) =
sinx
x

= 1− x2

3!
+
x4

5!
− · · · .

Thus (cf. (1.6))

N̂(x) =
∏
v∈X

g(πx · v).

Consequently, in Maclaurin’s formula

N̂(x) =
∑
α≥0

DαN̂(0)
α!

xα(2.8)

we have only monomials of even degree. By Plancherel’s formula we obtain∥∥∥∥∥∥f − TN,hfh2
− 1

4π2

∑
|α|=2

DαN̂(0)
α!

Dαf

∥∥∥∥∥∥
2

=

∥∥∥∥∥∥f̂(x)

1− N̂(hx)
h2

+
∑
|α|=2

DαN̂(0)xα

α!

∥∥∥∥∥∥
2

.
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Since in (2.8) there are only monomials of even degree, we get

1− N̂(hx)
h2

+
∑
|α|=2

DαN̂(0)xα

α!
= −

∞∑
j=2

∑
|α|=2j

DαN̂(0)
α!

h2jxα.

The last formula implies (2.4) and (2.5) for functions f such that their Fourier
transforms have compact support. The boundedness of the operator TN,h (cf. The-
orem 2.2) and a density argument gives (2.4) for f ∈ W 2

2 .
Suppose now that X is unimodular. By Plancherel’s formula we have∥∥∥∥f − TΦ,hf

h%X+1
−K2f

∥∥∥∥
2

=

∥∥∥∥∥f̂(x)

(
1− Φ̂(hx)
h%X+1

)
− K̂2f(x)

∥∥∥∥∥
2

,(2.9)

where

K̂2f(x) = f̂(x)
∑

|β|=%X+1

xβ

β!

∑
α∈Zd,α6=0

DβN̂(α).

The definition of the fundamental function (cf. (1.11)) implies that

Φ̂(hx) = N̂(hx)
∑
α∈Zd

b(α)e−2πiα·hx.

Since X and N are symmetric, the sequence {b(α)} is also symmetric. Conse-
quently,

1− Φ̂(hx)
h%X+1

=
1− N̂(hx)

∑
α∈Zd b(α)e−2πiα·hx

h%X+1

=
∑

α∈Zd N(α|X)e−2πiα·hx − N̂(hx)
h%X+1

∑
α∈Zd N(α|X)e−2πiα·hx .

Observe that for f , with f̂ of compact support,∑
α∈Zd

N(α|X)e2πiα·hx → 1, as h→ 0, uniformly with respect to x ∈ supp f̂ .

Therefore, it is sufficient to show that∑
α∈Zd N(α|X)e−2πiα·hx − N̂(hx)

h%X+1

→
∑

|β|=%X+1

xβ

β!

∑
α∈Zd

DβN̂(α)−DβN̂(0)

 , h→ 0.
(2.10)

Since

e2πiα·hx =
∞∑
n=0

(2πiα · hx)n

n!
and (α · x)n =

∑
|β|=n

n!
β!
αβxβ ,

we obtain ∑
α∈Zd

N(α|X)e−2πiα·hx =
∞∑
n=0

(−2πi)n

n!
hn

∑
α∈Zd

N(α)(α · x)n

=
∞∑
n=0

(−2πi)n

n!
hn

∑
|β|=n

n!
β!

∑
α∈Zd

N(α)αβxβ .

(2.11)



710 MAREK BEŚKA AND KAROL DZIEDZIUL

Applying Poisson’s formula 2.1 to the function f(x) = xβN(x) at the point x = 0,
we get ∑

α∈Zd
N(α)αβ =

∑
α∈Zd

1
(−2πi)|β|

DβN̂(α).(2.12)

The conditions required by Lemma 2.1 can be checked by elementary calculations.
Moreover, since N is symmetric, we get, for β with |β| odd,∑

α∈Zd
N(α)αβ = 0.

Formula (1.6) implies that, for |β| ≤ %X and α ∈ Zd\{0},

DβN̂(α) = 0.

Thus, we get, for |β| ≤ %X ,∑
α∈Zd

N(α)αβ =
1

(−2πi)|β|
DβN̂(0).(2.13)

Now, it follows from (2.11), (2.12) and (2.13) that∑
α∈Zd

N(α|X)e−2πiα·hx =
%X∑
n=0

hn
∑
|β|=n

1
β!
DβN̂(0)xβ

+
∞∑

n=%X+1

hn
∑
|β|=n

1
β!

∑
α∈Zd

DβN̂(α)xβ .

Recall that in formula (2.8) there are only monomials of even degree, and therefore∑
α∈Zd

N(α|X)e−2πiα·hx − N̂(hx)

=
∞∑

n=%X+1

hn
∑
|β|=n

1
β!

∑
α∈Zd

DβN̂(α) −DβN̂(0)

 xβ .

The last formula implies (2.10), which in turn gives (2.6) and (2.7).

3. Cardinal interpolation

Let us recall the definition of cardinal interpolation: for a continuous and bound-
ed function f

If(x) =
∑
α∈Zd

f(α)Φ(x − α),(3.1)

and

Ih = σh ◦ I ◦ σ1/h, h > 0.

The following theorem can be found in [J] (cf. also [CJW]).

Theorem 3.2. Let X be admissible, symmetric and unimodular and let Φ be the
fundamental function corresponding to X. Let %X + 1 > d/2. Then there is a
constant C > 0 such that, for all f ∈W %X+1

2 ,

‖f − Ihf‖2 ≤ Ch%X+1|f |%X+1,2.
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Denote

Λ = {W ⊂ X : |W | = %X + 1, span{X\W} 6= Rd},

DW =
∏
v∈W

Dv,

where Dv is the derivative in the direction v.
By β ⊥ (X\W ) we mean that v · β = 0 for all v ∈ (X\W ). Recall that

K2f =
1

(2πi)%X+1

∑
|β|=%X+1

Dβf

β!

∑
α∈Zd

DβN̂(α) −DβN̂(0)

 .

The main result of this section is

Theorem 3.3. Let X be admissible, symmetric and unimodular, and let Φ be the
fundamental function corresponding to X. Let %X+1 > d/2 and f ∈ W %X+1

2 . Then

lim
h→0

∥∥∥∥f − Ihfh%X+1
−K2f

∥∥∥∥2

2

=
(

1
4π2

)%X+1 ∑
W∈Λ

∫
Rd
|DW f(u)|2 du

∑
β⊥(X\W ),β 6=0

∏
v∈W

1
(β · v)2

.

Proof. Let f ∈W %X+1
2 be given. Assuming that the Poisson formula can be applied

for f , let us calculate the Fourier transform of If :

Îhf(x) =

∑
α∈Zd

(σ1/hf)(α)σh(Φ)(x − hα)

∧

= hdΦ̂(hx)
∑
α∈Zd

(σ1/hf)(α)e−2πihα·x

= hdΦ̂(hx)
∑
β∈Zd

(σ̂1/hf)(hx − β)

= Φ̂(hx)
∑
α∈Zd

f̂
(
x− α

h

)
.

By Plancherel’s formula we have∥∥∥∥f − Ihfh%X+1
−K2f

∥∥∥∥
2

=

∥∥∥∥∥ f̂ − Îhfh%X+1
− K̂2f

∥∥∥∥∥
2

.

Further, let us assume that the support of f̂ is contained in a cube C = [−k, k]d.
Then, for 0 < h < 1/(2k), we get∫

C

∣∣∣∣∣ f̂(x)− Îhf(x)
h%X+1

∣∣∣∣∣
2

dx =
∫
C

∣∣∣∣∣ f̂(x)− Φ̂(hx)f̂ (x)
h%X+1

∣∣∣∣∣
2

dx.(3.4)

Comparing the above formula with (2.9), we conclude that∫
C

∣∣∣∣∣ f̂(x)− Îhf(x)
h%X+1

− K̂2f(x)

∣∣∣∣∣
2

dx→ 0 as h→ 0.
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Now, let us consider the integral over Cc:∫
Cc

∣∣∣∣∣ f̂(x) − Îhf(x)
h%X+1

∣∣∣∣∣
2

dx =
∫
Cc

∣∣∣∣∣ Φ̂(hx)
∑

α∈Zd f̂(x− α/h)
h%X+1

∣∣∣∣∣
2

dx

=
∑

β∈Zd\{0}

∫
[−k,k]d+β/h

∥∥∥∥∥ Φ̂(hx)f̂ (x− β/h)
h%X+1

∣∣∣∣∣
2

dx

=
∫

[−k,k]d

∑
β∈Zd\{0}

∣∣∣∣∣ Φ̂(hu+ β)
h%X+1

∣∣∣∣∣
2

|f̂(u)|2 du.

(3.5)

By the definition of the fundamental function (1.11) and by (1.6), we get

Φ̂(hu+ β) = N̂(hu + β)
∑
α∈Zd

b(α)e2πiα·hu

=
∏
v∈X

sin(πhu · v)
π(hu+ β) · v

∑
α∈Zd

b(α)e−2πiα·hu.

Consequently, we obtain

∑
β∈Zd\{0}

∣∣∣∣∣ Φ̂(hu+ β)
h%X+1

∣∣∣∣∣
2

=
(

1
h%X+1

)2 ∑
β∈Zd\{0}

∏
v∈X

(
sin(πhu · v)
π(hu + β) · v

)2
∣∣∣∣∣∣
∑
α∈Zd

b(α)e−2πiα·hu

∣∣∣∣∣∣
2

.

(3.6)

Define

S0 = {β ∈ Zd\{0} : there is v ∈ X, β · v = 0},
S1 = {β ∈ Zd\{0} : for all v ∈ X, β · v 6= 0},

Then, it follows from (3.6) that

∑
β∈Zd\{0}

∣∣∣∣∣ Φ̂(hu+ β)
h%X+1

∣∣∣∣∣
2

=

∑
β∈S0

∏
v∈X,v·β=0

(
sin(πhv · u)
πhv · u

)2

×
(∏

v∈X,v·β 6=0 sin(πhv · u)
h%X+1

)2
 ∏
v∈X,v·β 6=0

1
π(hu + β) · v

2

+
∑
β∈S1

(∏
v∈X sin(πhv · u

h%X+1

)2
(∏
v∈X

1
π(hu+ β) · v

)2


×

∣∣∣∣∣∣
∑
α∈Zd

b(α)e−2πiα·hu

∣∣∣∣∣∣
2

.
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For β ∈ S0 denote

Jβ = {v ∈ X : v · β 6= 0}.

Observe that

|Jβ | ≥ %X + 1.

Moreover, there is β ∈ S0 such that

|Jβ | = %X + 1.

Let IN be the set of β satisfying the above condition, i.e.,

IN = {β ∈ S0 : |Jβ | = %X + 1}.

Observe that if W ⊂ X and |W | > %X + 1, then∏
v∈W sin(πhv · u)

h%X+1
→ 0, h→ 0, uniformly on C.

Moreover, ∑
α∈Zd

b(α) =
∑
α∈Zd

N(α) = 1.

Thus, as h→ 0

∑
β∈Zd\{0}

∣∣∣∣∣ Φ̂(hu + β)
h%X+1

∣∣∣∣∣
2

→
∑
β∈IN

∏
v∈Jβ

(πv · u)2 1
(πβ · v)2

in case d > 1,(3.7)

∑
j∈Z\{0}

∣∣∣∣∣ Φ̂(hu+ j)
h%X+1

∣∣∣∣∣
2

→
∏
v∈X

(πuv)2
∑

j∈Z\{0}

∏
v∈X

1
(πjv)2

in case d = 1,

uniformly with respect to u ∈ C = [−k, k]d.
Let us consider d > 1. As a consequence of (3.5) and (3.7) we get∫

Cc

∣∣∣∣∣ f̂(x)− Îhf(x)
h%X+1

∣∣∣∣∣
2

dx→
∑
β∈IN

∏
v∈Jβ

1
(β · v)2

∫
C

∏
v∈Jβ

(v · u)2|f̂(u)|2 du

=
∑
β∈IN

∏
v∈Jβ

1
(β · v)2

∫
Rd

∏
v∈Jβ

(v · u)2|f̂(u)|2 du

=
(

1
4π2

)%X+1 ∑
β∈IN

∏
v∈Jβ

1
(β · v)2

∫
Rd
|DJβf(u)|2 du,

(3.8)

where

DJβ =
∏
v∈Jβ

Dv.

Note that if β ∈ IN , then

Jβ = W ≡ β ⊥ (X\W ) and W ∈ Λ.
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Moreover, for each W ∈ Λ there is β ∈ IN such that W = Jβ. Therefore, (3.8)
takes the following form∑

β∈IN

∏
v∈Jβ

1
(β · v)2

∫
Rd
|DJβf(u)|2 du

=
∑
W∈Λ

∫
Rd
|DW f(u)|2 du

∑
β⊥(X\W ),β 6=0

∏
v∈W

1
(β · v)2

.

This completes the proof in the case of functions f for which the Poisson formula
can be applied and f̂ is of compact support. Note that such functions are dense in
W %X+1

2 . Moreover, Theorem 3.2 implies that the operators

Kh =
f − Ihf
h%X+1

−K2f

are bounded. More precisely there is C such that, for all f ∈W %X+1
2 and h,∥∥∥∥f − Ihfh%X+1

−K2f

∥∥∥∥2

2

≤ C|f |%X+1,2.

The proof of Theorem 3.3 is now completed by the boundedness of the operators
Kh and the density argument.

Remark 3.9. The proof of Theorem 3.3 implies that f−Ihf
h%X+1 → K2f weakly in

L2(Rd).

4. The saturation theorem for Bernstein-Schnabl operators

Let K be a convex set in a linear space B. To the set K corresponds a convex
cone

K̃ = {(λx, λ) : x ∈ K,λ ≥ 0} ⊂ B ⊕R.

The cone defines a partial order in B⊕R by putting x ≤ y iff x− y ∈ K̃. We shall
consider here only bounded and closed convex sets in Banach spaces B. The set
K is called a simplex if the order determined by K̃ is a lattice order (on the linear
subspace K̃ − K̃ of B ⊕R).

Now let B be a real Banach space and K ⊂ B be a separable closed bounded
convex subset (with nonempty interior) of B. Assume that K has the Radon-
Nikodym property, then, by Edgar’s and Bourgin’s theorem (see [B]), for every
x ∈ K there is a probability measure µx on K such that

x =
∫
K

yµx(dy)

and µx{exK} = 1, where exK denotes the set of extreme points of K. If K is a
simplex, then the measure µx is unique (see [B]). In this case we can define the
Bernstein-Schnabl operators (see [A]) as follows. For f ∈ Cu(K) (the space of all
real valued uniformly continuous functions on K) and n ∈ N we put

Bn(f)(x) :=
∫
K

· · ·
∫
K

f

(
t1 + · · ·+ tn

n

)
µx(dt1) · · ·µx(dtn), x ∈ K, n = 1, 2, . . . .

(4.1)



SATURATION THEOREMS FOR INTERPOLATION 715

The Bernstein-Schnabl operators have a probabilistic interpretation, namely let
ξ1, . . . , ξn be a sequence of independent identically distributed K-valued random
vectors with the law µx, then

Bn(f)(x) = Ef

(
ξ1 + · · ·+ ξn

n

)
, f ∈ Cu(K),

where Eη means the expectation of a random variable η. By C2
u(K) we denote the

space of all real functions with a uniformly continuous second derivative.

Theorem 4.2. Let K ⊂ B be a simplex as above (bounded by M) and∨
C>0

∧
n

∧
x∈K

nBn(‖ · −x‖2)(x) ≤ C.(4.3)

Then for every f ∈ C2
u(K)

lim
n→∞

n[Bn(f)(x)− f(x)] =
1
2

[∫
K

D2f(x)(y, y)µx(dy)−D2f(x)(x, x)
]

(4.4)

uniformly on K.

Proof. Recall the following known inequality [P].

Lemma. Let ξ1, . . . , ξn, . . . be a sequence of independent random vectors with
‖ξi‖ ≤ 2M , for each i. Then, for all t > 0,

Pr{
∣∣‖Sn‖ − E‖Sn‖∣∣ > t} ≤ 2 exp

(
− t2

32nM2

)
,

where Sn = ξ1 + · · ·+ ξn.

Assume that ξ1, . . . , ξn is a sequence of independent identically distributed
K-valued random vectors with a law µx. For a given t > 0 we can choose (by
a strong law of large numbers) n0 ∈ N such that, for n > n0,

E

∥∥∥∥Snn − x
∥∥∥∥ < t

2
.

Thus, and by Pisier’s lemma, we have for n > n0

Pr

{∥∥∥∥Snn − x
∥∥∥∥ > t

}
≤ Pr

{∥∥∥∥Snn − x
∥∥∥∥ > t

2
+ E

∥∥∥∥Snn − x
∥∥∥∥}

≤ Pr
{∣∣‖Sn − nx‖ − E‖Sn − nx‖∣∣ > nt

2

}
≤ 2 exp

(
− nt2

128M2

)
.

So we have the estimation for n > n0,

Pr

{∥∥∥∥Snn − x
∥∥∥∥ > t

}
≤ 2 exp

(
− nt2

128M2

)
.(4.5)
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Next by Taylor’s formula, we get

f(y)− f(x) = Df(y)(y − x) +
1
2

∫ 1

0

(1− s)D2f(x+ s(y − x))(y − x, y − x) ds

= Df(x)(y − x) +
1
2
D2f(x)(y − x, y − x)

+
1
2

∫ 1

0

(1 − s)[D2f(x+ s(y − x))(y − x, y − x)

−D2f(x)(y − x, y − x)] ds,

i.e.,

f(y)− f(x) = Df(x)(y − x) +
1
2
D2f(x)(y − x, y − x) + r(x, y),(4.6)

where r(x, y) = o(‖y − x‖2), and it is easy to check that |r(x, y)| ≤ A for all
x, y ∈ K. Thus for a fixed ε > 0 we can find δ > 0 such that if ‖y − x‖ < δ, then

|r(x, y)| ≤ ε‖y − x‖2,

and

|r(x, y)| ≤ ε‖y − x‖2 +A1{‖y−x‖>δ}.(4.7)

Now by (4.6) we get

n[Bn(f)(x) − f(x)]

=
1
2

(∫
K

D2f(x)(y, y)µx(dy)−D2f(x)(x, x)
)

+ nBn(r(x, ·))(x).
(4.8)

To finish the proof of the theorem it is enough to demonstrate that

nBn(r(x, ·))(x) → 0, n→∞(4.9)

uniformly on K. But

0 ≤ nBn(|r(x, ·)|)(x) ≤ nεBn(‖ · −x)‖2) + nABn(1{‖t−x‖>δ})(x)

= nεBn(‖ · −x)‖2) + nAPr

{∥∥∥∥Snn − x
∥∥∥∥ > δ

}
≤ εC, when n→∞

for any ε > 0. This completes the proof.

Remark 4.10. It is easy to check that if a Banach space B is of type 2 (especially
if B is a Hilbert space), then the condition (4.3) is satisfied.

Remark 4.11. If there exists a function f ∈ C2
u(B) with a bounded support, then

the Banach space is of type 2 and by Remark 4.10 the condition (4.3) is satisfied.

Remark 4.12. It is not difficult to find a Banach space B (e.g., l1) and a simplex
K ⊂ B for which the condition (4.3) is not fulfilled.
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E-mail address: beska@mifgate.pg.gda.pl
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