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A SPECTRAL METHOD FOR THE STOKES PROBLEM
IN THREE-DIMENSIONAL UNBOUNDED DOMAINS

L. HALPERN

Abstract. We present a method for solving the Stokes problem in unbounded
domains. It relies on the coupling of the transparent boundary operator and
a spectral method in spherical coordinates. It is done explicitly by the use
of vector-valued spherical harmonics. A uniform inf-sup condition is proved,
which provides an optimal error estimate.

1. Introduction

When solving a steady partial differential equation in an unbounded domain,
various strategies can be used. Most of them rely on the use of integral equations
and fast algorithms (see for instance [15], [4], [14], and references therein). An
alternative approach is to introduce an artificial boundary and a coupling between
a numerical method in the interior and either an eigenmode decomposition or an
integral equation on the artificial boundary ([8], [11]). Successful computations
using spectral methods in two dimensions have been reported in [2], and theoretical
formalism for the two-dimensional Stokes problem has been introduced in [9]. It
relies on a polar decomposition of vector fields and produces an optimal method,
i.e., with a uniform inf-sup condition. The aim of the present paper is to extend
the method to the three-dimensional Stokes problem. We start in Section 2 with
the Stokes system in a ball, with a Dirichlet boundary condition

−∆u + grad p = f in Ω,
div u = 0 in Ω,
u = 0 on Γ.

(1.1)

We write a mixed formulation in (H1
0 (Ω))3 × L2

0(Ω), i.e., find (u, p) in X ×M
such that {

∀v ∈ X, a(u,v) + b(v, p) = L(v),
∀q ∈M, b(u, q) = 0,

(1.2)

where X is (H1
0 (Ω))3 and M is L2

0(Ω).
Owing to a well-known result by Babuska and Brezzi (see [7]), the most deli-

cate property to fulfill for the well-posedness is the so-called inf-sup condition. It
necessitates the computation of the following quantity:

inf
q∈M

sup
v∈X

|b(v, q)|
‖v‖X‖q‖M

.(1.3)
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We shall prove this quantity to be actually equal to 1√
3
. The result is achieved

by a convenient decomposition of vector fields in subsection 2.3. It relies on the use
of the eigenmodes for the vector-valued Laplace-Beltrami operator on the sphere.
These eigenmodes are the vector-valued spherical harmonics (see [14]). They have
the remarkable ability to diagonalize the Stokes operator. This allows for an explicit
resolution of the Stokes problem in subsection 2.4.

Given such a decomposition in a ball, it is now easy to introduce a Galerkin
method in Section 3: we use “almost” polynomials in the radial variable and a
finite number of spherical harmonics in a consistent way (see subsections 3.1 and
3.2). This process creates spaces XN and MN in which we solve (1.2). The discrete
spaces are such that the inf-sup number is still equal to 1√

3
. According to classical

theory, this property prevents the apparition of parasitic modes for the pressure
and allows for optimal error estimates, as proved in subsection 3.3.

With all these tools in hand, we are now able to handle the problem of unbounded
domains in Section 4. Considering the Stokes problem in R3, we show how to reduce
the problem to a bounded domain by introducing a fictitious boundary, the sphere
of radius R, in subsection 4.1. In subsection 4.2, we give an explicit representation
of the transparent operator, which in turn provides easy proofs of its properties.
The last two subsections in Section 4 are devoted to a Galerkin method for the
problem. The path is the same as in Sections 2 and 3, and gives the exact value in
the inf-sup condition.

2. The Stokes system in a ball

2.1. A few elements in functional analysis. We recall here some well-known
results on Sobolev spaces. For details see [7].

For any three-dimensional domain Ω, L2(Ω) is the (complex) Hilbert space of
square-integrable functions, furnished with the inner product

(v, w)0,Ω =
∫

Ω

v(x)w(x) dx,(2.1)

and the corresponding norm is denoted by ‖.‖0,Ω. D(Ω) is the space of functions
which are infinitely differentiable and compactly supported in Ω. Its dual space is
the space of distributions, called D′(Ω). For any positive integer m, Hm(Ω) is the
Sobolev space of distributions defined in Ω, whose derivatives up to order m belong
to L2(Ω), furnished with the inner product

(v, w)m,Ω =
∑
|k|≤m

(Dkv,Dkw)0,Ω,(2.2)

and the corresponding norm is denoted by ‖.‖m,Ω (as usual, H0(Ω) is identical to
L2(Ω)). The closure of D(Ω) in H1(Ω) is denoted by H1

0 (Ω), and H−1(Ω) is the
dual space of H1

0 (Ω). The duality between H−1(Ω) and H1
0 (Ω) is denoted by 〈., .〉.

If Ω is bounded with smooth boundary Γ, H1
0 (Ω) is the set of functions in H1(Ω)

which vanish on Γ. Then, due to the Poincaré-Friedrichs inequality, the semi-norm
defined on H1(Ω) by |v|1,Ω = ‖grad v‖0,Ω is a norm on H1

0 (Ω), equivalent to the
‖.‖1,Ω-norm. The space of traces on Γ of the elements of H1(Ω) is called H1/2(Γ),
and the dual space is H−1/2(Γ). The duality between H1/2(Γ) and H−1/2(Γ) is
denoted by 〈., .〉Γ. L2

0(Ω) is the space of elements q in L2(Ω) such that
∫

Ω q(x) dx =
0. For simplicity, for any m ≥ −1, we shall call Hm(Ω) the space (Hm(Ω))3 (resp.
L2(Ω) = (L2(Ω))3). The notations (., .)m,Ω and ‖.‖m,Ω apply indiscriminately to



A SPECTRAL METHOD FOR THE STOKES PROBLEM 1419

Hm(Ω) or Hm(Ω). Furthermore, in the following any notation could be vectorized
by boldfacing.

In order to analyze the Stokes problem in bounded or exterior domains, with
various boundary conditions, it is convenient to introduce the following abstract
frame (see [7]). Let M and X be two Hilbert spaces, furnished with the inner
product (., .)M and (., .)X , and the corresponding norms ‖.‖M and ‖.‖X . Let a be
a sesquilinear form on X × X (i.e., linear with respect to the first variable and
antilinear with respect to the second variable) and b be a sesquilinear form on
X ×M (i.e., linear with respect to the variable in M and antilinear with respect
to the variable in X). We shall call the mixed or saddle point formulation the
following problem. Find (u, p) in X ×M such that{

∀v ∈ X, a(u,v) + b(v, p) = L(v),
∀q ∈M, b(u, q) = 0.

(2.3)

We introduce the subspace of X , V = {v ∈ X, ∀q ∈ M, b(v, q) = 0}. The
general result by Babuska and Brezzi reads (see [7])

Theorem 2.1. Suppose the following assumptions are fulfilled :

1. The sesquilinear form a is continuous on X and there exists a positive constant
α such that for any v in V ,

a(v,v) ≥ α‖v‖2X .(2.4)

2. The sesquilinear form b is continuous on X ×M .
3. The inf-sup condition is fulfilled : there exists a real number C positive such

that

inf
q∈M

sup
v∈X

|b(v, q)|
‖v‖X‖q‖M

≥ C.(2.5)

4. L is an antilinear continuous form on X.

Then problem (2.3) has a unique solution.

2.2. Variational formulation in a bounded domain. Let Ω be a bounded open
connected subset of R3 with smooth boundary Γ. The Stokes problem in Ω with
homogeneous Dirichlet boundary data reads: Find (u, p) such that

−∆u + grad p = f in Ω,
div u = 0 in Ω,
u = 0 on Γ.

(2.6)

The notations grad , div and ∆ give the gradient, divergence and Laplace op-
erators, respectively,

grad p =
(
∂p

∂x1
,
∂p

∂x2
,
∂p

∂x3

)
, div u =

3∑
i=1

∂ui
∂xi

, ∆ϕ =
3∑
i=1

∂2ϕ

∂x2
i

.(2.7)
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Problem (2.6) enters in the previous frame by defining X = H1
0(Ω) provided

with the semi-norm |.|1,Ω and M = L2
0(Ω). The forms a and b are given by

a(u,v) =
3∑

(i,j)=1

(
∂ui
∂xj

,
∂vi
∂xj

)
0,Ω

,

b(v, q) = −(q, div v)0,Ω,

L(v) = 〈f ,v〉.

(2.8)

We shall call a solution to (2.3) with the definitions in (2.8) a weak solution to
(2.6). Theorem 2.1 gives the well-posedness of problem (2.6) as follows (see [7]):

Theorem 2.2. For any f in H−1(Ω), there exists a unique weak solution (u, p) to
(2.6) in H1

0(Ω)× L2
0(Ω). Furthermore, there exists a positive constant C such that

∀f ∈ H−1(Ω), ‖u‖1,Ω + ‖p‖0,Ω ≤ C‖f‖−1,Ω.(2.9)

Moreover if f belongs to Hm(Ω), then (u, p) belongs to Hm+2(Ω) ×Hm+1(Ω) and
there exists a positive constant D such that

∀f ∈ Hm(Ω), ‖u‖m+2,Ω + ‖p‖m+1,Ω ≤ D‖f‖m,Ω.(2.10)

We shall now consider the case where Ω is the unit ball. We shall identify the best
constant in the inf-sup condition. For that purpose, we introduce a decomposition
of vector fields on the sphere.

2.3. Spherical harmonics, vector-valued spherical harmonics. We describe
here a theory based on well-known results in quantum mechanics (see [3]). They
have been introduced in the frame of functional analysis by Nedelec to handle
exterior problems for Maxwell equations ([14]).

A point in R3 is defined by its spherical coordinates (r, θ, ϕ), and the correspond-
ing moving frame is {er, eθ, eϕ}. These coordinates are related to the euclidean
coordinates {x1, x2, x3} by 

x1 = r sin θ cosϕ,
x2 = r sin θ sinϕ,
x3 = r cos θ.

(2.11)

On S, sphere in R3 of radius 1, L2(S) is the (complex) Hilbert space of square-
integrable functions on S, furnished with the inner product

(v, w)0,S =
∫
S

v(s)w(s) ds =
∫ 2π

0

∫ π

0

v(θ, ϕ)w(θ, ϕ) sin θdθdϕ,(2.12)

and the corresponding norm is denoted by ‖.‖0,S.
The Laplace-Beltrami operator ∆S is given by

∆S =
1

sin2 θ

∂2

∂ϕ2
+

1
sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
.(2.13)

−∆S is a self-adjoint positive compact operator in L2(S). Thus there is a com-
plete set of eigenfunctions in L2(S). The eigenvalues are m(m + 1) for m ≥ 0.
For any m ≥ 0, the corresponding eigenspace Ym has dimension 2m + 1. A clas-
sical basis, orthonormal in L2(S), is denoted by {Ym,l}−m≤l≤m. They satisfy the
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Figure 1. Spherical coordinates

relations 
∆SYm,l +m(m+ 1)Ym,l = 0, m ≥ 0,−m ≤ l ≤ m,

(Ym,l, Yp,k)0,S =

{
1 if m = p and l = k,

0 otherwise.
(2.14)

The functions Ym,l are written in closed form as

Ym,l(θ, ϕ) = (−1)l(i)m
(
m+ 1

2

2π
(m− l)!
(m+ l)!

)1/2

eilϕP lm(cos θ),(2.15)

where P lm is the associate Legendre polynomial defined by
0 ≤ l ≤ m, P lm(cos θ) = (sin θ)l

(
dl

dxl
Pm

)
(cos θ),

−m ≤ l ≤ 0, P lm(cos θ) = (−1)l
(m+ l)!
(m− l)!P

−l
m (cos θ),

(2.16)

and Pm is the mth Legendre polynomial on [−1, 1] (see [1]).
We introduce the tangent gradient

grad S =
1

sin θ
∂

∂ϕ
eϕ +

∂

∂θ
eθ(2.17)

and the Hilbert space

H1(S) = {u ∈ L2(S),grad Su ∈ (L2(S))3}(2.18)

furnished with the inner product

(u, v)1,S = (u, v)0,S + (grad Su,grad Sv)0,S .(2.19)

The following Green’s formula holds:

(−∆Su, v)0,S = (grad Su,grad Sv)0,S .(2.20)
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Thus, {Ym,l}−m≤l≤m,m≥0 is a unitary basis in L2(S), orthogonal in H1(S), and

‖grad SYm,l‖20,S = m(m+ 1).(2.21)

Remark 2.1. For each m, Ym is the space of the restriction to S of the harmonic
polynomials of degree m, i.e.,

∆(rmYm,l(θ, ϕ)) = 0.

The Ym,l are called the spherical harmonics.

For further purpose, following [14], we shall define, for any real number s, Hs(S)
as

Hs(S) =

{
g =

+∞∑
m=0

m∑
l=−m

gm,lYm,l(θ, ϕ),
+∞∑
m=0

m∑
l=−m

(m+ 1)2s|gm,l|2 < +∞
}
.

(2.22)

It is furnished with the norm

‖g‖2s,S =
+∞∑
m=0

m∑
l=−m

(m+ 1)2s|gm,l|2.(2.23)

Let us come now to the vector fields. As mentioned in subsection 2.3, L2(S)
denotes the space of vectors whose three components (in the canonical frame) belong
to L2(S). The vector-valued Laplace-Beltrami operator is defined by

∆SA =
1

sin2 θ

∂2

∂ϕ2
(A) +

1
sin θ

∂

∂θ

(
sin θ

∂

∂θ
(A)

)
,(2.24)

or, to be more precise,

∆SA = (∆SA1)e1 + (∆SA2)e2 + (∆SA3)e3.(2.25)

We can write the Green formula as

(−∆SA,B)0,S =
(
∂A
∂θ

,
∂B
∂θ

)
0,S

+
(

1
sin θ

∂A
∂ϕ

,
1

sin θ
∂B
∂ϕ

)
0,S

.(2.26)

Let us now define a complete set of vectors, orthogonal in L2(S), by



m ≥ 1, −m ≤ l ≤ m, Tm,l(θ, ϕ) = grad SYm,l ∧ er

=
1

sin θ
∂Ym,l
∂ϕ

eθ −
∂Ym,l
∂θ

eϕ,

m ≥ 0, −m− 1 ≤ l ≤ m+ 1, Vm,l(θ, ϕ) = (m+ 1)Ym+1,ler + grad SYm+1,l,

m ≥ 1, −m+ 1 ≤ l ≤ m− 1, Wm,l(θ, ϕ) = mYm−1,ler − grad SYm−1,l.

(2.27)

They are a complete basis of eigenfunctions for the vector-valued Laplace-Beltrami
operator, i.e., they satisfy the identity

∆SA +m(m+ 1)A = 0(2.28)

and their norms are given by

‖Tm,l‖20,S = m(m+ 1), ‖Vm,l‖20,S = (2m+ 3)(m+ 1), ‖Wm,l‖20,S = m(2m− 1).
(2.29)

Remark 2.2. The set of vectors in (2.27) are the vector-valued spherical harmonics,
i.e., the traces on S of vectors whose three components are harmonic polynomials.
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Remark 2.3. There is another vector-valued Laplace-Beltrami operator, defined on
the tangent space TL2(S) by

∆̃S = grad S(div S)− curl S(curlS),(2.30)

where, for u = u(θ, ϕ), the vector-valued curl operator is given by

curl Su = −∂u
∂θ

eϕ +
1

sin θ
∂u

∂ϕ
eθ,(2.31)

and, for A(θ, ϕ) = Aθ(θ, ϕ)eθ+Aϕ(θ, ϕ)eϕ, the divergence and scalar curl operators
are defined by

div SA =
1

sin θ

(
∂

∂θ
(sin θAθ) +

∂

∂ϕ
(Aϕ)

)
,

curlSA =
1

sin θ

(
∂

∂θ
(sin θAϕ)− ∂

∂ϕ
(Aθ)

)
.

(2.32)

This operator has the same properties as ∆S : it is self-adjoint, negative on TL2(S).
For any A in L2(S), the projection of ∆SA on the tangent space vect{eθ, eϕ}
coincides with ∆̃SAT , where AT is the projection of A on vect{eθ, eϕ}. The
Laplace-Beltrami operator we defined first is better suited for our purpose.

Thus, any p in L2(Ω) can be expanded as

p =
+∞∑
m=0

m∑
l=−m

pm,l(r)Ym,l(θ, ϕ).(2.33)

By separation of variables, the following space of functions depending on the r-
variable arises naturally:

L2
r2 = L2

r2( ]0, 1[ ) =
{
ϕ ∈ D′( ]0, 1[ ),

∫ 1

0

r2|ϕ|2(r)dr < +∞
}
.(2.34)

It is a Hilbert space when equipped with the natural inner product

(ϕ, ψ)r =
∫ 1

0

r2ϕ(r)ψ(r)dr,(2.35)

and the corresponding norm, denoted by ‖.‖r.
The Parseval identity reads in this case

‖p‖20,Ω =
+∞∑
m=0

m∑
l=−m

‖pm,l‖2r.(2.36)

Any u in L2(Ω) can be expanded in the same was as

u =
+∞∑
m=1

m∑
l=−m

tm,l(r)Tm,l(θ, ϕ)

+
+∞∑
m=0

m+1∑
l=−m−1

vm,l(r)Vm,l(θ, ϕ) +
+∞∑
m=1

m−1∑
l=−m+1

wm,l(r)Wm,l(θ, ϕ),

(2.37)
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and the Parseval identity reads

‖u‖20,Ω =
+∞∑
m=1

m∑
l=−m

m(m+ 1)‖tm,l‖2r

+
+∞∑
m=0

m+1∑
l=−m−1

(m+ 1)(2m+ 3)‖vm,l‖2r +
+∞∑
m=1

m−1∑
l=−m+1

m(2m− 1)‖wm,l‖2r.

(2.38)

The scalar product a(., .) defined in (2.8) can be expressed in spherical coordi-
nates as

a(u,v) =
(
∂u
∂r
,
∂v
∂r

)
0,Ω

+
(

1
r

∂u
∂θ
,

1
r

∂v
∂θ

)
0,Ω

+
(

1
r sin θ

∂u
∂ϕ

,
1

r sin θ
∂v
∂ϕ

)
0,Ω

.

(2.39)

If u and v are written as in (2.37) with coefficients (tm,l, vm,l, wm,l) and
(t̃m,l, ṽm,l, w̃m,l), respectively, then a(u,v) can be expressed as

a(u,v) =
+∞∑
m=1

m∑
l=−m

m(m+ 1)
(

(t′m,l, t̃
′
m,l)r +m(m+ 1)

(
tm,l
r
,
t̃m,l
r

)
r

)

+
+∞∑
m=0

m+1∑
l=−m−1

(m+ 1)(2m+ 3)
(

(v′m,l, ṽ
′
m,l)r +m(m+ 1)

(
vm,l
r
,
ṽm,l
r

)
r

)

+
+∞∑
m=1

m−1∑
l=−m+1

m(2m− 1)
(

(w′m,l, w̃
′
m,l)r +m(m+ 1)

(
wm,l
r

,
w̃m,l
r

)
r

)
,

(2.40)

where the sign ′ denotes the derivative with respect to the variable r. Assume
now that u and v belong to H1

0(Ω). Then all the r-variables vanish for r = 1.
Furthermore, if g denotes any of these functions, g, gr , g

′ belong to L2
r2. Then,

according to [13], r
1
2 g(0) can be defined in a weak sense and the value is 0. Thus,

introducing the new functions
τm,l = t′m,l +

m+ 1
r

tm,l,

ϕm,l = v′m,l −
m

r
vm,l,

ψm,l = w′m,l +
m+ 1
r

wm,l,

(2.41)

we can integrate by parts in (2.40) and get

a(u,v) =
+∞∑
m=1

m∑
l=−m

m(m+ 1)(τm,l, τ̃m,l)r

+
+∞∑
m=0

m+1∑
l=−m−1

(m+ 1)(2m+ 3)(ϕm,l, ϕ̃m,l)r

+
+∞∑
m=1

m−1∑
l=−m+1

m(2m− 1)(ψm,l, ψ̃m,l)r.

(2.42)
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In particular, the norm in X is given by

‖u‖2X =
+∞∑
m=1

m∑
l=−m

m(m+ 1)‖τm,l‖2r

+
+∞∑
m=0

m+1∑
l=−m−1

(m+ 1)(2m+ 3)‖ϕm,l‖2r

+
+∞∑
m=1

m−1∑
l=−m+1

m(2m− 1)‖ψm,l‖2r.

(2.43)

2.4. The inf-sup condition in B1.

Theorem 2.3. When Ω is the ball of radius 1, one has

inf
q∈M

sup
v∈X

|b(v, q)|
‖v‖X‖q‖M

=
1√
3
.(2.44)

Proof. As in [9], we write

inf
q∈M

sup
v∈X

|b(v, q)|
‖v‖X‖q‖M

= inf
q∈M

‖w(q)‖X
‖q‖M

,(2.45)

where, for q in M , w(q) is the unique solution to the problem

w ∈ X, ∀v ∈ X, a(w,v) = b(v, q)(2.46)

or equivalently, {
w ∈ X = H1

0(Ω),
∆w + grad q = 0.

(2.47)

We now expand q as in (2.33) and w as in (2.37). ∆w and grad q are expanded
on the {{Tm,l}, {Vm,l}, {Wm,l}} basis as well, and identifying the coefficients to
zero yields

∀m ≥ 1, ∀l,−m ≤ l ≤ m,
(

∆r −
m(m+ 1)

r2

)
tm,l = 0,(2.48)

∀m ≥ 0, ∀l,−m− 1 ≤ l ≤ m+ 1,
d

dr

(
rm+2

(
ϕm,l +

1
2m+ 3

pm+1,l

))
= 0,

(2.49)

∀m ≥ 1, ∀l,−m+ 1 ≤ l ≤ m− 1,
d

dr

(
r−(m−1)

(
ψm,l +

1
2m− 1

pm−1,l

))
= 0,

(2.50)

where, in (2.48), ∆r denotes the part of the Laplace operator corresponding to the
r-variable, i.e.,

∆ = ∆r +
1
r2

∆S , ∆r =
1
r2

∂

∂r

(
r2 ∂

∂r

)
.(2.51)

In (2.49) and (2.50), the following identity has been used:

∆r =
(
d

dr
+
m+ 2
r

)(
d

dr
− m

r

)
=
(
d

dr
− m− 1

r

)(
d

dr
+
m+ 1
r

)
.(2.52)
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Let us start with (2.48). It can be solved explicitly as tm,l = αrm. The regularity
assumption, together with the boundary conditions, imply

∀m ≥ 1, ∀l,−m ≤ l ≤ m, tm,l = 0.

As for (2.49), by the regularity assumptions we get

∀m ≥ 1, ∀l,−m ≤ l ≤ m, qm,l = −(2m+ 1)ϕm−1,l.(2.53)

The previous formula (2.53) gives all the coefficients of q, but q0,0, in terms of the
coefficients of w. Since q belongs to L2

0(Ω),
∫ 1

0
r2q0,0(r) dr = 0. Writing (2.50) for

m = 1 and using the boundary condition gives

q0,0 = −ψ1,0.(2.54)

Collecting (2.53) and (2.54) gives the upper bound

‖q‖20,Ω ≤ 3‖w‖2X.(2.55)

Furthermore, choosing qm,l = 0 for m 6= 1 gives the equality in the previous formula.
To summarize, for all q in L2

0(Ω), given by its coefficients qm,l, we have found a
solution w to (2.46). Its coefficients in the expansion (2.37) are given by



∀m ≥ 1, ∀l,−m ≤ l ≤ m, tm,l = 0;
∀m ≥ 0, ∀l,−m− 1 ≤ l ≤ m+ 1,

vm,l =
1

2m+ 3
rm
∫ 1

r

%−mqm+1,l(%) d%;

∀m ≥ 1, ∀l,−m+ 1 ≤ l ≤ m− 1,

wm,l =
1

2m− 1

{
rm
∫ 1

0

%m+1qm−1,l(%) d%− r−(m+1)

∫ r

0

%m+1qm−1,l(%) d%
}
.

(2.56)

3. A Galerkin method for the Stokes system in a ball

For any integer L,PL([0, 1]) denotes the space of polynomials in the variable r
of degree lower than or equal to L. P̃L([0, 1]) is the subspace of PL([0, 1]), whose
elements vanish for r = 1. We introduce discrete spaces for pressure and velocity:

MK,L =

{
p =

K−1∑
m=0

m∑
l=−m

pm,lYm,l, pm,l ∈ PL([0, 1])

}
,(3.1)

XN,N =

{
u =

N∑
m=1

m∑
l=−m

tm,lTm,l

+
N−2∑
m=0

m+1∑
l=−m−1

vm,lVm,l +
N∑
m=1

m−1∑
l=−m+1

wm,lWm,l,

tm,l, wm,l ∈ P̃N ([0, 1]), vm,l ∈ P̃N ([0, 1])⊕Qm

}
,

(3.2)

where

Qm = {g(r) : g(r) = crm ln r, c ∈ C}.(3.3)
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For any integer N ≥ 2, define

MN = M ∩MN,N−1,(3.4)

XN = X ∩XN,N .(3.5)

XN and MN are furnished with the inner products of X and M . The discrete
problem is the following: find (uN , pN ) in XN ×MN such that{

∀v ∈ XN , a(uN ,v) + b(v, pN ) = L(v),
∀q ∈MN , b(uN , q) = 0.

(3.6)

In order to prove the well-posedness for (3.6), we only need the inf-sup condition
in Theorem 2.1. We shall actually prove a uniform inf-sup condition.

3.1. The discrete inf-sup condition.

Theorem 3.1. One has on XN ×MN the following uniform inf-sup condition:

inf
q∈MN

sup
v∈XN

|b(v, q)|
‖v‖X‖q‖M

=
1√
3
.(3.7)

Proof. As in subsection 2.4 we have

inf
q∈MN

sup
v∈XN

|b(v, q)|
‖v‖X‖q‖M

= inf
q∈MN

‖w(q)‖X
‖q‖M

,(3.8)

where, for q in MN , w(q) is the unique solution to the problem

w ∈ XN , ∀v ∈ XN , (∆w + grad q,v)0,Ω = 0.(3.9)

Using formula (2.56), it is easy to see that, if q belongs to MN , wN = −(∆)−1grad q
belongs to XN , which terminates the proof.

This result, together with Theorem 2.1, leads to the conclusion:

Theorem 3.2. For any f in H−1(Ω), there exists a unique solution (uN , pN) to
(3.6) in XN ×MN . Furthermore, there exists a positive constant C such that

∀f ∈ H−1(Ω), ∀N ≥ 2, ‖uN‖X + ‖pN‖M ≤ C‖f‖−1,Ω.(3.10)

3.2. Jacobi polynomials and weighted Sobolev spaces on [0, 1]. We intro-
duced in (2.34) the weighted Hilbert space L2

r2( ]0, 1[ ). More generally, let ω be a
positive function on [0, 1] such that for any positive k, ωrk is integrable on ]0, 1[.
We define the space

L2
ω( ]0, 1[ ) =

{
ϕ ∈ D′( ]0, 1[ ),

∫ 1

0

ω(r)|ϕ|2(r) dr < +∞
}
.(3.11)

It is a Hilbert space when equipped with the natural inner product

(ϕ, ψ) =
∫ 1

0

ωϕ(r)ψ(r) dr(3.12)

and the corresponding norm, denoted by ‖.‖ω. For any given weight ω, there exists
a sequence of orthogonal polynomials in L2

w( ]0, 1[ ). If α and β are two integers and
ω = ωα,β = (1 − r)αrβ , it is the sequence of Jacobi polynomials Jα,βn normalized
by Jα,βn (1) =

(
n+a
n

)
. Their norm is given by

‖Jα,βn ‖2ωα,β =
(n+ α)!(n + β)!

(n+ α+ β)!(2n+ α+ β + 1)n!
.(3.13)
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The unbounded operator Lα,β on L2
ωα,β

( ]0, 1[ ) is defined by

Lα,β = − 1
ωα,β

d

dr

[
ωα+1,β+1

d

dr

]
.(3.14)

Lα,β is self-adjoint positive on L2
ωα,β( ]0, 1[ ), the eigenfunctions are Jα,βn with eigen-

values λα,βn = n(n+α+β+1). The polynomials Jα,βn satisfy the differential equation

r(1 − r)(Jα,βn )′′ + (β + 1− (α+ β + 2)r)(Jα,βn )′ + λα,βn Jα,βn = 0.(3.15)

Moreover, the Jacobi polynomials are given by the recursion formula

2(n+ 1)(n+ α+ β + 1)(2n+ α+ β)Jα,βn+1

= (2n+ α+ β + 1){α2 − β2 + 2(n+ α+ β + 2)(n+ α+ β)(2r − 1)}Jα,βn

− 2(n+ α)(n+ β)(2n+ α+ β + 2)Jα,βn−1

Jα,β0 = 1; Jα,β1 = (α+ β + 2)r − (β + 1).

For any positive integer τ , we denote by Hτ
r2( ]0, 1[ ) the space of distributions

defined on ]0, 1[ whose derivatives up to order τ belong to L2
r2( ]0, 1[ ), furnished

with the norm defined by ‖ψ‖2τ,r =
∑τ

j=0 ‖ψ‖2r.

Theorem 3.3. 1. For any q in L2
r2( ]0, 1[ ), there exists a unique polynomial πr,Nq

in PN ([0, 1]) such that

∀Q ∈ PN ([0, 1]), ‖q −πr,Nq‖r ≤ ‖q −Q‖r.(3.16)

2. For any positive integer τ one has

∀q ∈ Hτ
r2( ]0, 1[ ), ‖q −πr,Nq‖r ≤ CN−τ‖q‖p,r.(3.17)

Proof. The proof is now classical and will be omitted here. Results of the same
type have been obtained in [1] for the weight ωα,α and in [9] for the weight r. It
follows the same path as in the proof of Theorem 3.4. It relies on the expansion of
q on the Jacobi polynomials Jα,βn+1 (here α = 0 and β = 2) and multiple use of the
Green formula.

3.3. Approximation results. Due to the ellipticity of the sesquilinear form a and
the uniform inf-sup condition, Theorem 1.1 in [7] gives a first approximation result:
there exists a positive constant C such that, for any N ≥ 2, if (u, p) and (uN , pN )
are the solutions to (2.3) and (3.6), respectively,

‖u− uN‖X + ‖p− pN‖M ≤ C
(

inf
vN∈XN

‖u− vN‖X + inf
qN∈MN

‖p− qN‖M
)
,

(3.18)

where VN is the discrete space corresponding to V :

VN = {vN ∈ XN , ∀qN ∈MN , b(vN , qN ) = 0}.(3.19)

It remains to estimate the expressions in the right-hand side of (3.18).

Theorem 3.4. Let τ be a positive integer. For any q in M ∩Hτ (Ω), there exists
a unique q̃ projection of q on MK,L in L2(Ω). Moreover, q̃ belongs to M and

‖q − q̃‖M ≤ C(K−τ + L−τ )‖q‖τ,Ω.(3.20)
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Proof. We denote by πS,K the projection in L2(S) on the K first eigenspaces, i.e.,
on EK =

⊕K−1
m=0 L(Ym,−m, . . . , Ym,m). If

η =
+∞∑
m=0

m∑
l=−m

ηm,lYm,l,(3.21)

then

πS,Kη =
K−1∑
m=0

m∑
l=−m

ηm,lYm,l.(3.22)

Using the fact that the Ym,l are the eigenfunctions for the eigenvalues λm =
m(m+ 1), we get for any integer n

ηm,l = (η, Ym,l)0,S =
1
λnm

((−∆S)nη, Ym,l)0,S .(3.23)

So that

‖η −πS,Kη‖0,S ≤ 1
λnK
‖(−∆S)nη‖0,S(3.24)

and

‖η −πS,Kη‖0,S ≤ 1

λ
n+ 1

2
K

‖(−∆S)n+ 1
2 η‖0,S .(3.25)

It is well known (see [12]) that for any real number σ, ‖(−∆S)ση‖0,S ≤ ‖η‖2σ,S, so
that, for any integer n, if η belongs to Hn(S).

‖η −πS,Kη‖0,S ≤ 1

λ
n
2
K

‖η‖n,S ≤
1
Kn
‖η‖n,S.(3.26)

Now q̃ is given by

q̃ =πr,LπS,Kq =
K−1∑
m=0

m∑
l=−m

(πr,Lqm,l)Ym,l(3.27)

and, using Theorem 3.3, the proof is now complete.

Theorem 3.5. Let τ be a positive integer. For any v in V ∩Hτ (Ω), there exists
vN in XN ∩ V such that

‖v − vN‖X ≤ CN1−τ‖v‖τ,Ω.(3.28)

Proof. We first identify the space V . Recall that it is defined by

V = {v ∈ X, ∀q ∈M, (div v, q)0,Ω = 0}.
Any q in M is written as

q =
+∞∑
m=0

m∑
l=−m

qm,lYm,l, qm,l ∈ L2
r2( ]0, 1[ ), (q0,0, 1)r = 0.

Let v be written as in (2.37), i.e.,

v =
+∞∑
m=1

m∑
l=−m

tm,lTm,l +
+∞∑
m=0

m+1∑
l=−m−1

vm,lVm,l +
+∞∑
m=1

m−1∑
l=−m+1

wm,lWm,l.
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We can calculate the divergence of v as

div v =
+∞∑
m=1

m∑
l=−m

(mϕm−1,l + (m+ 1)ψm+1,l)Ym,l + ψ1,0Y1,0,

where the ϕm,l and ψm,l have been defined in (2.41). Taking into account the
boundary conditions, we deduce that v belongs to V if and only if{

∀m ≥ 1, mϕm−1,l + (m+ 1)ψm+1,l = 0,
w1,0 = 0.

The functions

ψm,l = r−(m+1) d

dr
(r(m+1)wm,l), 2 ≤ m ≤ N,

τm,l = r−(m+1) d

dr
(r(m+1)tm,l), 1 ≤ m ≤ N,

belong to L2
r2 , and we can define ψ̃m,l =πr,N−1ψm,l and τ̃m,l =πr,N−1τm,l.

We look now for w̃m,l and t̃m,l in P̃N ([0, 1]) such that

r−(m+1) d

dr
(r(m+1)w̃m,l) = ψ̃m,l,

r−(m+1) d

dr
(r(m+1) t̃m,l) = τ̃m,l.

Due to the orthogonality conditions in L2
r2 , w̃m,l and t̃m,l can be defined by

w̃m,l = r−(m+1)

∫ r

0

%m+1ψ̃m,l(%) d%, 2 ≤ m ≤ N,

t̃m,l = r−(m+1)

∫ r

0

%m+1τ̃m,l(%) d%, 1 ≤ m ≤ N.

Choosing w̃1,0 = 0, and, for 0 ≤ m ≤ N − 2,

ϕ̃m,l = −m+ 2
m+ 1

ψ̃m+2,l

defines a function in PN−1([0, 1]), which coincides with πr,N−1ϕm,l. We now define
ṽm,l as

ṽm,l = −rm
∫ 1

r

%−mϕ̃m,l(%) d%, 0 ≤ m ≤ N − 2,

which belongs to P̃N([0, 1])⊕Qm.
Function vN is finally given by

vN =
+∞∑
m=1

m∑
l=−m

t̃m,lTm,l +
+∞∑
m=0

m+1∑
l=−m−1

ṽm,lVm,l +
+∞∑
m=1

m−1∑
l=−m+1

w̃m,lWm,l.

By construction it belongs to V ∩ XN , and, by Theorem 3.4 and its proof, the
estimate follows.

Theorems 3.4 and 3.5 together with (3.18) give the final optimal error estimate:

Theorem 3.6. Let τ be a positive integer. If f belongs to Hτ (Ω), the solutions
(u, p) and (uN , pN ) to (2.3) and (3.6) satisfy the estimate

‖u− uN‖X + ‖p− pN‖M ≤ CN−1−τ‖f‖p,Ω.(3.29)
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4. Coupling spectral method and transparent boundary condition

In order to settle a variational formulation to problems in unbounded domains,
weighted Sobolev spaces have been introduced in [10]. We recall here the definitions
and some useful properties. For a smooth unbounded domain Ω, we introduce the
space

W 1(Ω) = {v ∈ D′(Ω),grad v ∈ L2(Ω), (1 + r2)−
1
2 v ∈ L2(Ω)}.(4.1)

It is a Hilbert space, furnished with the natural inner product and corresponding
norm

‖v‖2W 1(Ω) = ‖(1 + r2)−
1
2 v‖20,Ω + ‖grad v‖20,Ω.(4.2)

The properties of such spaces can be found for instance in [6]. The notations are
extended to vectors by boldfacing. Consider first the Stokes problem in the whole
space {

−∆u + grad p = f in R3,

div u = 0 in R3.
(4.3)

The data f is assumed to be compactly supported in the ball B(R) of radius R.
Following [6], if f is compactly supported and belongs to L2(R3), problem (4.3) has
a unique weak solution (u, p) in W1(R3)× L2(R3).

Remark 4.1. In the two-dimensional case, R belongs to W 1(Ω), an orthogonality
condition is needed on f , and the pressure p is defined modulo a constant.

In order to compute (u, p), we shall introduce a fictitious boundary, the sphere
of radius R, and solve the Stokes problem in the ball B(R) with the so-called
transparent boundary condition. This boundary condition accounts for the solution
outside B(R).

4.1. Transparent boundary condition and reduction to a bounded do-
main. Following, we shall denote Ω = B(R), Ω′ = R3 − Ω, SR their common
boundary. The unit normal vector to SR is oriented toward the exterior of Ω, and
we shall call it n (it is er in the notation of subsection 2.3). Problem (4.3) is
equivalent to the coupling{

−∆u1 + grad p1 = f in Ω,
div u1 = 0 in Ω,

{
−∆u2 + grad p2 = 0 in Ω′,
div u2 = 0 in Ω′,

(4.4)

with the transmission conditions{
u1 = u2 on SR,
σn(u1) = σn(u2) on SR,

(4.5)

where σn is the normal strain, i.e.,

σn(u) =
∂u
∂n
− pn.(4.6)

Consider the problem 
−∆w + grad q = 0 in Ω′,
div w = 0 in Ω′,
w = g on SR.

(4.7)
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This problem is well posed, due to the key properties of this weighted space, i.e.,
a Poincaré inequality. Let W 1

0 (Ω′) be the closure of D(Ω′) in W 1(Ω′). It is also
the subspace of functions in W 1(Ω′) whose trace on SR vanishes. The semi-norm
‖grad .‖0,Ω is on W 1

0 (Ω) a norm, equivalent to the ‖.‖W 1(Ω′) norm.

Theorem 4.1 ([8]). For any g in H
1
2 (SR), there exists a unique weak solution

(w, q) to (4.7) in W1(Ω′) × L2(Ω′). Moreover, there exists a positive real number
C such that, for any g,

‖w‖W 1(Ω′) ≤ C‖g‖ 1
2 ,SR

.(4.8)

Denote by K the linear operator defined on H
1
2 (SR) by

Kg = −σn(w),w solution to (4.7).(4.9)

Using the transmission conditions on SR, problem (4.3) is equivalent to the following
boundary value problem in the bounded domain Ω:

−∆u + grad p = f in Ω,
div u = 0 in Ω,
σn(u) +Ku = 0 on SR.

(4.10)

We shall now give an explicit form for K and some useful properties.

4.2. Basic properties and expression of the transparent operator K. We
defined in subsection 2.3 Sobolev spaces of fractional order on the sphere S = S1

for scalar functions. We introduce now Sobolev spaces of fractional order on SR for
vector-valued functions: for any real number s, Hs(SR) is the space of functions g
in (D′(SR))3 given by

g =
+∞∑
m=1

m∑
l=−m

gTm,lTm,l +
+∞∑
m=0

m+1∑
l=−m−1

gVm,lVm,l +
+∞∑
m=1

m−1∑
l=−m+1

gWm,lWm,l(4.11)

and such that
+∞∑
m=1

m∑
l=−m

m(m+ 1)(m+ 1)2s|gTm,l|2

+
+∞∑
m=0

m+1∑
l=−m−1

(m+ 1)(2m+ 3)
(

3(m+ 1)2

m+ 2

)2s

|gVm,l|2

+
+∞∑
m=1

m−1∑
l=−m+1

m(2m− 1)(m+ 1)2s|gWm,l|2 < +∞.

(4.12)

The norm of g in Hs(SR) is given by

‖g‖2s,SR =
+∞∑
m=1

m∑
l=−m

m(m+ 1)(m+ 1)2s|gTm,l|2

+
+∞∑
m=0

m+1∑
l=−m−1

(m+ 1)(2m+ 3)
(

3(m+ 1)2

m+ 2

)2s

|gVm,l|2

+
+∞∑
m=1

m−1∑
l=−m+1

m(2m− 1)(m+ 1)2s|gWm,l|2.

(4.13)
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We add a last definition: the duality between H
1
2 (SR) and H−

1
2 (SR). If g in

H
1
2 (SR), and h in H−

1
2 (SR) are given by

g =
+∞∑
m=1

m∑
l=−m

gTm,lTm,l +
+∞∑
m=0

m+1∑
l=−m−1

gVm,lVm,l +
+∞∑
m=1

m−1∑
l=−m+1

gWm,lWm,l,

h =
+∞∑
m=1

m∑
l=−m

hTm,lTm,l +
+∞∑
m=0

m+1∑
l=−m−1

hVm,lVm,l +
+∞∑
m=1

m−1∑
l=−m+1

hWm,lWm,l,

(4.14)

then

〈g,h〉SR =
+∞∑
m=1

m∑
l=−m

m(m+ 1)gTm,lhTm,l

+
+∞∑
m=0

m+1∑
l=−m−1

(m+ 1)(2m+ 3)gVm,lhVm,l

+
+∞∑
m=1

m−1∑
l=−m+1

m(2m− 1)gWm,lhWm,l.

(4.15)

Theorem 4.2. K is a linear continuous operator from H
1
2 (SR) to H−

1
2 (SR). It is

self-adjoint, and

〈Kg,g〉SR = ‖g‖21
2 ,SR

.

If g is given by (4.11), then Kg is given by

Kg =
1
R

(
+∞∑
m=1

m∑
l=−m

(m+ 1)gTm,lTm,l +
+∞∑
m=0

m+1∑
l=−m−1

3(m+ 1)2

m+ 2
gVm,lVm,l

+
+∞∑
m=1

m−1∑
l=−m+1

(m+ 1)gWm,lWm,l

)
.

(4.16)

Proof. The proof of formula (4.16) lies in the explicit solution of (4.7) in four steps.

1. Note first that the pressure q is harmonic in Ω′ and belongs to L2(Ω′). Then
it is given by

q =
+∞∑
m=0

m∑
l=−m

qm,l(r)Ym,l(4.17)

with qm,l(r) = αm,lr
−(m+1) for m ≥ 1 and q0,0 = 0.

2. With the notation of subsection 2.3,

w =
+∞∑
m=1

m∑
l=−m

tm,lTm,l +
+∞∑
m=0

m+1∑
l=−m−1

vm,lVm,l +
+∞∑
m=1

m−1∑
l=−m+1

wm,lWm,l.

We can calculate the divergence of w as

div w =
+∞∑
m=1

m∑
l=−m

(mϕm−1,l + (m+ 1)ψm+1,l)Ym,l + ψ1,0Y0,0,
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where the ϕm,l and ψm,l have been defined in (2.41). Then the divergence-free
condition resumes to{

∀m ≥ 1,mϕm−1,` + (m+ 1)ψm+1,l = 0,
ψ1,0 = 0.

3. The first equation in (4.7) is expanded as in subsection 2.3:

∀m ≥ 1, ∀l,−m ≤ l ≤ m,
(

∆r −
m(m+ 1)

r2

)
tm,l = 0,(4.18)

∀m ≥ 0, ∀l,−m− 1 ≤ l ≤ m+ 1,
d

dr

(
rm+2

(
ϕm,l −

1
2m+ 3

pm+1,l

))
= 0,

(4.19)

∀m ≥ 1, ∀l,−m+ 1 ≤ l ≤ m− 1,
d

dr

(
r−(m−1)

(
ψm,l −

1
2m− 1

pm−1,l

))
= 0.

(4.20)

Equation (4.18) is solved explicitly as tm,l = gTm,l(
r
R )−(m+1). As for (4.19)

and (4.20), we use the divergence-free condition to get

∀m ≥ 0, ϕm,l = − m+ 2
2m+ 3

qm+1,l(4.21)

and

∀m ≥ 0, αm+1,l = Rm+1 (m+ 1)(2m+ 3)(2m+ 1)
m+ 2

gVm,l.(4.22)

4. The operator K can be expressed on the basis as

Kg =
+∞∑
m=1

m∑
l=−m

τm,lTm,l +
+∞∑
m=0

m+1∑
l=−m−1

(
ϕm,l −

1
2m+ 3

qm+1,l

)
Vm,l

+
+∞∑
m=1

m−1∑
l=−m+1

(
ψm,l −

1
2m− 1

qm−1,l

)
Wm,l −

1
R

+∞∑
m=1

m∑
l=−m

(m+ 1)gTm,lTm,l

+
1
R

+∞∑
m=0

m+1∑
l=−m−1

mgVm,lVm,l −
1
R

+∞∑
m=1

m−1∑
l=−m+1

(m+ 1)gWm,lWm,l

(4.23)

and formula (4.16) follows. As for the properties ofK, they follow in a straight-
forward way from (4.16) and the definitions of the spaces.

4.3. The variational formulation. For simplicity we choose R = 1. The con-
stants for a general R are easily obtained by scaling. We shall now write a varia-
tional formulation for problem (4.10) in Ω = B(1). We define on H1(Ω) a sesquilin-
ear form by

aR(u,v) = a(u,v) + 〈Ku,v〉SR .(4.24)

Lemma 4.1. The sesquilinear form aR defines on H1(Ω) an inner product. The
corresponding norm is equivalent to the natural norm in H1(Ω).
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The proof is straightforward, due to the properties of K. The Hilbert space X
is now H1(Ω), furnished with the sesquilinear form aR, and M = L2(Ω). The
variational formulation reads{

∀v ∈ X, aR(u,v) + b(v, p) = L(v),
∀q ∈M, b(u, q) = 0.

(4.25)

Theorem 4.3. Problem (4.5) has a unique solution. In particular the inf-sup con-
dition is fulfilled as

inf
q∈M

sup
v∈X

|b(v, q)|
‖v‖X‖q‖M

= 1.(4.26)

Proof. By Theorem 2.1, it is enough to prove (4.26). We proceed as in subsection
2.4:

inf
q∈M

sup
v∈X

|b(v, q)|
‖v‖X‖q‖M

= inf
q∈M

‖w(q)‖X
‖q‖M

,(4.27)

where, for q in M , w(q) is the unique solution to the problem

w ∈ X, ∀v ∈ X, aR(w,v) = b(v, q),(4.28)

or equivalently, 
w ∈ X = H1(Ω),
∆w + grad q = 0 in Ω,
∂w
∂r

+ qer +Kw = 0 on SR.

(4.29)

We now expand q as in (2.33) and w as in (2.37), use the boundary condition, and
obtain the result.

4.4. A Galerkin method. For N ≥ 2, the discrete spaces are the same as in
Section 3, and the discrete problem reads, find (uN , pN ) in XN ×MN such that{

∀v ∈ XN , aR(uN ,v) + b(v, pN ) = L(v),
∀q ∈MN , b(uN , q) = 0.

(4.30)

Theorem 4.4. One has on XN ×MN the following uniform inf-sup condition:

inf
q∈MN

sup
v∈XN

|b(v, q)|
‖v‖X‖q‖M

= 1.(4.31)

Proof. As in the previous section we have

inf
q∈MN

sup
v∈XN

|b(v, q)|
‖v‖X‖q‖M

= inf
q∈MN

‖w(q)‖X
‖q‖M

,(4.32)

where, for q in MN , w(q) is the unique solution to the problem

w ∈ XN , ∀v ∈ XN , (∆w + grad q,v)0,Ω +
〈
Kw +

∂w
∂r

+ qer,v
〉
SR

= 0.(4.33)

Using formula (2.56), it is easy to see that, if q belongs to MN , wN = −(∆)−1grad q
belongs to XN , which ends the proof.

This result, together with Theorem 2.1, leads to the conclusion:



1436 L. HALPERN

Theorem 4.5. For any f in H−1(Ω), there exists a unique solution (uN , pN) to
(4.30) in XN ×MN . Furthermore, there exists a positive real number C such that

∀f ∈ H−1(Ω), ∀N ≥ 2, ‖uN‖X + ‖pN‖M ≤ C‖f‖−1,Ω.(4.34)

Slight modifications to the proofs in subsection 3.3 give the optimal error esti-
mates:

Theorem 4.6. Let p be a positive integer. If f belongs to Hp(Ω), the solutions
(u, p) and (uN , pN ) to (4.25) and (4.30) satisfy the estimate

‖u− uN‖X + ‖p− pN‖M ≤ CN−1−p‖f‖p,Ω.(4.35)

5. Conclusion

We have introduced here a spectral method for an academic problem, which has
the important feature of showing no parasitic modes for pressure. For applications,
one still needs to introduce a collocation method. This can be done in the same
fashion as in [9]. It will then be based on fast computations of spherical harmonics
(see [5]). In more general geometries, it can be used through domain decomposition.
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