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CONSTRUCTING HYPERELLIPTIC CURVES OF GENUS 2
SUITABLE FOR CRYPTOGRAPHY

ANNEGRET WENG

Abstract. In this article we show how to generalize the CM-method for el-
liptic curves to genus two. We describe the algorithm in detail and discuss the
results of our implementation.

1. Introduction

In 1986 Atkin [1] proposed an algorithm for primality proving using elliptic
curves. An important part of his algorithm deals with the construction of elliptic
curves with given group order. It is based on the theory of complex multiplication
and was investigated in detail by Atkin and Morain in [2]. The complex multipli-
cation method (short: CM-method) turned out to be a very efficient algorithm for
producing elliptic curves used for cryptosystems.

Although point counting on randomly chosen elliptic curves has been improved
over the years and is now sufficiently fast, the CM-method is still attractive. If
the class number is not too large (say ≤ 1000), the class polynomial can easily
be factored. In this case the CM-method is faster than point counting. Also, the
curves are constructed so as to have a suitable group order.

Koblitz [8] suggested the use of Jacobians of hyperelliptic curves for cryptography
to provide a larger class of curves. For general hyperelliptic curves of small genus
(say g ≤ 3) the discrete logarithm problem in the Jacobian of a hyperelliptic curve
is thought to be hard. Though the scalar multiplication is slower than for elliptic
curves, we are working over smaller fields, which has some advantages.

To ensure the security of a cryptosystem based on the discrete logarithm problem
in a finite abelian group, we have to make sure that the group order contains a
large prime factor [18]. More precisely, the group order should either be prime
or a product of a prime and a small number. For hyperelliptic curves, finding
the group order of the Jacobian seems to be a nontrivial task. Up to now there
exists no point counting algorithm for randomly chosen hyperelliptic curves which
reaches the group order suitable for cryptography (say 2160). Gaudry and Harley
have recently implemented a generalisation of Schoof-Atkin-Elkies and were able to
determine the order of the Jacobian of a curve of genus two defined over Fp where
p = 1019 + 51 [4].
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In this paper we want to discuss one possible solution to the group order problem
on hyperelliptic curves over finite fields. There exists a generalisation of the elliptic
curve algorithm with complex multiplication by Frey and Spallek [21] in the case
of genus two. Spallek gave two examples with class number one in her thesis.
Wang [23] and Weber [24] suggested replacing the computation of Gröbner bases
with an efficient algorithm by Mestre [12]. Based on Spallek’s work, van Wamelen
constructed all curves defined over Q having complex multiplication [22].

A complete description and implementation of the CM-method for g = 2 does
not yet exist in the literature. In this paper we combine the ideas in [21, 23, 24, 22]
to get an efficient algorithm. We discuss our implementation and give examples. We
were able to compute hyperelliptic curves over prime fields whose Jacobians have
complex multiplication by the maximal order in a CM-field up to class number 10.
Finally we present statistics on the distribution of the group order of the Jacobian.

In Section 2 we recall some basic definitions about hyperelliptic curves over finite
fields. The construction is restricted to hyperelliptic curves of genus 2 which are
defined over a prime field Fp or a small extension of a prime field.

The rough idea of the algorithm goes as follows:
1. Fix a CM-field K and find a suitable prime p and a possible group order n.
2. List all principally polarized abelian varieties over C having complex multipli-

cation by the maximal order OK . They are given by certain period matrices
Ωi ∈ H2 where H2 = {z ∈ C2×2, z = zt, Im z > 0} is the Siegel upper half
plane (see Section 3).

3. Compute the ten theta constants up to a certain precision (see Section 4 and
the Appendix, p. 456).

4. Compute Igusa’s invariants j1, j2, j3 from the theta constants (see Section 5).
Reduce them modulo p.

5. Compute Mestre’s invariants Qij and Hijk from j1, j2, j3 (see Section 6).
6. Apply Mestre’s algorithm to get the equation of the hyperelliptic curve C (see

Section 7).
7. Check whether the group order #J(C) is equal to n.
The complete algorithm is presented in Section 9. In Section 8 we show how to

get good Weil numbers for g = 2. In Section 10 we give an analysis of the complexity
of the algorithm, including a list of CM-fields suitable for our method. Section 11
lists several statistics. In Section 12 we give two examples. In Section 13 we discuss
further improvements and generalisations and the limits of the CM-method.

2. Definitions

2.1. The Jacobian of a hyperelliptic curve. In this section we fix notations
and give some basic definitions about hyperelliptic curves over finite fields and
complex multiplication.

Let C be a hyperelliptic curve of genus 2 defined over a finite prime field Fp
(p 6= 2). Then the curve can be given in the form

y2 = f(x),

where f(x) ∈ Fp[x] has degree six and no multiple roots in Fp.
In cryptography we consider the abelian group formed by the Fp-rational points

on the Jacobian of C. The Jacobian is defined by

JC = Div0(C)/Princ(C)
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where Div0(C) (resp. Princ(C)) denotes the group of degree 0 divisors (resp. prin-
cipal divisors) (see [8]). We denote the group of Fp-rational points on its Jacobian
by JC(Fp).

2.2. The Frobenius of hyperelliptic curves of genus two over finite fields.
The isogeny

(x, y) 7→ (xp, yp)

on the curve C induces an endomorphism π on the Jacobian JC . The endomorphism
π is called the Frobenius endomorphism. The characteristic polynomial of the
Frobenius is a polynomial of degree 4. If the characteristic polynomial of π is
irreducible, it defines a CM-field K of degree 4 over Q. This means K is an
imaginary quadratic extension over a real quadratic number field K0.

Once we know the roots πi of the characteristic polynomial we can determine
the group order by

#J(C) =
4∏
i=1

(1− πi).

We fix a CM-field K and consider an algebraic number w1 ∈ K such that

[Q(w1) : Q] = 4 and w1w1 = p.

Its conjugates are given by wi, i = 2, . . . , 4.
Let Tor(U) be the torsion group of units of K.
Now suppose we have a curve defined over Fp having complex multiplication by

OK (the maximal order in K). Then we have at most{
#Tor(U) if p is inert with respect to K0/Q or K is Galois,
2 #Tor(U) if p splits completely in K and K is not Galois

possibilities for the group order #J(Fp).
From now on we assume that K does not contain a cyclotomic field. Then there

are two, resp. four possibilities for the group order.

3. Complex multiplication

In this section we refer to the literature [19], [10], [9], [21]. We will only give the
definitions that are necessary to understand the algorithm.

Every abelian variety of dimension n over C is isomorphic to Cn/L for some
lattice L. Further, we know that there exists a nondegenerate Riemann form on
the lattice L (for definitions and proofs, see [10], [21]). The Riemann form induces
a polarization on L. If it is a principal polarization the lattice can be given by
Zn + ΩZn, where Ω lies in the Siegel upper half plane Hn = {z ∈ Mn(C), zt =
z, Im z positive definite}. Every Jacobian variety has a principal polarization [14].

Let End(A) be the endomorphism ring of a simple abelian variety over C. The
field End(A) ⊗ Q is either a totally real number field or an imaginary quadratic
extension of a totally real number field [19].

We concentrate on the case that

End(A) ⊗Q = K and [K : Q] = 2n

and there exists a subfield K0 in K such that K0 is totally real and [K : K0] = 2.
The field K is called a CM-field.
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If {σ1, . . . , σn} are the real embeddings of K0, then the embeddings of K into
C are given by

{σ̂1, . . . , σ̂n, ρσ̂1, . . . , ρσ̂n}

where σ̂i is an embedding with σ̂i|K0 = σi and ρ denotes the complex conjugation.
We choose a subset Φ = (ϕ1, . . . , ϕn) such that ϕi 6= ϕj , ρϕj . Then (K,Φ) is

called a CM-type.
Let A be an ideal in K and (K,Φ) a CM-type. Then

Φ(α) := (ϕ1(α), . . . , ϕn(α))t, α ∈ A,

is a lattice in Cn having complex multiplication by OK , i.e., the matrix

SΦ(γ) =

 ϕ1(γ)
. . .

ϕn(γ)

 , γ ∈ OK ,

leaves the lattice invariant (see [19]). The corresponding abelian variety is said to
be an abelian variety of CM-type (K,Φ).

An abelian variety of CM-type (K,Φ) is simple iff the CM-type is primitive.
There exists an easy criterion for whether a CM-type is primitive (see [19], [10], [9],
[21]).

Now we adapt the theory to our situation:
Note that Jacobians of hyperelliptic curves of genus 2 are exactly the principally

polarized abelian varieties of dimension 2 [13].
Let K0 = Q(

√
d), d ∈ N, be a real quadratic number field of class number one.

Suppose α = a + b
√
d is squarefree and totally positive (i.e., a ± b

√
d > 0). Then

K = Q(i
√
α) is a CM-field of degree 4 over Q. A CM-type (K,Φ) is not primitive

iff K is Galois with Galois group Z/2Z× Z/2Z.
Let ε be the fundamental unit of K0. We consider the subgroup of units which

consists of all totally positive units in K0, and denote it by U+. It has a subgroup
U+
N that consists of all units which satisfy a relative norm equation with respect to

K/K0. Note that U+ = U+
N if the fundamental unit has negative norm.

Since K0 has class number one, the ring of integers can be given in the form

OK0 + γOK0 ,

where γ ∈ OK . Further, every ideal Aj in OK has a relative basis

αjOK0 + βjOK0 , αj , βj ∈ K.

The ideal Aj is equivalent to an ideal of the form

OK0 + τjOK0 , τj =
αj
βj
∈ OK ,

where Im τj > 0. If ε 6∈ U+, we will assume that NK/K0(τj) is always totally
positive.

We can define two continuations of the real conjugation in K0 to K. We set

σ̂(i
√
α

+) = i
√
σ(α)

+
and ρσ̂(i

√
α

+) = −i
√
σ(α)

+
,

where
√
a

+ denotes the positive square root of a ∈ R.
Spallek [21] proved the following theorem:
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Theorem 3.1. Let K be a CM-field as above and K either not Galois or Galois
with Galois group Z/4Z. Let K0 = Z+Zw be the real subfield, σ the real conjugation
and ϕ = ρσ̂.

1. A complete system of simple principally polarized abelian varieties (up to iso-
morphism) having complex multiplication by OK is given by K = K1,ϕ∪K1,ϕ,
where

K1,ϕ =


{(τj , τϕj ) : NK/K0(τj) totally pos.}, ε ∈ U+

N ,

{(τj , τϕj ), (ετj , ετ
ϕ
j ) : NK/K0(τj) totally pos.}, ε ∈ U+ − U+

N ,

{(τj , τϕj ) : NK/K0(τj) totally pos.}, otherwise,

K1,ϕ =


∅, if K is Galois,
{(τj , (τj)ρϕ) : NK/K0(τj) not totally pos.}, ε ∈ U+

N ,
{(τj , τρϕj ), (ετj , ετ

ρϕ
j ) : NK/K0(τj) totally pos.}, ε ∈ U+ − U+

N ,

{(ετj , (ετj)ρϕ) : NK/K0(τj)totally pos.}, otherwise.

2. Given a principally polarized abelian variety of type (K, {1, ψ}) of the form
(sj , s

ψ
j ), the corresponding period matrix is given by

Ωsj ,sψj =
1

w − wσ

(
w2sj − (wψ)2sψj wsj − wψsψj
wsj − wψsψj sj − sψj

)
.

4. Computing the theta constants

Once we have a period matrix Ω, we want to compute the invariants of the
curves corresponding to the Jacobian represented by Ω. For this we use the theta
constants

θ

[
δ

ε

]
(Ω, 0) =

∑
n∈Z2

exp(πi(n+
1
2
δ)tΩ(n+

1
2
δ) + 2(n+

1
2
δ)t(

1
2
ε)),(1)

where δ, ε ∈ {0, 1}2. It can easily be shown that

θ

[
δ

ε

]
(Ω, 0) = 0

if δεt = 1 mod 2. Thus we concentrate on the 10 even theta constants

θ

[
δ

ε

]
(Ω, 0), δtε ≡ 0 mod 2.

They are given by

θ1 := θ

[(
0
0

)(
0
0

)] , θ2 := θ

[(
0
0

)(
1
0

)] , θ3 := θ

[(
0
0

)(
0
1

)] , θ4 := θ

[(
0
0

)(
1
1

)] , θ5 := θ

[(
1
0

)(
0
0

)] ,
θ6 := θ

[(
1
0

)(
0
1

)] , θ7 := θ

[(
0
1

)(
0
0

)] , θ8 := θ

[(
0
1

)(
1
0

)] , θ9 := θ

[(
1
1

)(
0
0

)] , θ10 := θ

[(
1
1

)(
1
1

)] .
Suppose we would like to compute the theta constants up to the precision 10−s for
some integer s. Note that the absolute value of a summand in (1) depends only on∣∣∣∣exp(−π(n+

1
2
δ)t Im Ω(n+

1
2
δ))
∣∣∣∣ .
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Thus we need an algorithm which computes all n ∈ Z2 such that

(n+
1
2
δ)t Im Ω(n+

1
2
δ) ≤ C.

Such an algorithm is given in the Appendix.
Now we have to find the value C such that∣∣∣∣∣∣∣∣

∑
n∈Z2

(n+ 1
2 δ)

t Im Ω(n+ 1
2 δ)>C

exp(πi((n+
1
2
δ)tΩ(n+

1
2
δ) + 2(n+

1
2
δ)t(

1
2
ε)))

∣∣∣∣∣∣∣∣ ≤ 10−s.

We have∣∣∣∣∣∣∣∣
∑
n∈Z2

(n+ 1
2 δ)

t Im Ω(n+ 1
2 δ)>C

exp(πi((n+
1
2
δ)tΩ(n+

1
2
δ) + 2(n+

1
2
δ)t(z +

1
2
ε)))

∣∣∣∣∣∣∣∣
≤

∑
n∈Z2

(n+ 1
2 δ)

t Im Ω(n+ 1
2 δ)>C

∣∣∣∣exp(−π(n+
1
2
δ)t Im Ω(n+

1
2
δ))
∣∣∣∣

≤
∞∑

m=C

µ(m) exp(−πm),

where

µ(m) = #{n ∈ Z2 : m < (n+
1
2
δ)t Im Ω(n+

1
2
δ) ≤ m+ 1}.

To approximate the size of µ(m) we make use of the volume heuristics

µ(m) ≈ Vol (K2(m))
(min Ω)2

,

where K2(m) = {z ∈ C2 : m ≤ ‖z‖ ≤ m + 1} and min Ω = min
g∈Z2
{gt(Im Ω)g}. As a

rough estimate we get

Vol (K2(m)) ≤ 7m.

Now we have

∞∑
m=C

µ(m) exp(−πm) ≈ 7
(min Ω)2

∞∑
m=C

mx−m, where x = exp(π).

Since the function f(x) = x exp(−πx) is strictly decreasing for a variable x > 1, we
have

∞∑
m=C

mx−m ≤
∫ ∞
C−1

mx−mdm.
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Setting x = exp(π) gives us the following estimate:

7
(min Ω)2

∞∑
m=C

mx−m

≤ 7
(min Ω)2

∞∫
m=C−1

mx−mdm

=
7

(min Ω)2

(
(C − 1)

exp(−π(C − 1))
π

+
1
π2

exp(−π(C − 1)
)

<
7

(min Ω)2

(
C

π
exp(−π(C − 1))

)
<

2.3
(min Ω)2

exp(−3
4
πC).

The last step uses the inequality

C exp(−π(C − 1)) < exp(−3π
4
C) for C ≥ 7.

We get the following condition on C:

C > (s+ 0.35− 2 log10(min Ω))

and

C >
1
2

(s+ 0.35− 2 log10(min Ω)) if C ≥ 75.

It is clear that a formula for C will always depend on the first successive minima
of Ω.

5. From theta constants to Igusa’s invariants

Given the value of the 10 even theta characteristics evaluated at the period
matrix Ω, we can compute the three j-invariants of the corresponding hyperelliptic
curve.

First we define the values h4, h10, h12 and h16 coming from modular forms of
weight 4, 10, 12 and 16:

h4 :=
10∑
i=1

θ8
i ,

h10 :=
10∏
i=1

θ2
i ,

h12 := (θ1θ5θ2θ9θ6θ10)4 + (θ1θ2θ9θ6θ8θ3)4 + (θ5θ9θ6θ8θ10θ7)4 + (θ5θ2θ6θ8θ3θ7)4

+ (θ1θ5θ2θ10θ3θ7)4 + (θ1θ9θ8θ10θ3θ7)4 + (θ1θ5θ2θ8θ10θ4)4 + (θ1θ5θ9θ8θ3θ4)4

+ (θ5θ9θ6θ10θ3θ4)4 + (θ2θ6θ8θ10θ3θ4)4 + (θ1θ2θ9θ6θ7θ4)4 + (θ1θ5θ6θ8θ7θ4)4

+ (θ2θ9θ8θ10θ7θ4)4 + (θ5θ2θ9θ3θ7θ4)4 + (θ1θ6θ10θ3θ7θ4)4,
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h16 := θ4
8(θ1θ5θ2θ9θ6θ8θ10)4 + θ4

5(θ1θ5θ2θ9θ6θ8θ3)4 + θ4
10(θ1θ2θ9θ6θ8θ10θ3)4

+ θ4
3(θ1θ5θ2θ9θ6θ10θ3)4 + θ4

1(θ1θ5θ9θ6θ8θ10θ7)4 + θ4
2(θ5θ2θ9θ6θ8θ10θ7)4

+ θ4
1(θ1θ5θ2θ6θ8θ3θ7)4 + θ4

9(θ5θ2θ9θ6θ8θ3θ7)4 + θ4
9(θ1θ5θ2θ9θ10θ3θ7)4

+ θ4
6(θ1θ5θ2θ6θ10θ3θ7)4 + θ4

5(θ1θ5θ9θ8θ10θ3θ7)4 + θ4
2(θ1θ2θ9θ8θ10θ3θ7)4

+ θ4
6(θ1θ9θ6θ8θ10θ3θ7)4 + θ4

8(θ1θ5θ2θ8θ10θ3θ7)4 + θ4
10(θ5θ2θ6θ8θ10θ3θ7)4

+ θ4
3(θ5θ9θ6θ8θ10θ3θ7)4 + θ4

7(θ1θ5θ2θ9θ6θ10θ7)4 + θ4
7(θ1θ2θ9θ6θ8θ3θ7)4

+ θ4
9(θ1θ5θ2θ9θ8θ10θ4)4 + θ4

6(θ1θ5θ2θ6θ8θ10θ4)4 + θ4
2(θ1θ5θ2θ9θ8θ3θ4)4

+ θ4
6(θ1θ5θ9θ6θ8θ3θ4)4 + θ4

1(θ1θ5θ9θ6θ10θ3θ4)4 + θ4
2(θ5θ2θ9θ6θ10θ3θ4)4

+ θ4
1(θ1θ2θ6θ8θ10θ3θ4)4 + θ4

5(θ5θ2θ6θ8θ10θ3θ4)4 + θ4
9(θ2θ9θ6θ8θ10θ3θ4)4

+ θ4
8(θ5θ9θ6θ8θ10θ3θ4)4 + θ4

10(θ1θ5θ9θ8θ10θ3θ4)4 + θ4
3(θ1θ5θ2θ8θ10θ3θ4)4

+ θ4
5(θ1θ5θ2θ9θ6θ7θ4)4 + θ4

2(θ1θ5θ2θ6θ8θ7θ4)4 + θ4
9(θ1θ5θ9θ6θ8θ7θ4)4

+ θ4
8(θ1θ2θ9θ6θ8θ7θ4)4 + θ4

1(θ1θ2θ9θ8θ10θ7θ4)4 + θ4
5(θ5θ2θ9θ8θ10θ7θ4)4

+ θ4
6(θ2θ9θ6θ8θ10θ7θ4)4 + θ4

10(θ1θ2θ9θ6θ10θ7θ4)4 + θ4
10(θ1θ5θ6θ8θ10θ7θ4)4

+ θ4
1(θ1θ5θ2θ9θ3θ7θ4)4 + θ4

6(θ5θ2θ9θ6θ3θ7θ4)4 + θ4
8(θ5θ2θ9θ8θ3θ7θ4)4

+ θ4
5(θ1θ5θ6θ10θ3θ7θ4)4 + θ4

2(θ1θ2θ6θ10θ3θ7θ4)4 + θ4
9(θ1θ9θ6θ10θ3θ7θ4)4

+ θ4
8(θ1θ6θ8θ10θ3θ7θ4)4 + θ4

10(θ5θ2θ9θ10θ3θ7θ4)4 + θ4
3(θ1θ2θ9θ6θ3θ7θ4)4

+ θ4
3(θ1θ5θ6θ8θ3θ7θ4)4 + θ4

3(θ2θ9θ8θ10θ3θ7θ4)4 + θ4
7(θ1θ5θ2θ8θ10θ7θ4)4

+ θ4
7(θ1θ5θ9θ8θ3θ7θ4)4 + θ4

7(θ5θ9θ6θ10θ3θ7θ4)4 + θ4
7(θ2θ6θ8θ10θ3θ7θ4)4

+ θ4
4(θ1θ5θ2θ9θ6θ10θ4)4 + θ4

4(θ1θ2θ9θ6θ8θ3θ4)4 + θ4
4(θ5θ9θ6θ8θ10θ7θ4)4

+ θ4
4(θ5θ2θ6θ8θ3θ7θ4)4 + θ4

4(θ1θ5θ2θ10θ3θ7θ4)4 + θ4
4(θ1θ9θ8θ10θ3θ7θ4)4.

Then we get four invariants I2, I4, I6, I10 of weight 2,4,6 and 10:

I2 :=
h12

h10
, I4 := h4, I6 :=

h16

h10
, I10 := h10.

From these invariants we can deduce absolute invariants j1, j2 and j3. The three j-
invariants are rational generators of the field of absolute invariants. Two principally
polarized abelian varieties of dimension two are isomorphic if and only if they have
the same j-invariants [5]. These are given by

j1 :=
I5
2

I10
, j2 :=

I4I
3
2

I10
, j3 :=

I6I
2
2

I10
.

6. From Igusa’s invariants to Mestre’s invariants

Since the absolute Igusa invariants j1, j2, j3 are rational generators of the field
of invariants, we can write the invariants for Mestre’s algorithm in terms of them.
Mestre gives formulae (p. 319 of [12]) which make it possible to express the coeffi-
cients of the conic and the cubic. We follow Mestre’s notation.

Set

j′1 =
A5

D
, j′2 =

A3B

D
, j′3 =

A2C

D
,
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where A,B,C,D are invariants of degree 2, 4, 6 and 10 given by Mestre. Note
that A,B,C,D are not the same as the Igusa invariants I2, I4, I6,∆. The absolute
invariants j′1, j

′
2, j
′
3 are also rational generators of Q(j1, j2, j3).

We obtain the following transformation formulae:

j′1 = − j1
1205

, j′2 =
720j′1
6750

− j2
1203 · 6750

, j′3 =
j3

1202 · 2025100
+

1080j′2
2025

− 16j′1
375

.

Since α = D
∆ is an absolute invariant, we can find an expression for it in terms of

the j′i:

α = − 1
4556250

(
1
j′1

+ 62208
)

+
16j′2
75j′1

+
16j′3
45j′1

− 2
j′2

2

3j′1
2 −

4j′2j
′
3

3j′1
2 .

We normalize Mestre’s invariants Qij and Hl1,... ,l3 in such a way that they become
absolute invariants. For simplicity denote j′i by ji. Then

Q′11 = Q11
A3 =

(2j3+ 1
3 j2)

j1
,

Q′12 = Q12
A4 = 2

3

j22+j1j3
j21

,

Q′13 = Q′22 = Q13
A5 = α,

Q′23 = Q23
A6 = 1

j21
(
j32
3j1

+ 4j2j3
9

+
2j23
3

),

Q′33 = Q33
A7 = 1

j21
( j1j2α

2
+

2j22 j3
9j1

+
2j23
9

),

H ′111 = H111
A5 = 2

9

j21 j3−6j1j2j3+9j21
j21

,

H ′112 = H112
A6 = 1

9

2j32 +4j1j2j3+12j1j
2
3+3j21

j31
,

H ′113 = H ′122 = H113
A7 = 1

9

j32+4/3j1j2j3+4j22 j3+6j1j
2
3+3j1j2

j31
,

H ′123 = H123
A6 = 1

18j31
2
j42
j1

+ 4j2
2 j3 +

4j1j
2
3

3
+ 4j2j

2
3 + 3j1j2 + 12j1j3,

H ′133 = H133
A7 = 1

18j31
(
j42
j1

+
4j22 j3

3
+

16j32 j3
3j1

+
26j2j

2
3

3
+ 8j3

3 + 3j2
2 + 2j1j3),

H ′222 = H222
A6 = 1

9j31
(3
j42
j1

+ 6j2
2 j3 + 8

3
j1j

2
3 + 2j2j

2
3 − 3j1j3),

H ′223 = H223
A7 = 1

18j31
(− 2j32j3

3j1
− 4j2j

2
3

3
− 4j3

3 + 9j2
2 + 8j1j3),

H ′233 = H233
A8 = 1

18j31
(
j52
j21

+ 2
j32 j3
j1

+ 8
9
j2j

2
3 +

2j22 j
2
3

3j1
− j2j3 + 9j1),

H ′333 = H333
A9 = 1

36j31
(−2

j42 j3
j21
− 4

j22 j
2
3

j1
− 16

9
j3
3 − 4j2j

3
3

j1
+ 9

j32
j1

+ 12j2j3 + 20j2
3 ).

From now on, we write Qij and Hijk instead of Q′ij and H ′ijk.

7. Mestre’s algorithm for finite prime fields

For the idea of the algorithm and its correctness for an arbitrary field K, see
Mestre’s article [12].

We give here an explicit formulation if K is a finite prime field.
Suppose we have the three j-invariants j̃1, j̃2, j̃3 modulo p. Then we get Mestre’s

invariants

Q11, Q12, Q13 = Q22, Q23, Q33
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and

H111, H112, H113, H123, H133, H222, H223, H233, H333,

which are the coefficients of a conic∑
1≤i≤j≤3

Qijxixj ,

resp. a cubic ∑
1≤i≤j≤k≤3

Hijkxixjxk.

We would like to parametrize the conic so that the set of solutions is given by

(f1(t), f2(t), f3(t)).

For this we transform the conic into a normal form

Q′11x
2
1 +Q′22x

2
2 +Q′33x

2
3.(2)

We can then parametrize the new conic Q′ and finally get a parametrization
(f1(t), f2(t), f3(t)) of the conic Q itself.

We plug the solution into the cubic∑
i≤j≤k

Hijkfi(t)fj(t)fk(t)

to get the model of the hyperelliptic curve

y2 =
∑
i≤j≤k

Hijkfi(t)fj(t)fk(t) =: f(t).

The polynomial f(t) has degree six. Suppose we would like to apply Cantor’s
algorithm. Then we need a monic polynomial of degree 5. The hyperelliptic function
field given by

Cf : y2 = f(t), deg f = 6,

has a model defined over Fp
Cg : y2 = g(t), deg g = 5,

if and only if the curve Cf has an Fp-rational Weierstrass point. Simply speaking
this means that f(t) has a zero in Fp. By a projective transformation we move the
Fp-rational Weierstrass point to infinity and obtain a polynomial of degree five.

We can compute the probability that a polynomial of degree 6 whose discriminant
is not equal to zero has an Fp-rational point. It is given by

−24p− 3p3 + 10p2 + 91p6 + 43p4 − 117p5

144(p6 − p5)
.

The complete algorithm is now given as follows:
Computing the curve from its j-invariants

Input: j1, j2, j3 ∈ Fp
Output: A hyperelliptic curve of the form y2 = f(t), where f(t) ∈ Fp[t], deg(f) =

5 or 6.
1: Compute Mestre’s invariants Qij , Hijk from the j-invariants ji, i = 1, 2, 3.
2: Parametrize the conic (Qij) by f1(t), f2(t), f3(t).
3: Obtain f(t) :=

∑
i≤j≤kHijkfi(t)fj(t)fk(t) ∈ Fp[t].
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4: Transform f into a polynomial of degree 5 if possible.
5: Return y2 = f(t).

8. Good Weil numbers

In this section we describe how to find a suitable prime p such that

ww = p,(3)

for w ∈ OK . The equation (3) is a relative norm equation with respect to the
relative field extensionK/K0. Thus we could choose random primes and try to solve
the relative norm equation by applying the function <bnfisintnorm> provided by
the PARI library to p2. The primes so found are of the most general form, but
the method needs heavier machinery (e.g., class groups) and is more difficult to
implement than the algorithm we discuss in this section. Our method finds only
two possibilities for the group order. For applications this is sufficient.

We assume that the Frobenius w is an element in O = OK0 + ηOK0 , where

η = i
√
a+ b

√
d, resp. η = i

√
a+ b(−1+

√
d

2 ). The orderO might not be the maximal
order OK . Let D be the discriminant of K0.

First we consider D ≡ 0 mod 4. Set p = ww and

w = c1 + c2
√
d+ (c3 + c4

√
d)i
√
a+ b

√
d.

We obtain two equations for c1, c2, c3 und c4:

c21 + c22d+ c23a+ c24ad+ 2c3c4bd = p,

2c1c2 + 2c3c4a+ c23b+ c24bd = 0.

From this we deduce the following algorithm:

Good Weil numbers, D ≡ 0 mod 4

Input: CM-field K = Q(i
√
a+ b

√
d).

Output: A prime p that satisfies a relative norm equation and the two possible
group orders.

1: Choose c3, c4 at random,1 (c3, c4) = 1.
2: if c23b− c24db 6≡ 0 mod 2 then
3: Start again.
4: end if
5: Set 2n := −2c3c4a− c23b− c24bd.
6: Set c1 := q where q | n.
7: c2 := n/q;
8: p := c21 + c22d+ c23a+ c24da+ 2c3c4bd;
9: if p is not prime then

10: Start again.
11: end if
12: Set possible group order (p+ 1)2 ± 4(p+ 1)c1 + 4(c21 − c22d).

The algorithm for D ≡ 1 mod 4 is based on the same idea.

1If c3, c4 have approximately n digits then p will have around 2n digits.



446 ANNEGRET WENG

Good Weil numbers, D ≡ 1 mod 4

Input: CM-field K = Q(i
√
a+ b(−1+

√
d

2 )).
Output: A prime p that satisfies a relative norm equation and the two possible

group orders.
1: Choose c3, c4 at random, (c3, c4) = 1.
2: n := 2c3c4a− c24a+ c23b− 2c3c4b+ (d+3

4 )bc24;
3: if n mod 4 ≡ 2 then
4: Start again.
5: end if
6: if n even then
7: c2 := even factor of n;
8: else
9: c2 := odd factor of n;

10: end if
11: c1 := 1

2 (− n
c2

+ c2);
12: p := c21 + c22(d−1

4 ) + c23a+ c24a(d−1
4 ) + 2c3c4b(d−1

4 )− bc24(d−1
4 );

13: if p is not prime then
14: Start again.
15: end if
16: Set possible group order (p+ 1)2 ± (p+ 1)(4c1 − 2c2) + 4(c21 − c1c2 + c22(1−d

4 )).

Note that this elementary method needs the factorization of an integer in step 6. It
is not advisable to factor the integer completely. Much faster is a trial factorization
up to a fixed bound. Table 1 shows the time (in seconds) to find 1000 primes of
size approximately 280 satisfying a relative norm equation.

Table 1.

CM-field elementary programm use of <bnfisintnorm>

Q(i
√

2 +
√

2) 247 296

Q(i
√

3 +
√

2) 256 371

Q(i
√

4 +
√

2) 252 394

Q(i
√

29 + 6
√

23) 302 403

Q(i
√

3 + −1+
√

5
2

) 243 328

Q(i
√

4 + −1+
√

5
2

) 241 424

Q(i
√

5 + −1+
√

5
2

) 240 429

Q(i
√

55 + 4−1+
√

53
2

) 285 378

Q(i
√

6 + −1+
√

73
2

) 263 424

Q(i
√

6 + −1+
√

89
2

) 268 197

Q(i
√

7 + −1+
√

101
2

) 257 303

Q(i
√

6 + −1+
√

113
2

) 266 435

Q(i
√

9 + −1+
√

141
2

) 292 356
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9. The complete algorithm

Now we are able to give the complete algorithm.
Before starting with the construction of a hyperelliptic curve we have to fix a

CM-field, and we have to find a suitable prime field Fp.
Precomputations for the group order

1: Choose a CM-field K = Q
(
i
√
a+ b

√
d
)

.
2: Find a prime p such that there exists w ∈ K with ww = p.
3: Compute the two (resp. four) possible group orders n1, n2 (n3, n4) depending

on p and OK .
4: if n1 and n2 (resp. n3 and n4) have no large prime factor then
5: Go to 2.
6: else
7: Return K, p, n1 and n2.
8: end if

Once we have found a CM-field K and a suitable prime p, we are left with the
task of finding a hyperelliptic curve defined over Fp having complex multiplication
by the order OK .

Construction of hyperelliptic curves suitable for cryptography
Input: CM-field K, hK0 = 1, prime p and the two (sometimes four) possible group

orders n1 and n2 (resp. n3, n4).
Output: A hyperelliptic curve of the form y2 = f(t), where f(t) ∈ Fp[t], deg(f) =

5 or 6.
1: Choose a complete set (up to isomorphism) of period matrices Ωi of all simple

principally polarized abelian varieties having complex multiplication by OK
(see Section 3). Let s be the size of the set of isomorphism classes.

2: Compute all even theta constants

θ

[
δ

ε

]
(Ωi, 0) =

∑
n∈Z2

exp(πi(n+
1
2
δ)tΩi(n+

1
2
δ) + 2(n+

1
2
δ)t(

1
2
ε)).

See Section 4.
3: Compute the 3s generating j-invariants

j
(i)
1 , j

(i)
2 , j

(i)
3 , i = 1, . . . , s.

4: Compute the class polynomials

H1(X) =
s∏
i=1

(X − j(i)
1 ), H2(X) =

s∏
i=1

(X − j(i)
2 ), H3(X) =

s∏
i=1

(X − j(i)
3 ).

5: Find the denominator (see Remark 9.1) and get the polynomials H ′i(X) ∈ Z[X ].
6: for all (a1, a2, a3), ai zero of H ′i(X) mod p do
7: Set

j1 := a1; j2 := a2; j3 := a3.

8: Compute Mestre’s invariants (see Section 6).
9: Apply Mestre’s algorithm to get a curve

C : y2 = f(t), f(t) ∈ Fp[t], deg f(t) = 6.

10: if #J(C) = n1 or n2 then
11: Return C;
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12: end if
13: end for

Remark 9.1. 1. The algorithm is restricted to CM-fields whose real subfield has
class number one. This ensures that the ideals in OK have a relative integer
basis with respect to OK0 . Therefore it is possible to give period matrices of
the principally polarized abelian varieties with complex multiplication by OK
(see Theorem 3.1).

2. For step 5 of the algorithm we applied the continued fraction algorithm to the
second highest coefficient of the polynomial to obtain a possible denominator
dK,Hi(X). This method gives us almost always a polynomial in Z which is not
necessarily primitive.

There exist exceptions, e.g.,

K = Q

i
√

5 +
−1 +

√
13

2

 ,

where the denominator of the polynomial H1(X) contains an additional power
of three, i.e., 32.

3. In contrast to elliptic curves, where the class polynomial always splits into
linear factors, the class polynomials Hi(X) do not have to split into linear
factors even when p satisfies a relative norm equation. For the correctness of
our method it is only important that Hi(X) have a linear factor modulo p.
This is a consequence from class field theory.

It is even more efficient to take primes which do not split completely, since
the for-loop in step 6 takes fewer rounds in this case.

Example 9.2. Consider the CM-field Q(i
√

3 +
√

2) and the prime

p = 907978164842524484436193557995633106029.

Each of the class polynomials H1(X), H2(X) and H3(X) splits into one factor of
degree two and two factors of degree one.

The two linear factors give us hyperelliptic curves defined over Fp, and the irre-
ducible factor of degree two leads to curves defined over Fp2 .

10. Complexity of the algorithm

10.1. Analysis. The algorithm falls into two parts:

1. Computation of the class polynomial.
2. Mestre’s algorithm.

The running time of the first part is dominated by the computation of the theta
constants. In Section 4 we saw that the computation of the theta constants depends
on the value of the first successive minima of the period matrix. An exact analysis
is therefore rather difficult.

However, since we cannot compute up to arbitrarily high precision, the number
of CM-fields we consider is restricted (see also Section 13). In principle we could
compute all possible class polynomials in advance.
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Table 2 will give an idea about the complexity of the computation of the class
polynomials. The first three columns describe the CM-field K

Q
(
i

√
a+ b

√
d

)
, d =

D

4
, if D ≡ 0 mod 4,

Q

i
√
a+ b

−1 +
√
d

2

 , d = D, if D ≡ 1 mod 4.

The fourth column gives the class number of K and the fifth the number of
possible polarizations. Note that in all these cases hK (#Pol) is the degree of the
class polynomial.

Recall that the monic class polynomial has rational coefficients. The sixth col-
umn gives the number of decimal digits of the denominator of the second highest
coefficient of the class polynomial. The seventh column gives the precision which
is necessary for the computations to get the right result. The eighth column gives
the time in seconds.

Some of the CM-fields are taken from the tables in [15] and [11]. We were able
to compute the class polynomial of a CM-fields of class number 10.

The second part is the application of Mestre’s algorithm. First we have to factor
the class polynomial. There exists an efficient probabilistic algorithm [3] which
takes

O(n2+ε + n log p)

operations in Fp, where n is the degree of the polynomial. In our situation the
degree of the polynomial is bounded and small. So we can estimate the number
of operations in Fp by O(log p). Note that we have to apply Mestre’s algorithm s3

times, where s is the degree of the class polynomial. In most cases s equals 2hK .
Especially we have to compute s3 scalar multiplications on a hyperelliptic Jacobian.
Every scalar multiplication takes

O(g2 log p)

field operations (see [16] for the complexity of a single composition on a hyperelliptic
Jacobian). Thus as an overall complexity (once the class polynomial is computed)
we get

O((2hK)3 log p)

operations in Fp.

Table 2.

CM-field

D a b hK # denom. prec. time
pol. dec. digits (in s.)

5 3 1 1 1 1 20 1
5 4 1 2 2 11 50 1
5 7 1 1 2 1 20 1
5 6 2 2 1 13 100 1
5 8 1 4 2 23 100 18
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Table 2. (Continued)

CM-field

D a b hK # denom. prec. time
pol. dec. digits (in s.)

5 16 7 4 2 59 200 52
5 23 5 1 2 52 100 3
5 91 52 2 1 50 150 3
5 35 8 5 2 29 400 81
5 18 6 4 1 73 400 35
8 2 1 1 1 1 20 1
8 3 1 2 2 3 50 1
8 6 1 4 2 17 200 23
8 13 4 2 2 42 200 7
8 13 6 3 2 4 100 2
8 15 4 5 2 4 300 71
8 23 8 7 2 22 500 568
12 11 4 4 2 4 100 8
13 3 1 2 2 1 50 1
13 6 2 2 2 16 150 9
13 8 3 1 1 1 20 1
13 16 3 1 2 30 100 1
17 9 1 4 1 22 100 6
17 6 1 4 2 38 200 16
21 5 1 4 2 45 300 51
24 17 6 6 2 16 600 401
28 7 2 4 2 12 150 10
29 7 2 4 2 24 200 31
29 24 7 4 2 7 150 20
33 95 28 4 2 40 200 27
37 19 5 3 2 9 100 16
37 26 7 3 2 33 200 90
41 10 2 4 2 8 150 14
44 67 20 4 2 22 200 26
53 55 4 1 1 33 100 1
56 53 14 2 2 33 100 3
57 9 2 2 2 6 100 3
61 9 2 2 2 30 100 2

69 5 1 4 2 21 200 292
73 6 1 4 2 13 150 20
73 5 1 1 2 11 50 1
76 279 64 4 2 8 150 152
88 5 1 2 2 37 150 4
89 11 2 4 2 25 300 83
92 29 6 4 2 26 200 216
92 77 16 2 2 31 200 20
97 8 1 3 2 11 100 8
101 7 1 3 2 1 100 7
109 9 1 1 2 5 20 1
124 39 7 4 2 40 200 310
124 23 4 2 2 19 150 3
129 13 2 4 2 37 200 82
137 10 1 4 2 33 300 532
141 9 1 2 2 35 300 44
233 10 1 1 2 27 50 1
389 114 11 1 2 50 100 2



CONSTRUCTING HYPERELLIPTIC CURVES OF GENUS 2 451

10.2. Notes on implementation. The two parts of the algorithm differ not only
in the complexity but also in the difficulty of the implementation.

For the first part we need a library that supports computations in relative number
fields. Most suitable for this task is the C-library PARI (ftp://megrez.math.u-
bordeaux.fr/pub/pari/).

The second part is easier to implement. It requires efficient polynomial arith-
metic. We used the library NTL written in C++ (http://www.shoup.net/ntl/).

11. Statistics

11.1. Primes interesting for implementations. Some primes are especially
well suited for implementions (see [6], [20]). In Table 3 we give a list of Mersenne
primes and generalized Mersenne primes. We tested whether they split in a given
CM-field or not, and whether the corresponding group order contains a large prime
factor.

Table 3.

D a b prime k, group order equals k · q, q prime

5 6 2 289 − 1 580
2130 − 5 4

5 16 7 2150 − 3 64

5 18 7 2192 − 264 − 1 1
2224 − 296 + 1 1

5 11 1 296 − 232 + 1 151
2116 − 3 59
2113 − 3 11

5 19 4 2107 − 1 16

5 23 5 2224 − 296 + 1 109
2127 − 1 1

8 5 2 289 − 1 188

8 6 3 296 − 232 + 1 32

8 13 6 2116 − 3 4

8 19 8 2213 − 3 167

13 5 1 2192 − 264 − 1 816

13 6 2 2150 − 3 16

13 11 4 2116 − 3 13

13 75 20 2127 − 1 859

17 3 1 2107 − 1 64

17 27 8 2107 − 1 1

21 15 4 2118 − 3 1, 67

24 3 1 2174 − 3 800

28 7 2 2127 − 1 300

29 15 4 2107 − 1 647

37 19 5 2107 − 1 747

37 26 7 296 − 232 + 1 511
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Table 3. (Continued)

D a b prime k, group order equals k · q, q prime

41 6 1 2174 − 3 100

44 4 1 294 − 3 16
2174 − 3 280

44 7 2 294 − 3 14

53 7 1 2192 − 264 − 1 1

61 67 12 294 − 3 25

89 6 1 2127 − 1 136

129 13 2 296 − 232 + 1 20

149 7 1 2192 − 264 − 1 7

269 9 1 294 − 3 16

11.2. Probability of the group order’s being almost prime. For every CM-
field given in Table 4 we chose 5001 primes of the size 280 that satisfy a relative
norm equation, and determined the two corresponding group orders.

We counted the number of group orders which are of the form

k · qprime
where k = 1, . . . , 9, k ≤ 1000 and k > 1000. The first column gives the parameter
D, a, b of the CM-field.

The CM-field imposes some divisibility conditions on the group order. In the
case where OK = OK0 + ηOK0 with a purely imaginary element η ∈ OK , the group
order can easily be seen to be a multiple of 4.

It is possible to generalize the heuristics from [7], p. 162, on the probability
of prime group order to hyperelliptic curves with complex multiplication. This
requires more theoretical background, and will be covered by the author in a forth-
coming paper.

Table 4.

CM-field 1 2 3 4 5 6 7 8 9 10 11− 1000 > 1000

5, 6, 2 0 0 0 130 0 0 0 0 0 0 431 9439
5, 35, 8 135 0 0 0 94 0 0 0 0 0 421 9350
8, 3, 1 0 0 0 0 0 0 0 93 0 0 374 9533
8, 5, 2 0 0 0 147 0 0 0 0 0 0 431 9424
8, 6, 1 0 0 0 149 0 0 0 0 0 0 438 9458
13, 3, 1 0 0 0 52 0 0 0 0 0 0 365 9583
13, 8, 3 47 0 0 0 0 0 0 0 106 0 397 9450
13, 5, 1 55 0 99 0 0 0 0 75 0 360 9411
13, 7, 1 0 0 0 62 0 0 0 0 0 0 407 9531
13, 75, 20 170 0 0 0 0 0 0 0 37 0 448 9345
13, 16, 6 0 0 0 237 0 0 0 0 0 0 464 9299
13, 11, 4 57 0 90 0 0 0 0 0 71 0 378 9404
17, 11, 4 0 0 0 60 0 0 0 67 0 0 427 9446
17, 6, 1 0 0 0 0 0 0 0 108 0 0 436 9458
17, 147, 56 183 0 0 139 0 0 0 0 0 0 441 9237
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Table 4. (Continued)

CM-field 1 2 3 4 5 6 7 8 9 10 11− 1000 > 1000

21, 5, 1 0 0 0 59 0 0 0 0 0 0 423 9520
21, 7, 1 34 0 52 0 24 0 11 0 42 0 394 9443
21, 22, 7 60 0 81 0 15 0 0 0 85 0 369 9390

21, 15, 4 112 0 0 0 78 0 39 0 9 0 395 9367
28, 7, 2 0 33 0 24 0 24 0 14 0 0 421 9484
29, 7, 2 0 0 0 55 0 0 0 0 0 0 328 9617
29, 5, 1 92 0 0 0 51 0 31 0 0 14 441 9373
29, 17, 5 160 0 0 0 0 0 105 0 0 0 406 9329
29, 24, 7 70 0 0 0 50 0 55 0 0 0 392 9433
29, 12, 3 76 0 0 0 51 0 31 0 7 0 390 9447
29, 4, 1 0 0 0 163 0 0 0 0 0 0 405 9434
33, 7, 2 0 0 0 0 0 0 0 116 0 0 325 9559
33, 95, 28 0 0 0 31 0 0 0 41 0 0 392 9538
37, 43, 12 134 0 0 0 0 0 97 0 36 0 401 9332
44, 67, 20 0 0 0 125 0 0 0 0 0 0 383 9492

12. Examples

12.1. Complex multiplication by Q
(
i

√
8 + −1+

√
5

2

)
. We would like to con-

struct a hyperelliptic curve whose Jacobian has complex multiplication by

K = Q

i
√

8 +
−1 +

√
5

2

 .

Note that K is not Galois and has class number four. The fundamental unit of the
real quadratic subfield K0 = Q(

√
5) has negative norm.

A relative integral basis for the elements in the class group is given by

A1 = OK = OK0 + ηOK0 ,

A2 = (−3 + (
−1 +

√
5

2
)η)OK0 + ηOK0 ,

A3 = (−2 + (1 +
−1 +

√
5

2
)η)OK0 + ηOK0 ,

A4 = (−6 + (3 +
−1 +

√
5

2
)η)OK0 + ηOK0 ,

where

η = i

√
8 +
−1 +

√
5

2
.

We get a representation system of eight principally polarized abelian varieties of
dimension two. For each period matrix we compute the theta constants and the
invariants. All computations are done with a precision of 300 decimal digits.

We obtain the class polynomialsH1(X), H2(X), H3(X). The three denominators
are

35 · 116 · 1312, 33 · 114 · 138, 34 · 114 · 138.



454 ANNEGRET WENG

We find the polynomials in Z[x] (due to the size of the coefficients of the first class
polynomial we resrict ourselves to giving only the second and third polynomial):

H2(X)=31211141316X8−27779096536726653818950674601921971890292396045107400000X7

+3467200369701648645206339996478360530210019317723277316023975·108X6

−323935892173647531870709212399984173294274072173523094304605750150875·1012X5

−209372188379501941132201276457668070320842985529512926296239981565946640625·1013X4

+60328862534042250738888759108177266596764793474073820503982476246403251953125·1018X3

−2340167052536858943805619476102801375431918749314028230572028585795131939697265625·1020X2

+105347345309814515146862103901160150349725383070903879520477458135413894500732421875·1024X

−224545892·6413·124304229010474493·87313,

H3(X)=31611141316X8−729492083009078214954469563082495216331370162398131704000X7

+2352471624843596058274058277393819726824986070464844750544518496000000X6

−712183056841494962869468818036532847928827571960348268828264486654367424000000000X5

−2526778628203184874077090395868095343653296243022495381493607327589094016704·1012X4

+1494153308776771208249857176806582155698622602142017799597946070247520432730496·1016X3

−15876116697434291742784135808288779379055520791250608382580754703680686073542464·1021X2

+2316402019180109507410465138578907343598456459680153059405857961935515260542217216·1024X

−23012781609506842725673828687577347694671831242090585258325545018791489860135799168·1027 .

A suitable prime is given by p = 129899216730745422747379980509. It will give us
the two possible group orders:

16873806507261171556624961017693968657279916616235023963476

and

16873806507261171553245686803138166610780248276948805535516.

Note that

n = 16873806507261171556624961017693968657279916616235023963476
= 4 · qprime,

where qprime is a prime number.
Applying Mestre’s algorithm, we find the following curve C over Fp:

C : y2 = t5 + 110854065858994061391078560211t4

+ 52690279977948565928475983553t3

+ 81016668528840831602117585943t2

+ 43842353021798749401773327333t
+ 84554758087342364918400819975.

The Jacobian of C has exactly n elements.



CONSTRUCTING HYPERELLIPTIC CURVES OF GENUS 2 455

12.2. Complex multiplication by Q
(
i
√

3 +
√

7
)
. We consider the CM-field

Q
(
i
√

3 +
√

7
)

, which has class number two and two polarizations.
The class polynomials H1(X), H2(X) and H3(X) are given by

H1(X)=X4−2130771672X3+198502979432505408X2

+6728724103294347293933568X−5302179309170499300715659264,

H2(X)=4X4−236549430X3+1322300792925225X2

−1088981406809175672000X−630204755989268223360000,

H3(X)=64X4−1045893528X3+1368605510700597X2

+252176436760922772192X+10734474282651295628544.

A suitable prime is given by p = 580943314814642181310688596463593. It will give
us the two possible group orders:

n1 = 337495135027824453733283789094149750817279621391373902756574895952,
n2 = 337495135027824453733281165453395182011292833807497899521740278848.

Note that

n1 = 16 · qprime,
where qprime is a prime number.

The curve which corresponds to the group order n is given by

C : y2 = t5 + 474727596586211034284401845850785t4

+ 314748234596474418739580339957648t3

+ 314740766532984346191929527993409t2

+ 574397988361190658944043563780018t
+ 546228693859470379418770593594687.

13. Discussion

In this section we discuss some further improvements and generalizations of the
CM-method, as well as the computational limits.

First we would like to mention an idea of van Wamelen to speed up the compu-
tation of the theta constants. He suggests in [22] to apply generators of the group
Sp2(Z) to the period matrix Ωi in order to maximize the first successive minima of
Ωi.

We would like to mention that our method does not work for fields of small
characteristic. Let C be a hyperelliptic curve defined over a finite field whose
absolute invariants lie in Fq where q = pn. Now suppose C has complex multication
by OK and OK has two polarizations. It can easily be seen that n ≤ 2hK . Thus
in order to get a large extension degree we need a large class number, which is not
possible. But we can use the algorithm for fields where n > 1 is small.

A strong limitation of the CM-method is the fact that in general the invariants
are not integers. As a consequence the class polynomial has rational coefficients.
If the parameters chosen are not too big, the denominator can be found. This is
the reason why our method works at all. But the denominators increase with the
discriminant of the CM-field. It turns out that this makes our method infeasible if
the class number gets too large.
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Table 5.

D a b degree denominator
5 12 1 12 1381982384787181038

5 12 2 12 2278138238598838

5 14 6 12 31917125912

5 20 1 12 3556781183183784184781018

8 13 1 12 238438598718798838

29 13 1 10 17121912291247126112

For demonstration we list a few CM-fields with class number 5 and 6 and the
denominator of H1(X) in Table 5.

Appendix

This algorithm is a generalization of (3.15) in [17].
Given a symmetric matrix A ∈ Rk2

, a fixed vector ε ∈ (R+)k and a constant
C ∈ R, it finds the set of vectors x ∈ Zk such that

(x+ ε)tA(x + ε) ≤ C.(4)

First we compute an upper triangular matrix (qij) ∈ Rk
2

with the property

xtAx =
k∑
i=1

qii

xi +
k∑

j=i+1

qijxj

2

for all x ∈ Rk. For this algorithm, see [17].
For all x ∈ Zk which satisfy the condition (4) we have, for k ≥ i ≥ 1,

qii((xi + εi) +
k∑

j=i+1

qij(xj + εj))2

≤ C −
k∑

ν=i+1

qνν((xν + εν) +
k∑

j=ν+1

qνj(xj + εj))2 =: Ti.

Thus for xk ∈ Z with

|xk| ≤ (c/qkk)
1
2 − εk, if xk is positive,

|xk| ≤ (c/qkk)
1
2 + εk, if xk is negative,

we try to find all possiblities for xk−1.
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For a fixed xi+1, . . . , xk ∈ Z, where

k∑
ν=i+1

qνν(xν + εν) +
k∑

j=ν+1

(qνj(xj + εj))2 ≤ Ti+1,

we obtain all possiblities for xi by

−(Ti/qii)
1
2 − Ui − εi ≤ xi ≤ (Ti/qii)

1
2 − Ui − εi,

where Ui :=
k∑

j=i+1

qijxj for k − 1 ≥ i ≥ 1.

We get the following algorithm:

Finding all solutions x ∈ Zk to Q(x + ε) ≤ C
Input: Matrix (qij), constant C, vector ε ∈ (R+)k.
Output: x ∈ Zk, x 6= 0, where Q(x + ε) ≤ C

1: Let Ti, Ui, xi and OS(xi) be vectors of dimension k.
2: i := k;Ti := C;Ui := 0;
3: while i ≤ k do
4: bool value := TRUE;
5: Z := (Ti/qii)

1
2 ;

6: OS(xi) := bZ − Ui − εic;
7: xi := d−Z − Ui − εie − 1;
8: while bool value = TRUE AND i ≤k do
9: xi := xi + 1;

10: if (xi ≤ OS(xi)) then
11: if i=1 then
12: Output x;
13: else
14: i := i− 1;

15: Ui :=
k∑

j=i+1

qij(xj + εj);

16: Ti := Ti−1 − qi+1,i+1(xi+1 + εi+1 + Ui+1);
17: bool value := FALSE;
18: end if
19: else
20: i := i+ 1;
21: end if
22: end while
23: end while
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