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#### Abstract

This paper analyzes a Monte Carlo algorithm for solving Smoluchowski's coagulation equation. A finite number of particles approximates the initial mass distribution. Time is discretized and random numbers are used to move the particles according to the coagulation dynamics. Convergence is proved when quasi-random numbers are utilized and if the particles are relabeled according to mass in every time step. The results of some numerical experiments show that the error of the new algorithm is smaller than the error of a standard Monte Carlo algorithm using pseudo-random numbers without reordering the particles.


## Introduction

Models of coalescence (i.e., coagulation, gelation, aggregation, agglomeration, accretion, etc.) mainly stem from the work of Smoluchowski on coagulation processes in colloids [15, 16]. Smoluchowski proposed the following infinite system of differential equations for the evolution of the number $N_{0} c(i, t)$ of clusters of mass $i$ for $i=1,2,3 \ldots$ :

$$
\begin{equation*}
\frac{\partial c}{\partial t}(i, t)=\frac{1}{2} \sum_{1 \leq j<i} K(i-j, j) c(i-j, t) c(j, t)-\sum_{j \geq 1} K(i, j) c(i, t) c(j, t) \tag{1}
\end{equation*}
$$

Here $N_{0}$ is the total number of clusters at time $t=0$, so that $\sum_{i \geq 1} c(i, 0)=1$, and $K(i, j)$ is the coagulation kernel. Numerical solution of the Smoluchowski's coagulation equation is a difficult task for deterministic methods, so several stochastic algorithms have been proposed [8, 3, [17, 7, 11, 14, 2, 4]. The Monte Carlo (MC) schemes take a system of test particles which interact and form clusters according to the dynamics described in (1). Random numbers are used to find out which clusters interact and to determine the size of the new clusters. Despite the versatility of MC methods, a drawback is their slow convergence. An approach to acceleration is to change the choice of random numbers used. Quasi-Monte Carlo (QMC) methods use quasi-random numbers instead of pseudo-random numbers and can achieve better convergence in certain cases [5].

The efficiency of a QMC method depends on the quality of the quasi-random points that are used. These points should form a low-discrepancy point set. We recall from [13] some basic notations and concepts. If $s \geq 1$ is a fixed dimension,

[^0]then $I^{s}:=[0,1)^{s}$ is the $s$-dimensional half-open unit cube and $\lambda_{s}$ denotes the $s$ dimensional Lebesgue measure. For a point set $X$ consisting of $\mathbf{x}_{0}, \ldots, \mathbf{x}_{N-1} \in I^{s}$ and for a Lebesgue-measurable subset $Q$ of $I^{s}$ we define the local discrepancy by
$$
D_{N}(Q, X):=\frac{1}{N} \sum_{0 \leq p<N} c_{Q}\left(\mathbf{x}_{p}\right)-\lambda_{s}(Q)
$$
where $c_{Q}$ is the characteristic function of $Q$. The discrepancy of the point set $X$ is defined by
$$
D_{N}(X):=\sup _{Q}\left|D_{N}(Q, X)\right|
$$
the supremum being taken over all subintervals of $I^{s}$. The star discrepancy of $X$ is
$$
D_{N}^{\star}(X):=\sup _{Q^{\star}}\left|D_{N}\left(Q^{\star}, X\right)\right|,
$$
where $Q^{\star}$ runs through all subintervals of $I^{s}$ with one vertex at the origin. The idea of $(t, m, s)$-nets is to consider point sets $X$ for which $D_{N}(Q, X)=0$ for a large family of intervals $Q$. Such point sets should have a small discrepancy. For an integer $b \geq 2$, an interval of the form
$$
\prod_{r=1}^{s}\left[\frac{a_{r}}{b^{d_{r}}}, \frac{a_{r}+1}{b^{d_{r}}}\right)
$$
with integers $d_{r} \geq 0$ and $0 \leq a_{r}<b^{d_{r}}$ for $1 \leq r \leq s$, is called an elementary interval in base $b$. If $0 \leq t \leq m$ are integers, a $(t, m, s)$-net in base $b$ is a point set $X$ consisting of $b^{m}$ points in $I^{s}$ such that $D_{N}(Q, X)=0$ for every elementary interval $Q$ in base $b$ with measure $\lambda_{s}(Q)=b^{t-m}$. The sequence analog of this concept is as follows. If $b \geq 2$ and $t \geq 0$ are integers, a sequence $\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots$ of points in $I^{s}$ is a $(t, s)$-sequence in base $b$ if, for all integers $n \geq 0$ and $m>t$, the points $\mathbf{x}_{p}$ with $n b^{m} \leq p<(n+1) b^{m}$ form a $(t, m, s)$-net in base $b$. The following result is shown in 12 .

Lemma 1. Let $X$ be a $(t, m, s)$-net in base b. For any elementary interval $Q^{\prime} \subset$ $I^{s-1}$ in base $b$ and for any $x_{s} \in \bar{I}$,

$$
\left|D_{b^{m}}\left(Q^{\prime} \times\left[0, x_{s}\right), X\right)\right| \leq b^{t-m}
$$

The effectiveness of QMC methods has limitations. First, while they are valid for integration problems, they may not be directly applicable to simulations, due to the correlations between the points of a quasi-random sequence. This problem can be overcome by writing the desired result as an integral. This leads to a second limitation: the improved accuracy of QMC methods may be lost for problems in which the integrand is not smooth. It is necessary to take special measures to make optimal use of the greater uniformity associated with quasi-random sequences. This is achieved here through the additional step of reordering the particles at each time step. The aim of the paper is to construct and investigate a QMC method for Smoluchowski's coagulation equation. In Section 1 we present a particle scheme using quasi-random numbers for the solution of the equation. In Section 2 we prove the convergence of the method, as the number of simulated particles increases. In Section 3 we carry out numerical experiments based on a comparison of the method with a standard MC scheme.

## 1. The algorithm

We assume that the coagulation kernel $K(i, j)$ is nonnegative and symmetric

$$
K(i, j) \geq 0 \quad \text { and } \quad K(i, j)=K(j, i)
$$

Multiplying (11) by $i$ and summing over all $i$, indicates that mass is conserved

$$
\begin{equation*}
\frac{d}{d t} \sum_{i \geq 1} i c(i, t)=0 \tag{2}
\end{equation*}
$$

provided an interchange of summation order on the right is valid. We refer to [9] for a study of existence, unicity, and conservation of mass of solutions. Rather than approximating the density of clusters $c(i, t)$, one can approximate the mass density $f(i, t):=i c(i, t)$, which satisfies the following equation for $i=1,2,3 \ldots$ :

$$
\begin{equation*}
\frac{\partial f}{\partial t}(i, t)=\sum_{1 \leq j<i} \widetilde{K}(i-j, j) f(i-j, t) f(j, t)-\sum_{j \geq 1} \widetilde{K}(i, j) f(i, t) f(j, t) \tag{3}
\end{equation*}
$$

where

$$
\widetilde{K}(i, j):=\frac{K(i, j)}{j}
$$

Equation (33) has been used in [2] for constructing a stochastic algorithm for Smoluchowski's coagulation equation. If $E \subset \mathbb{N}^{\star}:=\{1,2,3, \ldots\}$, let $\sigma_{E}$ denote the sequence

$$
\sigma_{E}(i)= \begin{cases}1 & \text { if } i \in E \\ 0 & \text { otherwise }\end{cases}
$$

Equation (3) can be given the form

$$
\begin{equation*}
\frac{d}{d t} \sum_{i \geq 1} f(i, t) \sigma_{E}(i)=\sum_{i, j \geq 1} \widetilde{K}(i, j) f(i, t) f(j, t)\left(\sigma_{E}(i+j)-\sigma_{E}(i)\right) \tag{4}
\end{equation*}
$$

for any $E \subset \mathbb{N}^{\star}$. We denote by $f_{0}$ the initial data. We may assume

$$
\begin{equation*}
\sum_{i \geq 1} f_{0}(i)=1 \tag{5}
\end{equation*}
$$

We choose integers $b \geq 2, m \geq 1$ and we put $N:=b^{m}$. We use a low-discrepancy sequence $X=\left\{\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots\right\} \subset I^{3}$ for QMC approximation. We assume that $X$ is a $(t, 3)$-sequence in base $b$ for some $t \geq 0$. If $X^{n}:=\left\{\mathbf{x}_{p}: n N \leq p<(n+1) N\right\}$ and if $\pi^{\prime}$ denotes the projection defined by $\pi^{\prime}\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1}, x_{2}\right)$, we assume that $\pi^{\prime} X^{n}$ is a $(0, m, 2)$-net in base $b$. We write $\delta_{j}$ for the unit mass at $j$

$$
\delta_{j}(i)= \begin{cases}1 & \text { if } i=j \\ 0 & \text { otherwise }\end{cases}
$$

A sample $J^{0}$ of $N$ particles $j_{0,0}, \ldots, j_{N-1,0}$ is chosen such that

$$
f^{0}:=\frac{1}{N} \sum_{0 \leq k<N} \delta_{j_{k, 0}} \approx f_{0}
$$

It means that the point set $J^{0}$ has a small star $f_{0}$-discrepancy (see below); e.g., if we assume a monodisperse initial condition

$$
f_{0}(1)=1, f_{0}(2)=f_{0}(3)=\cdots=0
$$

we set

$$
j_{0,0}=\cdots=j_{N-1,0}=1
$$

We assume that the kernel $\widetilde{K}(i, j)$ is bounded and we put

$$
\widetilde{K}^{*}:=\sup _{i, j \geq 1} \widetilde{K}(i, j)
$$

We choose a time step $\Delta t$ such that $\Delta t \widetilde{K}^{*}<1$. Computations are still possible for unbounded kernels; see Section 3. We set $t_{n}:=n \Delta t$ and $f_{n}(i):=f\left(i, t_{n}\right)$. If we assume that we have a point set $J^{n}$ of $N$ particles $j_{0, n}, \ldots, j_{N-1, n}$ such that

$$
\begin{equation*}
f^{n}:=\frac{1}{N} \sum_{0 \leq k<N} \delta_{j_{k, n}} \approx f_{n} \tag{6}
\end{equation*}
$$

we compute $f^{n+1}$ in three steps.

- Relabeling the particles.

$$
j_{0, n} \leq j_{1, n} \leq \cdots \leq j_{N-1, n}
$$

This ensures convergence of the scheme; see Lemma 5.

- Coagulation. We define $g^{n+1}$ by

$$
\begin{aligned}
& \frac{1}{\Delta t}\left(\sum_{i \geq 1} g^{n+1}(i) \sigma_{E}(i)-\sum_{i \geq 1} f^{n}(i) \sigma_{E}(i)\right) \\
& \quad=\sum_{i, j \geq 1} \widetilde{K}(i, j) f^{n}(i) f^{n}(j)\left(\sigma_{E}(i+j)-\sigma_{E}(i)\right), \quad \text { for any } E \subset \mathbb{N}^{\star}
\end{aligned}
$$

and so

$$
\begin{aligned}
\sum_{i \geq 1} g^{n+1}(i) \sigma_{E}(i)= & \frac{1}{N} \sum_{0 \leq k<N}\left(1-\frac{\Delta t}{N} \sum_{0 \leq \ell<N} \widetilde{K}\left(j_{k, n}, j_{\ell, n}\right)\right) \sigma_{E}\left(j_{k, n}\right) \\
& +\frac{\Delta t}{N^{2}} \sum_{0 \leq k, \ell<N} \widetilde{K}\left(j_{k, n}, j_{\ell, n}\right) \sigma_{E}\left(j_{k, n}+j_{\ell, n}\right)
\end{aligned}
$$

- QMC integration. Let $c_{k, \ell}$ be the characteristic function of

$$
R_{k, \ell}:=\left[\frac{k}{N}, \frac{k+1}{N}\right) \times\left[\frac{\ell}{N}, \frac{\ell+1}{N}\right)
$$

and $\chi_{k, \ell}^{n}$ denote the characteristic function of $I_{k, \ell}^{n}:=\left[0, \Delta t \widetilde{K}\left(j_{k, n}, j_{\ell, n}\right)\right)$. For any $E \subset \mathbb{N}^{\star}$, define

$$
\begin{align*}
& C_{E}^{n+1}(\mathbf{x}):=\sum_{0 \leq k, \ell<N} c_{k, \ell}\left(x_{1}, x_{2}\right)\left(\left(1-\chi_{k, \ell}^{n}\left(x_{3}\right)\right) \sigma_{E}\left(j_{k, n}\right)\right.  \tag{8}\\
&\left.+\chi_{k, \ell}^{n}\left(x_{3}\right) \sigma_{E}\left(j_{k, n}+j_{\ell, n}\right)\right), \quad \mathbf{x} \in I^{3}
\end{align*}
$$

then

$$
\begin{equation*}
\sum_{i \geq 1} g^{n+1}(i) \sigma_{E}(i)=\int_{I^{3}} C_{E}^{n+1}(\mathbf{x}) d \mathbf{x} \tag{9}
\end{equation*}
$$

We obtain $f^{n+1}$ by

$$
\forall E \subset \mathbb{N}^{\star} \quad \sum_{i \geq 1} f^{n+1}(i) \sigma_{E}(i)=\frac{1}{N} \sum_{n N \leq p<(n+1) N} C_{E}^{n+1}\left(\mathbf{x}_{p}\right)
$$

The last steps of the algorithm may be summarized as follows. Let us denote

$$
k(x):=\lfloor N x\rfloor, \quad x \in I .
$$

Then for $n N \leq p<(n+1) N$,

$$
j_{k\left(x_{p, 1}\right), n+1}= \begin{cases}j_{k\left(x_{p, 1}\right), n}+j_{k\left(x_{p, 2}\right), n} & \text { if } x_{p, 3}<\Delta t \widetilde{K}\left(j_{k\left(x_{p, 1}\right), n}, j_{k\left(x_{p, 2}\right), n}\right), \\ j_{k\left(x_{p, 1}\right), n} & \text { otherwise. }\end{cases}
$$

## 2. Convergence analysis

We now establish a convergence result for the QMC algorithm. As is usual with particle method error estimates, convergence is shown in a weak sense. First we need to adapt the basic concepts of QMC methods to the present study. Let $s \geq 1$ be a fixed dimension. A sequence consists of an $s$-dimensional array of terms $u(\mathbf{i}) \in \mathbb{R}$, where $\mathbf{i} \in \mathbb{N}^{\star s}$. Let $g$ be a sequence of nonnegative terms such that

$$
\begin{equation*}
\sum_{\mathbf{i} \in \mathbb{N}^{* s}} g(\mathbf{i})=1 \tag{10}
\end{equation*}
$$

For a point set $J$ consisting of $\mathbf{j}_{0}, \ldots, \mathbf{j}_{N-1} \in \mathbb{N}^{\star s}$ and for an arbitrary set $E \subset \mathbb{N}^{\star s}$ we define the local $g$-discrepancy by

$$
D_{N}(E, J ; g):=\frac{1}{N} \sum_{0 \leq k<N} \sigma_{E}\left(\mathbf{j}_{k}\right)-\sum_{\mathbf{i} \in E} g(\mathbf{i}),
$$

where $\sigma_{E}$ denotes the sequence

$$
\sigma_{E}(\mathbf{i})= \begin{cases}1 & \text { if } \mathbf{i} \in E \\ 0 & \text { otherwise }\end{cases}
$$

The star $g$-discrepancy of the point set $J$ is defined by

$$
D_{N}^{\star}(J ; g):=\sup _{\mathbf{h} \in \mathbb{N}_{\star s}}\left|D_{N}\left(E_{\mathbf{h}}, J ; g\right)\right|
$$

where

$$
E_{\mathbf{h}}:= \begin{cases}\emptyset & \text { if } h_{r}=1 \text { for some } r, 1 \leq r \leq s \\ \prod_{r=1}^{s}\left\{1,2, \ldots, h_{r}-1\right\} & \text { otherwise }\end{cases}
$$

For a sequence $u$ and for $\mathbf{j}, \mathbf{j}^{\prime} \in \mathbb{N}^{\star s}$, let $T_{\mathbf{j}}^{r} u$ be the array defined by

$$
T_{\mathbf{j}}^{r} u(\mathbf{i}):=u\left(i_{1}, \ldots, i_{r-1}, j_{r}, i_{r+1}, \ldots, i_{s}\right)
$$

and $\Delta_{\mathbf{j}, \mathbf{j}^{\prime}}^{r} u:=T_{\mathbf{j}^{\prime}}^{r} u-T_{\mathbf{j}}^{r} u$. If $R=\left\{q_{1}, \ldots, q_{r}\right\} \subset S:=\{1, \ldots s\}$, we set

$$
T_{\mathbf{j}}^{R} u:=T_{\mathbf{j}}^{q_{1}} \cdots T_{\mathbf{j}}^{q_{r}} u \quad \text { and } \quad \Delta_{\mathbf{j}, \mathbf{j}^{\prime}}^{R} u:=\Delta_{\mathbf{j}, \mathbf{j}^{\prime}}^{q_{1}} \cdots \Delta_{\mathbf{j}, \mathbf{j}^{\prime}}^{q_{r}} u
$$

We put $T_{\mathbf{j}} u:=T_{\mathbf{j}}^{S} u$ and $\Delta_{\mathbf{j}, \mathbf{j}^{\prime}} u:=\Delta_{\mathbf{j}, \mathbf{j}^{\prime}}^{S} u$. For $\mathbf{j}=\left(j_{1}, \ldots, j_{s}\right)$, we denote $\mathbf{j}+:=$ $\left(j_{1}+1, \ldots, j_{s}+1\right)$ and $\Delta_{\mathbf{j}} u:=\Delta_{\mathbf{j}, \mathbf{j}}+u$. The variation of $u$ is defined by

$$
V^{s}(u):=\sum_{\mathbf{j} \in \mathbb{N}^{\star s}}\left|\Delta_{\mathbf{j}} u\right|
$$

and the lower variation of $u$ is the sum

$$
V_{*}(u):=\sum_{r=1}^{s} \sum_{\substack{R \subset S \\ \# R=r}} V^{r}\left(T_{\mathbf{1}}^{R^{c}} u\right)
$$

where $R^{c}$ denotes the complement of $R$ in $S$. If $u$ may be extended to infinity, we define the upper variation of $u$ as

$$
V^{*}(u):=\sum_{r=1}^{s} \sum_{\substack{R \subset S \\ \# R=r}} V^{r}\left(T_{\infty}^{R^{c}} u\right)
$$

One can prove that if $u$ has a bounded lower variation, then $u$ may be extended to infinity and has a bounded upper variation. The next lemma is a version of the classical Koksma-Hlawka inequality. The proof follows the general outline of the proof of the Koksma-Hlawka inequality given by Zaremba [18].

Lemma 2. Suppose $g$ is a nonnegative sequence such that $\sum_{\mathbf{i} \in \mathbb{N}^{\star s}} g(\mathbf{i})=1$. If $u$ is a sequence of bounded lower variation and if $J$ is a point set consisting of $\mathbf{j}_{0}, \ldots, \mathbf{j}_{N-1} \in \mathbb{N}^{\star s}$, then

$$
\left|\frac{1}{N} \sum_{0 \leq k<N} u\left(\mathbf{j}_{k}\right)-\sum_{\mathbf{i} \in \mathbb{N}^{\star s}} u(\mathbf{i}) g(\mathbf{i})\right| \leq V^{*}(u) D_{N}^{\star}(J ; g)
$$

The following lemma is an analogue of a result previously given in the continuous case [10] and can be proved with similar arguments.

Lemma 3. Let $u$ be a sequence of bounded lower variation. For $1 \leq r \leq s$, let $p_{r}$ and $1 \leq k_{0, r} \leq k_{1, r} \leq \cdots \leq k_{p_{r}, r}$ be integers. For $\mathbf{n}=\left(n_{1}, \ldots, n_{s}\right)$ with integers $n_{r}, 0 \leq n_{r}<p_{r}$, let

$$
F_{\mathbf{n}}:=\left\{k_{n_{1}, 1}, \ldots, k_{n_{1}+1,1}\right\} \times \cdots \times\left\{k_{n_{s}, s}, \ldots, k_{n_{s}+1, s}\right\}
$$

and $\mathbf{i}_{\mathbf{n}}, \mathbf{j}_{\mathbf{n}} \in F_{\mathbf{n}}$. Then

$$
\sum_{\mathbf{n}}\left|u\left(\mathbf{j}_{\mathbf{n}}\right)-u\left(\mathbf{i}_{\mathbf{n}}\right)\right| \leq V_{*}(u) \prod_{r=1}^{s} p_{r} \sum_{r=1}^{s} \frac{1}{p_{r}}
$$

We now go back to the convergence analysis of the QMC algorithm. We define the error at time $t_{n}$ as the star $f_{n}$-discrepancy of the point set $J^{n}$. For $h \in \mathbb{N}^{\star}$ let $\sigma_{h}$ denote the sequence $\sigma_{E_{h}}$. We introduce the truncation error

$$
\varepsilon_{h}^{n}:=\frac{1}{\Delta t} \sum_{i \geq 1}\left(f_{n+1}(i)-f_{n}(i)\right) \sigma_{h}(i)-\sum_{i, j \geq 1} \widetilde{K}(i, j) f_{n}(i) f_{n}(j)\left(\sigma_{h}(i+j)-\sigma_{h}(i)\right)
$$

the additional error

$$
\begin{aligned}
e_{h}^{n}:= & \sum_{i, j \geq 1} \widetilde{K}(i, j) f^{n}(i) f^{n}(j)\left(\sigma_{h}(i+j)-\sigma_{h}(i)\right) \\
& -\sum_{i, j \geq 1} \widetilde{K}(i, j) f_{n}(i) f_{n}(j)\left(\sigma_{h}(i+j)-\sigma_{h}(i)\right),
\end{aligned}
$$

and the integration error

$$
d_{h}^{n}:=\frac{1}{N} \sum_{n N \leq p<(n+1) N} C_{h}^{n+1}\left(\mathbf{x}_{p}\right)-\int_{I^{3}} C_{h}^{n+1}(\mathbf{x}) d \mathbf{x}
$$

where $C_{h}^{n+1}:=C_{E_{h}}^{n+1}$; see (8). We have the recurrence formula

$$
\begin{equation*}
D_{N}\left(E_{h}, J^{n+1} ; f_{n+1}\right)=D_{N}\left(E_{h}, J^{n} ; f_{n}\right)-\Delta t \varepsilon_{h}^{n}+\Delta t e_{h}^{n}+d_{h}^{n} \tag{11}
\end{equation*}
$$

The truncation error is bounded as follows:

$$
\begin{equation*}
\left|\varepsilon_{h}^{n}\right| \leq \sum_{i \geq 1} \int_{t_{n}}^{t_{n+1}}\left|\frac{\partial^{2} f}{\partial t^{2}}(i, t)\right| d t \tag{12}
\end{equation*}
$$

Next we have an upper bound for the additional error.
Lemma 4. If for every $i, j \geq 1$ the sequences $\widetilde{K}(i, \cdot)$ and $\widetilde{K}(\cdot, j)$ are of bounded variation, then

$$
\left|e_{h}^{n}\right| \leq\left(\sup _{i \geq 1} V(\widetilde{K}(i, \cdot))+\sup _{j \geq 1} V(\widetilde{K}(\cdot, j))+3 \widetilde{K}^{*}\right) D_{N}^{\star}\left(J^{n} ; f_{n}\right)
$$

Proof. Let $u_{h}$ denote the array

$$
u_{h}(i, j):=\widetilde{K}(i, j)\left(\sigma_{h}(i+j)-\sigma_{h}(i)\right), \quad i, j \in \mathbb{N}^{\star}
$$

Then

$$
\begin{aligned}
e_{h}^{n}= & \frac{1}{N} \sum_{0 \leq k<N}\left(\frac{1}{N} \sum_{0 \leq \ell<N} u_{h}\left(j_{k, n}, j_{\ell, n}\right)-\sum_{j \geq 1} u_{h}\left(j_{k, n}, j\right) f_{n}(j)\right) \\
& +\sum_{j \geq 1}\left(\frac{1}{N} \sum_{0 \leq k<N} u_{h}\left(j_{k, n}, j\right)-\sum_{i \geq 1} u_{h}(i, j) f_{n}(i)\right) f_{n}(j),
\end{aligned}
$$

and the result follows from Lemma 2
Finally, we need to bound the integration error.
Lemma 5. If the sequence $\widetilde{K}$ is of bounded lower variation, then

$$
\left|d_{h}^{n}\right| \leq\left(2+\Delta t\left(4 V_{*}(\widetilde{K})+3 \widetilde{K}^{*}\right)\right) \frac{1}{b\lfloor(m-t) / 3\rfloor}
$$

Proof. The integration error may be written as follows.

$$
d_{h}^{n}=D_{N}\left(Q_{h, 0}^{n}, X^{n}\right)-D_{N}\left(Q_{h, 1}^{n}, X^{n}\right)+D_{N}\left(Q_{h, 2}^{n}, X^{n}\right)
$$

where

$$
\begin{gathered}
Q_{h, 0}^{n}:=\bigcup_{\substack{0 \leq k, \ell<N \\
j_{k, n}<h}} R_{k, \ell} \times I, \\
Q_{h, 1}^{n}:=\bigcup_{\substack{0 \leq k, \ell<N \\
j_{k, n}<h}} R_{k, \ell} \times I_{k, \ell}^{n} \quad \text { and } \quad Q_{h, 2}^{n}:=\bigcup_{\substack{0 \leq k, \ell<N \\
j_{k, n}+j_{\ell, n}<h}} R_{k, \ell} \times I_{k, \ell}^{n} .
\end{gathered}
$$

We have

$$
D_{N}\left(Q_{h, 0}^{n}, X^{n}\right)=D_{N}\left(\pi^{\prime} Q_{h, 0}^{n}, \pi^{\prime} X^{n}\right)=0
$$

since $\pi^{\prime} Q_{h, 0}^{n}$ is a disjoint union of elementary intervals in base $b$, with measure $b^{-m}$ and $\pi^{\prime} X^{n}$ is a $(0, m, 2)$-net in base $b$. Let $\kappa_{h, \alpha}^{n}$ for $\alpha=1,2$ denote the functions

$$
\begin{aligned}
\kappa_{h, 1}^{n}\left(x_{1}, x_{2}\right) & :=\sum_{0 \leq k, \ell<N} c_{k, \ell}\left(x_{1}, x_{2}\right) \widetilde{K}\left(j_{k, n}, j_{\ell, n}\right) \sigma_{h}\left(j_{k, n}\right), \\
\kappa_{h, 2}^{n}\left(x_{1}, x_{2}\right) & :=\sum_{0 \leq k, \ell<N} c_{k, \ell}\left(x_{1}, x_{2}\right) \widetilde{K}\left(j_{k, n}, j_{\ell, n}\right) \sigma_{h}\left(j_{k, n}+j_{\ell, n}\right),
\end{aligned}
$$

for $\left(x_{1}, x_{2}\right) \in I^{2}$. Then,

$$
Q_{h, \alpha}^{n}=\left\{\mathbf{x} \in I^{3}: x_{3}<\Delta t \kappa_{h, \alpha}^{n}\left(x_{1}, x_{2}\right)\right\}, \quad \text { for } \alpha=1,2
$$

Let $d_{1}, d_{2}$ be integers such that $d_{1}+d_{2} \leq m-t$. For $\mathbf{a}=\left(a_{1}, a_{2}\right)$ with integers $0 \leq a_{1}<b^{d_{1}}, 0 \leq a_{2}<b^{d_{2}}$ we put

$$
R_{\mathbf{a}}:=\left[\frac{a_{1}}{b^{d_{1}}}, \frac{a_{1}+1}{b^{d_{1}}}\right) \times\left[\frac{a_{2}}{b^{d_{2}}}, \frac{a_{2}+1}{b^{d_{2}}}\right)
$$

and, for $\alpha=1,2$,

$$
\begin{gathered}
\underline{Q}_{h, \alpha}^{n}:=\bigcup_{\mathbf{a}} R_{\mathbf{a}} \times\left[0, \Delta t \inf _{R_{\mathbf{a}}} \kappa_{h, \alpha}^{n}\right), \quad \bar{Q}_{h, \alpha}^{n}:=\bigcup_{\mathbf{a}} R_{\mathbf{a}} \times\left[0, \Delta t \sup _{R_{\mathbf{a}}} \kappa_{h, \alpha}^{n}\right) \\
\partial Q_{h, \alpha}^{n}=\bigcup_{\mathbf{a}} R_{\mathbf{a}} \times\left[\Delta t \inf _{R_{\mathbf{a}}} \kappa_{h, \alpha}^{n}, \Delta t \sup _{R_{\mathbf{a}}} \kappa_{h, \alpha}^{n}\right]
\end{gathered}
$$

where the unions are over all $\mathbf{a}=\left(a_{1}, a_{2}\right)$ with $0 \leq a_{1}<b^{d_{1}}, 0 \leq a_{2}<b^{d_{2}}$. We have

$$
\underline{Q}_{h, \alpha}^{n} \subset Q_{h, \alpha}^{n} \subset \bar{Q}_{h, \alpha}^{n} \quad \text { and } \quad \bar{Q}_{h, \alpha}^{n} \backslash \underline{Q}_{h, \alpha}^{n} \subset \partial Q_{h, \alpha}^{n}
$$

hence

$$
D_{N}\left(\underline{Q}_{h, \alpha}^{n}, X^{n}\right)-\lambda_{3}\left(\partial Q_{h, \alpha}^{n}\right) \leq D_{N}\left(Q_{h, \alpha}^{n}, X^{n}\right) \leq D_{N}\left(\bar{Q}_{h, \alpha}^{n}, X^{n}\right)+\lambda_{3}\left(\partial Q_{h, \alpha}^{n}\right)
$$

By Lemma 1 it follows that

$$
\left|D_{N}\left(\underline{Q}_{h, \alpha}^{n}, X^{n}\right)\right| \leq b^{d_{1}+d_{2}+t-m} \quad \text { and } \quad\left|D_{N}\left(\bar{Q}_{h, \alpha}^{n}, X^{n}\right)\right| \leq b^{d_{1}+d_{2}+t-m}
$$

Besides,

$$
\lambda_{3}\left(\partial Q_{h, \alpha}^{n}\right)=\frac{\Delta t}{b^{d_{1}+d_{2}}} \sum_{\mathbf{a}}\left(\sup _{R_{\mathbf{a}}} \kappa_{h, \alpha}^{n}-\inf _{R_{\mathbf{a}}} \kappa_{h, \alpha}^{n}\right)
$$

Let $u_{h, \alpha}$ for $\alpha=1,2$ denote the arrays

$$
u_{h, 1}(i, j):=\widetilde{K}(i, j) \sigma_{h}(i), \quad u_{h, 2}(i, j):=\widetilde{K}(i, j) \sigma_{h}(i+j), \quad i, j \in \mathbb{N}^{\star}
$$

so that, for $\alpha=1,2$,

$$
\kappa_{h, \alpha}^{n}\left(x_{1}, x_{2}\right)=u_{h, \alpha}\left(j_{k\left(x_{1}\right), n}, j_{k\left(x_{2}\right), n}\right)
$$

Let $F_{\mathbf{a}}^{n}$ be the point set

$$
F_{\mathbf{a}}^{n}:=\left\{j_{a_{1} b^{m-d_{1}}, n}, \ldots, j_{\left(a_{1}+1\right) b^{m-d_{1}}-1, n}\right\} \times\left\{j_{a_{2} b^{m-d_{2}}, n}, \ldots, j_{\left(a_{2}+1\right) b^{m-d_{2}}-1, n}\right\} .
$$

Since the particles are labeled according to mass,

$$
\left(x_{1}, x_{2}\right) \in R_{\mathbf{a}} \Rightarrow\left(j_{k\left(x_{1}\right), n}, j_{k\left(x_{2}\right), n}\right) \in F_{\mathbf{a}}^{n}
$$

and consequently

$$
\sup _{R_{\mathrm{a}}} \kappa_{h, \alpha}^{n}-\inf _{R_{\mathrm{a}}} \kappa_{h, \alpha}^{n} \leq \max _{F_{\mathrm{a}}^{n}} u_{h, \alpha}-\min _{F_{\mathrm{a}}^{n}} u_{h, \alpha}
$$

Applications of Lemma 3 yield

$$
\begin{aligned}
& \sum_{\mathbf{a}}\left(\max _{F_{\mathbf{a}}^{n}} u_{h, 1}-\min _{F_{\mathbf{a}}^{n}} u_{h, 1}\right) \leq V_{*}(\widetilde{K})\left(b^{d_{1}}+b^{d_{2}}\right)+\widetilde{K}^{*} b^{d_{2}} \\
& \sum_{\mathbf{a}}\left(\max _{F_{\mathbf{a}}^{n}} u_{h, 2}-\min _{F_{\mathbf{a}}^{n}} u_{h, 2}\right) \leq V_{*}(\widetilde{K})\left(b^{d_{1}}+b^{d_{2}}\right)+\widetilde{K}^{*}\left(b^{d_{1}}+b^{d_{2}}-1\right)
\end{aligned}
$$

By choosing $d_{1}=d_{2}=\lfloor(m-t) / 3\rfloor$, we obtain the desired result.

We can combine the previous bounds to derive an upper bound for the error at time $t_{n}$.

Proposition. If the sequence $\widetilde{K}$ is of bounded lower variation, then

$$
\begin{aligned}
D_{N}^{\star}\left(J^{n} ; f_{n}\right) \leq & \mathrm{e}^{c t_{n}} D_{N}^{\star}\left(J^{0} ; f_{0}\right)+\Delta t \sum_{i \geq 1} \int_{0}^{t_{n}} \mathrm{e}^{c\left(t_{n}-t\right)}\left|\frac{\partial^{2} f}{\partial t^{2}}(i, t)\right| d t \\
& +\left(4 V_{*}(\widetilde{K})+3 \widetilde{K}^{*}+\frac{2}{\Delta t}\right) \frac{\mathrm{e}^{c t_{n}}}{c b\lfloor(m-t) / 3\rfloor}
\end{aligned}
$$

where

$$
c:=\sup _{i \geq 1} V(\widetilde{K}(i, \cdot))+\sup _{j \geq 1} V(\widetilde{K}(\cdot, j))+3 \widetilde{K}^{*}
$$

Proof. The result follows from recurrence formula (11), used in conjunction with inequality (12) and the bounds in Lemmas 4 and 5

Remark. The proposition indicates a convergence order of $\mathcal{O}\left(1 / N^{1 / 3}\right)$, which is worse than the $\mathcal{O}\left(1 / N^{1 / 2}\right)$ of MC schemes. The examples below show a QMC method's convergence rate of $\mathcal{O}\left(1 / N^{2 / 3}\right)$ which is better than the random convergence. In addition the upper bound in the proposition grows linearly with the number of time steps, but this growth is not observed in computational experiments.

## 3. Numerical examples

The purpose of this section is to numerically validate the QMC algorithm described above. In our experiments, the number base $b$ is taken to be 3 and the low-discrepancy sequence $X$ is a $(0,3)$-sequence in base 3 constructed by Faure [6]. It has long been recognized that three particular kernels $K(i, j)$ are mathematically tractable [1]: for a monodisperse initial configuration $f_{0}=\delta_{1}$, explicit solutions of Smoluchowski's coagulation equation are available. In the following we restrict our consideration to the kernels $K(i, j)=1$ and $K(i, j)=i+j$ (note that the latter does not satisfy the hypothesis of the proposition). In both cases we can compute the error $D_{N}^{\star}\left(J^{n} ; f_{n}\right)$ of the algorithm and we can compare it with the error given by the Monte Carlo scheme proposed in [2]. Assuming that the methods produce approximately $\mathcal{O}\left(1 / N^{q}\right)+\mathcal{O}\left((\Delta t)^{r}\right)$ errors, one can estimate the exponents $q$ and $r$ from plots of the error versus $N$ or $\Delta t$. If

$$
C(t):=\sum_{i \geq 1} c(i, t)=\sum_{i \geq 1} \frac{f(i, t)}{i}
$$

then $N_{0} C(t)$ is the total number of clusters at time $t$. At time $t_{n}, C\left(t_{n}\right)$ is approximated according to (6) as

$$
C\left(t_{n}\right) \approx \frac{1}{N} \sum_{0 \leq k<N} \frac{1}{j_{k, n}}
$$

We can study the accuracy of this approximation.


Figure 1. $K(i, j)=1$. MC (left) vs. QMC simulations (right) for $P=100,200,400,800,1,600,3,200$, and 6,400 time steps. Thick lines correspond to small time steps.
3.1. $K(i, j)=1$. In this case, the exact solution of (3) with a monodisperse initial condition is

$$
\begin{equation*}
f(i, t)=\frac{4 i}{(t+2)^{2}}\left(\frac{t}{t+2}\right)^{i-1} \tag{13}
\end{equation*}
$$

We compute the solution up to time $t=1.0$ with $N$ particles and $P$ time steps. The numerical parameter $N$ varies between $3^{4}$ and $3^{13}$, and $P$ varies between $1 \times 100$ and $2^{6} \times 100$. In order to reduce scatter, the error is averaged as

$$
D_{N, P}:=\frac{1}{100} \sum_{m=1}^{100} D_{N}^{\star}\left(J^{m p} ; f_{m p}\right)
$$

where $p=P / 100$. Figure 1 is a plot of the error $D_{N, P}$ as a function of $N$ on a $\log -\log$ scale. We see that the QMC method achieves a better rate of convergence



Figure 2. $K(i, j)=1$. Left: linear fits to the error as a function of $N$ for $P=6,400$ time steps. Comparison of MC (dashed) and QMC (solid) simulations. Right: linear fit to the error as a function of $P$ for QMC simulations with $N=3{ }^{13}$ particles.


Figure 3. $K(i, j)=1$. MC (left) vs. QMC simulations (right) for $P=1,000,2,000,4,000,8,000,16,000$, and 32,000 time steps. Thick lines correspond to small time steps.
of the error to zero with increase of $N$; this more rapid convergence is only tangible for small $\Delta t$.

Next we choose a time step small enough so that time discretization error is insignificant relative to the Monte Carlo error. The results are displayed in Figure 2 left. The best (in the sense of least squares) straight line fit to the $\log -\log$ plot of the data gives for $P=6,400$ :

$$
\begin{equation*}
D_{N, P}(\mathrm{MC}) \approx \frac{0.38}{N^{0.51}} \quad \text { and } \quad D_{N, P}(\mathrm{QMC}) \approx \frac{0.30}{N^{0.67}} \tag{14}
\end{equation*}
$$

If we choose a large number of particles, the quasi-Monte Carlo error is negligible relative to time discretization error. So we can estimate the exponent $r$ by a linear fit to plots of $\log D_{N, P}$ versus $\log P$. The results are shown in Figure 2 -right: for $N=3^{13}$ one obtains

$$
\begin{equation*}
D_{N, P}(\mathrm{QMC}) \approx 0.15 \cdot(\Delta t)^{0.99} \tag{15}
\end{equation*}
$$

In this case one has

$$
C(t)=\frac{2}{t+2}
$$

We compute the solution up to time $t=10.0$ with $N$ particles and $P$ time steps. Let $C_{N, P}\left(t_{n}\right)$ denote the approximation of $C\left(t_{n}\right)$ for $0<n \leq P$. Here $N$ varies between $3^{4}$ and $3^{12}$, and $P$ varies between $1 \times 1,000$ and $2^{5} \times 1,000$. Figure 3 shows the curves for the discrete $L^{1}$ norm

$$
E_{N, P}:=\frac{1}{100} \sum_{m=1}^{100}\left|C\left(t_{m p}\right)-C_{N, P}\left(t_{m p}\right)\right|
$$

We see that QMC outperforms standard MC for this example.
3.2. $K(i, j)=i+j$. Here the exact solution of (3) with a monodisperse initial condition is

$$
\begin{equation*}
f(i, t)=\frac{i^{i}}{i!}\left(1-\mathrm{e}^{-t}\right)^{i-1} \mathrm{e}^{-i\left(1-\mathrm{e}^{-t}\right)-t} \tag{16}
\end{equation*}
$$



Figure 4. $K(i, j)=i+j$. MC (left) vs. QMC simulations (right) with $P=200,400,800,1,600,3,200,6,400$, and 12,800 time steps. Thick lines correspond to small time steps.

The solution is computed up to time $t=1.0$ with $N$ particles and $P$ time steps. The number $N$ varies between $3^{4}$ and $3^{13}$, and $P$ varies between $2 \times 100$ and $2^{7} \times 100$. The error is averaged as in the previous model problem. The results are similar to those for the first example: we see in Figure 4 that the QMC method is superior to the MC scheme.

The gain in the rate of convergence $q$ is illustrated in Figure 5-left. As in the previous example, if the time step size is chosen small enough, the log-log scale allows the plot of an error of the form $c / N^{q}$ to appear as a straight line with slope $-q$ : for $P=12,800$, one has

$$
\begin{equation*}
D_{N, P}(\mathrm{MC}) \approx \frac{0.46}{N^{0.48}} \quad \text { and } \quad D_{N, P}(\mathrm{QMC}) \approx \frac{0.60}{N^{0.68}} . \tag{17}
\end{equation*}
$$




Figure 5. $K(i, j)=i+j$. Left: linear fits to the error as a function of $N$ for $P=12,800$ time steps. Comparison of MC (dashed) and QMC (solid) simulations. Right: linear fit to the error as a function of $P$ for QMC simulations with $N=3{ }^{13}$ particles.


Figure 6. $K(i, j)=i+j$. MC (left) vs. QMC simulations (right) with $P=3,200,6,400,12,800$, and 25,600 time steps. Thick lines correspond to small time steps.

For a large number of particles $\left(N=3^{13}\right)$, the least-squares fit convergence rate of the QMC method is estimated as

$$
\begin{equation*}
D_{N, P}(\mathrm{QMC}) \approx 0.16 \cdot(\Delta t)^{0.86} \tag{18}
\end{equation*}
$$

as shown in Figure 5 right.
In this case one obtains

$$
C(t)=\mathrm{e}^{-t}
$$

We compute the solution up to time $t=2.0$ with $N$ particles and $P$ time steps: $N$ varies between $3^{4}$ and $3^{13}$, and $P$ varies between $2^{5} \times 100$ and $2^{8} \times 100$. In Figure 6 we graph the $E_{N, P}$ obtained with MC and QMC strategies: once again QMC produces more accurate results than MC.

## Conclusion

We have analyzed a procedure for solving Smoluchowski's coagulation equation. The approach is to use the Monte Carlo method to simulate the aggregation of clusters. A sample of test particles is chosen and it is assumed that their behavior is an indicator of the behavior of the medium as a whole. Time is discretized and since we approximate the mass density, the scheme works with a fixed particle number $N$. The standard Monte Carlo method can be quite slow, because its convergence rate is only $\mathcal{O}\left(1 / N^{1 / 2}\right)$. We have considered an improvement to this method by using quasi-random numbers in the implementation of the algorithm. To make optimal use of the greater uniformity associated with quasi-random sequences we reorder the particles at each time step. Convergence of the simulation as the number $N$ increases has been proved. We test our analysis by comparing the QMC results with two known analytic solutions to the Smoluchowski equation. In both comparisons, the QMC results have been found to reproduce the expected distributions. Moreover, the numerical experiments show that the error in the QMC simulations is significantly less than the corresponding error for a standard MC simulation.
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