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LOCALIZED POINTWISE ERROR ESTIMATES
FOR MIXED FINITE ELEMENT METHODS

ALAN DEMLOW

ABSTRACT. In this paper we give weighted, or localized, pointwise error es-
timates which are valid for two different mixed finite element methods for a
general second-order linear elliptic problem and for general choices of mixed
elements for simplicial meshes. These estimates, similar in spirit to those re-
cently proved by Schatz for the basic Galerkin finite element method for elliptic
problems, show that the dependence of the pointwise errors in both the scalar
and vector variables on the derivative of the solution is mostly local in char-
acter or conversely that the global dependence of the pointwise errors is weak.
This localization is more pronounced for higher order elements. Our estimates
indicate that localization occurs except when the lowest order Brezzi-Douglas-
Marini elements are used, and we provide computational examples showing
that the error is indeed not localized when these elements are employed.

1. INTRODUCTION

We consider mixed finite element methods for approximating solutions to a gen-
eral second-order linear elliptic scalar problem for u(z), where z € €2, a bounded
domain in R™ with n > 2. Written in “divergence” form, the problem is to find u
satisfying

_ Z a_xj (au(a?)a—xl) +;bz(m)a—xl +e(x)u=finQ, wu=gon I,

ij=1
or, with the matrix A = [a;;] and the vector b = [b;],
(1.1) —div(AVu) + bVu +cu= f in Q, u =g on Q.

Under minimal smoothness assumptions on the coefficient l_;, the problem may equiv-
alently be formulated in the “conservation” form

(1.2) —div(AVu —bu) + c*u= fin Q, u=g on

Here ¢* = c—divb. We shall restrict our attention to the case where the coefficients
A, b and ¢ and the boundary 9€) are smooth.

In this paper we investigate the pointwise convergence of the “natural” mixed
finite element methods corresponding to (.I) and (I.2). In particular, we prove
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weighted, or localized, maximum norm estimates in the spirit of [Sch98|. There,
instead of proving a typical global almost-best-approximation result of the form

1.3 — < C mi - ,
(1.3) v —unlp.@) < ;Telgiﬂu XL (@)

where uy, € 5], is a standard Galerkin approximation to u, Schatz considered the
error at a single point xg. Modulo a logarithmic factor, he proved results of the
form

(1.4) |(u —un)(zo)| < C min [lo*(u—x)| Lo (0)-
XESh

Here 7 is the order of approximation given by S}, in L, (1 <p <0),0< s <r—2,
and h is taken to be the diameter of an element in a globally quasi-uniform mesh.
The weight o is defined by

h

(1.5) oy) = o+ 7

Note that ¢ is 1 at 2 and it is O(h) a unit distance away from z.

Heuristically these estimates indicate that standard Galerkin methods are “lo-
calized” (except in the piecewise linear case r = 2) and that higher order meth-
ods are more localized. By “localized”, we mean roughly that the pointwise error
(u — up)(xo) is dependent mostly on the best possible approximation error u — x
near the point zy and is only weakly dependent on v — x a unit distance away from
xo. More precisely, we can see from the estimate ([C4) and the definition (L) that
the dependence of the finite element error (v — up)(zg) on the approximation error
(u — x)(y) is weakened by a factor of h"~2 when y is a unit distance away from
xo. We finally note that the pointwise estimate (L)) reduces to the global almost-
best-approximation estimate (L3) when s = 0, so that (IL4)) is a generalization of
(C3).

Mixed finite element methods for approximating solutions to (ILT) and (IZ2) when
the coefficient b is nonzero were introduced in [DRR2]. Let @, x Vi, C H(div; Q) x
L2(92) be a mixed approximating subspace, denote by (-,-) the La(€) or [La2(Q)]™
inner product, and denote by (-, -) the L2 (0) inner product. Then the mixed finite
element method corresponding to the divergence form (L)) is as follows: Find a
pair {ph,un} € QG x Vj, such that

(A7 Ph, @) — (div gh,un) = —{g,Gh - 70),

(1.6) .
(div pn,vn) — (bA™ Ph,vn) + (cun,vn) = (f,vn)

for all {gh,vn} € th X Vj,. Here the vector variable pj, approximates p = —AVu.
The corresponding mixed method for the conservation form problem (L2)) is as
follows: Find {pn, uj} € Qpn x V4, such that

(A Pn, @) — (div @y uf) — (AU, ) = — (g, - 7).

(1.7)
(div pn,vn) + (cuj,vn) = (f,vn)

for all {gn,vn} € @h X V. The vector variable p;, now approximates p =
—(AVu — gu) We also emphasize that the scalar variable w is fixed, but it is
approximated by uj, in the divergence form mixed method and by uj in the con-
servation form mixed method, and u; # u;, in general.



LOCALIZED ESTIMATES FOR MIXED METHODS 1625

Existence, uniqueness, and optimal-order Lo error estimates for the vector and
scalar variables were proved in [DR82] for the methods (6) and (I7) when @), x
V3, is taken to be one of the Raviart-Thomas family of spaces, and this analysis
was extended to encompass all of the mixed finite element spaces usually used
in this context in [Dem02]. In the latter paper, computational examples were
presented showing that the convergence of the vector approximation py to p in the
conservation form method (IC7T) is of suboptimal order when one of the Brezzi-
Douglas-Marini, or BDM, family of spaces is used and b is nonzero. Finally,
optimal order global maximum norm estimates were proved for the conservation
form method employing any member of the Raviart-Thomas family of elements in
[GNRR] and for methods using general choices of element spaces to approximate
solutions to a restricted model problem with no lower-order terms in [GN&9)].

In the following analysis we accomplish three major goals. The first is to extend
Schatz’s sharply localized pointwise analysis of basic Galerkin methods to the mixed
finite element methods (LB) and (7). Secondly, the previous global maximum
norm analyses cited above do not admit fully general choices of simplicial mixed
elements and linear differential operators. We fill these gaps here. Finally, we
continue the comparison between varying choices of mixed finite element methods
and mixed elements for approximating solutions to elliptic problems that was begun
in [Dem02], where it was shown that suboptimal convergence occurs if the BDM
elements are used in the conservation form method (7). In this paper, we employ
asymptotic error expansion inequalities derived from our localized pointwise results
to make the slightly more subtle observation that the lowest-order BDM elements
do not in general yield a localized approximation, while the lowest-order Raviart-
Thomas elements do.

We first prove general estimates for errors in the vector variables. Our results
are valid for the divergence and the conservation form methods (L6) and (L)
using any of the usual choices of simplicial mixed finite elements. We let II;, be
a local interpolant for th which approximates to order k, and we let P, be the
Lo-projection onto Vj,, with V}, approximating to order j, j = k (e.g., in the case of
the Raviart-Thomas elements) or j = k—1 (e.g., in the case of the BDM elements).
We recall that pj, approximates p = —AVu in the divergence form method (CH)
and py, approximates p = —(AVu — gu) in the conservation form method (7).

Theorem 1.1. Let the general assumptions of §2 concerning the differential opera-
tors, Iy, Py, and the mesh be satisfied. Then there exists a constant C' independent
of u, P, p, and h such that for any xg € 2, 0<s<j,and 0<t <j—1,

|0 = ) (w0)| < Cllnallo® (P — Tnp) |12 )

1.8 . .o

(1) (o (= Pu) o + fnallo(div F — P div ) )]
and

gy BB S Clal"G - Tl

+[lo°(u = Pou)l| £ @) + Bln 2llo* (divp — Pr divp)|| 1. o))-

Here lpn =1 if s < j and £y zlog% if s =7, and lho =14ft <j—1 and
lho=log ift=7j—1.
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We next show that for the scalar variable u, the mixed approximations u; and
uj, are superclose to the interpolant Pnu. We recall the Kronecker delta d;;, where
5”201fz7éjand§”:11fz:]

Theorem 1.2. Let the same assumptions hold as for Theorem [I1l Also let 0 <
s<j—1and0<t<j—2 (@t=01ij=1). Then for h small enough,
|(Phu — up)(zo)| < Clhtnsllo® (P — P12

(1.10) o o L

+ 12705 ([lo" (u — Pou)|lpo (@) + Cnallo”(divF — Py div )|l L. ()]
and
1) |(Pru —up)(zo)| < Clhly3(][0®(p — Unp)l| L. (o)

+ ||0'8(’LL — PhU)HLOO(Q)) + h2761j£h,4”0—t(diVﬁ— Ph leﬁ)”Loo(Q)]
Here lp3=11ifs<j—1and ly3 :log% ifs=j—1,andlha=11ft <j—2or
ji=1 andEhA:log% ift=j—2.

Finally we state asymptotic error expansion inequalities for the vector variables.
These results follow from Theorems [LT and [[2 via an elementary argument nearly

identical to Schatz’s proof, given in [Sch98|, of the corresponding inequalities for
the standard Galerkin method. We do not give the proof here.

Theorem 1.3. Let (L) and [L3) hold, along with the approzimation assumptions
giwen in §2.8. Let s be an integer satisfying 1 < s < j. Then for the divergence
form problem,

(7= pn)(@o)| < Clual > hlDYB(xy)]
k<la|<k+s—1
(112) Y (D ()| + D div o) )
Ji<la|<j+s—2
+ BBl s ) + B (lull s ) + 11 div Bl yase—1 ()]s
where the second term on the right-hand side is taken to be 0 if s = 1. For the

conservation form problem,
(1.13)

(B — Bn)(@0)| < ClhaYyciaj<hss—t M D¥B(20)|
+ 2 j<lal<jts—1 hlel Du(ao)| + > i<lal<jts—2 hleT L D div (o) |
"‘thrS”ﬁ”W;“jS(Q) + h]JrS”u”ngS(Q) + h]JrS” diVﬁ”ngfs—l(Q)y
Here (), 1 is defined as above.
We now consider the estimate (LI2) for the divergence form method for two
choices of element space. If we let @, x V} be the lowest-order Raviart-Thomas

space RTy, then j = k = 1, that is, the vector and scalar variables both are
approximated to first order. Then with s = j = 1, (L.IZ) becomes

(7= ) (wo)| < Clog £ [32, 4=y IDP (o)
+h2Blwz @) + P2 (lullwr @) + 1| div lwr @)]-
Here all terms of lowest order (order one) are dependent only upon w and p and

their derivatives at the point xg, while all global terms are multiplied by a factor of
h? and are thus of higher order. The divergence form method is therefore localized
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when the lowest order Raviart-Thomas spaces are used. A similar conclusion may
be drawn for the conservation form method using the lowest order Raviart-Thomas
spaces.

We next consider ([L.I2) for the divergence form method when the lowest order
Brezzi-Douglas-Marini space BDMj is used. Here k = 2 and j = 1, that is, the
vector finite element space is able to approximate to one order higher than the
scalar space. With j = s =1, becomes

(7= §h)(20)| < Clog 7[5 4 120 h*[DP (20))|

1.14
4y +R3|P s ) + R (lullwy @) + || divpllwe @)]-

Here there are global terms of lowest order, indicating that the method is not
localized. In §5 we present numerical experiments confirming that this estimate
is sharp in that |(7 — pn)(20)| > ch? even if D¥p(x¢) = 0 for all |o| < 2 and
D*u(xp) = 0 for all |o| < 3. Thus (II4) is sharp with respect to localization, and
([CR) and ([T9) are sharp with respect to the orders of weights allowed. We note
that loss of localization occurs only when using the lowest order BDM elements
and not when using the higher order BDM elements.

We summarize here our findings regarding the use of the BDM family of elements
for simplicial meshes in mixed methods for elliptic problems. We first note that the
BDM family of elements was constructed with the goal of approximating Vu (or pf
or p) with maximum efficiency as this is normally the variable of greatest interest
in mixed methods. It was previously shown in [Dem02] that this goal is not met
when b # 0 and the conservation form method is used as p; converges to p at a
suboptimal rate for any choice of BDM space for simplicial elements. Here we have
shown that if one uses the lowest-order BD M space in the divergence form method,
one loses the property of localization (as defined above) while retaining the intended
gain in efficiency over the Raviart-Thomas or other elements for which Qh does not
consist of [Pg]", i.e., of a full order of polynomials. We note that localized estimates
have been used in [HSWWO01] in the analysis of asymptotically exact pointwise a
posteriori error estimators for basic Galerkin methods for elliptic problems, and we
expect our results for mixed methods to be similarly applicable. Such an analysis is
precluded, or at the least greatly complicated, when localization is lost as in the case
of the lowest-order BDM elements. Thus use of the lowest order BDM elements in
the divergence form method involves a tradeoff in which one gains efficiency while
losing localization properties.

Finally, we note that the divergence and conservation form mixed finite element
methods for approximating solutions of (II]) and (IZ) behave in a fashion which
is sometimes significantly different than their counterpart when lower-order terms
are not present. Put in other words, Poisson’s problem is not generally a suitable
model problem for studying the behavior of mixed approximations to solutions of
() and (). This is in particular the case when the first-order term b is nonzero.
In addition to adding complication to the structure of the error bounds obtained for
these methods (and as already mentioned leading to suboptimal bounds when the
BDM elements are used in the conservation form method), the proofs of these error
bounds are somewhat more complicated when lower-order terms are present. In the
present case, the first-order term b prevents a clean development of the technical
details in our analysis below, particularly in the conservation form method.
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2. PRELIMINARIES AND ASSUMPTIONS

In this section we describe our notation, outline the assumptions under which
we shall prove our results, and state results concerning some of the technical tools
essential for proving our main theorems.

2.1. Notation. Here we describe notation and conventions that we shall use in the
course of our proofs. We begin by defining a shorthand notation for weighted L,
norms; here we shall use the conventions [|v||L, zo,s = [|0°v|z, (@) and |7]|L, z0.s =
llo*qlliz,)»- Also, for any domain D C €, we define ||v|][p = [|v][,(p) and
Idlp = ldllizo(py»- By @ S b, we shall mean that a < Cb for some constant C
which is mdependent of essential quantities. Also, we shall employ the Sobolev
spaces W and H3" = W3" and the associated norms and seminorms. We do not
give definitions here as they are standard; cf. [GT98, Chap. 7]. Finally, we shall
denote by Hg (D) the functions in Hj (D) with zero trace on dD.

It will be convenient in our technical development to prove certain facts for the
conservation and divergence form problems at the same time, and for the sake
of convenience we gather here the necessary notational conventions. We shall let
i, € V3 denote either up or uj, depending on whether we are considering the
divergence or conservation form case, respectively, and similarly we shall let ¢ denote
either ¢ or ¢*. Also, we shall let p denote p or p as approprlate and similarly we
let pp denote either pj or ph Flnally, we let by = b and by = 0 in the divergence
form case and b1 =0 and bg — —b in the conservation form case.

2.2. Assumptions on the partial differential equation. We assume that the
matrix of coefficients A = [a;;(x)] satisfies the uniform ellipticity condition

n

D ai(2)6s > P, (eR, zeq

i,j=1

We also assume that the coefficients a;;, b; and ¢ are bounded and smooth and
that the boundary 92 is smooth. We do not assume coercivity, but rather we only
require that solutions of (L) and (2] exist and that they be unique.

Of particular importance in the proofs of our results are the adjoint problems to
(L) and (IL2). Here we employ the problem

(2.1) L*¢ = —div(A*Vé 4 b1¢) + b2V +ép = fin Q, ¢ =0 on 0N
with associated bilinear form
L (u,v) = [ A*(2)Vu(z)Vo(z) dx + [, b1 (z)u(z)Vo(z)de
+ /5 ba (z) Vu(x)v(z) dx + Jo é(@)u(z)v(z) dx .

In the divergence form case, we shall take by = b, by = 0, and é = ¢ so that (2m1)
reduces to the adjoint of (IT). In the conservation form case, we shall take by =0,
by = —b, and ¢ = ¢* so that () reduces to the adjoint of ([CF). We shall also
use the following regularity results for u satisfying (ILTl) and (L2) and ¢ satisfying
0). For f € L2(Q), we require the estimate

(2.2) lull a2y + 19l az0) S [1f]lLa0)s
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and in the case that f = div 7 for some Z € H(div;Q), we record the easily proven
energy-type estimate

(2.3) lull ) + 102 0) S 2Nl La)m -

We finally state a lemma concerning the Green’s functions for the problems (1))
and (C2) and their adjoint 21)). With slight abuse of notation, we shall denote by
G(z,y) a function satisfying either £*(u, G(z,-)) = u(x) or L*(G(x,-),u) = u(x),
and G(z,y) =0 for y € 9.

Lemma 2.1. There exists a constant C' such that for x and y in Q,

(2.4) 1D DIG(2,y)| < o —y 7P for ja+ B >0
and
(2.5) G(z,y)| S le—y|' "

Here C' depends only on Q0 and the coefficients A, 5, and c.

Proof. The inequality (24) is proven in [Kra69]. The inequality (2H) follows in the
current context of smooth coefficients and boundary by an elementary argument
using the fundamental theorem of calculus and (Z4). We note that (23], although
very weak, is sufficient for our purposes here, and we do not state a sharp result in
order to avoid then having to distinguish between n = 2 and n > 3. (]

2.3. Error equations. In this section we state error equations for the mixed meth-
ods (IB) and (7). We recall our convention that by = b, by = 0, and & = ¢ in the
divergence form method and associated problems and by = 0, by = —l_;, and é = ¢*
in the conservation form method and associated problems. We also let p denote
either p’ (in the divergence form case) or p (in the conservation form case), and we
similarly let 4y denote either up or uj. Using this convention and combining (I.T)
and (IZ) with (I6) and (I7) under the assumption that all integrals (boundary
integrals in particular) are exact, we have

(2.6a)  (A"Yp—pn),Gn) — (div G, u — ) + (A" Do (u — i), Gh)
(2.6b) (div(p — pn),vn) — (glA_l(P —pn)svn) + (&(u — 1p), vn)
for all pairs {qh,vn} € Qn x Vi.

)

0
0

2.4. Assumptions on the finite element spaces. Let {7;,} be a partition of 2
into triangles or simplices having maximum diameter h. Boundary elements are
allowed to have one curved face as described in, for example, [DR85] and [BDMS5].
We assume that the simplices 7, each satisfy the quasi-uniformity condition ch™ <
Vol(rp,) < Ch™.

Let the finite element space Qp x Vi, C H(div;Q) x La(€) be defined with
respect to {7, }. Here H(div;Q) = {7 € [L2(Q)]" s.t. divg= >, g;j € Ly()}.
For technical reasons we also state the requirement that V}, locally contain precisely
a full order of polynomials, i.e., V3|, = P/~! on each element 7.

We first require that the commuting diagram property be satisfied. We let
W = H(div; Q) N [LP(Q)]™ for some fixed p > 2 and we let P, : La(2) — V4 be
the local (elementwise) Lo projection. We then require that there exist a local
projection operator I, : W — @h (also acting elementwise) such that the following
diagram commutes.
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w —>Hh @h
div div
Ly B | v,

The commuting diagram property can also be stated in the form
(27) diVHh(T: Ph dlvcj'

for g€ W.
We next state approximation properties. Let D C Q, and let D' = UT}L:TmD#@ Th.

For the vector finite element space C_jh with interpolant II;, we assume there exists
an integer k such that for all 1 < s <k and 1 < p < o0,

(2.8) 14— Mgl (2, Dy~ < P\l ws (D))

for all ¢ € [W;(2)]". We then let j = k (as in for example the Raviart-Thomas
elements) or j = k — 1 (as in the Brezzi-Douglas-Marini elements) and we require
that for the scalar La-projection P, onto Vj,

(2.9) v = Prvllr,p) S h°lolws (o

for allv e W;(Q), all1 <s<j,and all 1 < p < co. We also recall here that Py is
stable in any W™ norm for any 1 < p < oo and any m > 0, that is,

[ Prollwm oy < vllwmp),

where the norm on the left-hand side is computed piecewise over the elements.
Next we state inverse assumptions. With domains D and D’ as above, we require
that

(2.10a) [vallwz(p) < hn/q_n/p_mthHLp(D/)v
(2.100) Gl S B oy

for 1 <p<qg<ooand 0 < m < k. These estimates follow via the usual proofs
under the assumption of quasi-uniformity of the mesh in the cases of the elements
normally used in this context.

We finally require the following superapproximation properties. For any smooth
function w and any vy, € V},, we require that for 1 < p < oo,

(2.11) lwon = Pr(won)llr, @) S Alwllwg @ llvnllz,@)-
If supp(w) C D, [|[D%wl|_ (o) < Cd~1*l for 1 < |a] < k+ 1 and éh < d for some &
and C, then we require that

h
(2.12a) lwvn = Pr(won)llz,py EHUhHLp(D')a

. . h, .
(2.12b) g = Tn (@ gi)lliz, (o) < ZNdlliz, oo

for 1 < p < co. We remark that for standard element choices, these properties
follow by standard proofs (using a sharp form of the Bramble-Hilbert Lemma)
given the previously made assumptions concerning inverse properties; cf. [Sch83].
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2.5. Discrete -functions. In this subsection we introduce discrete ¢ functions for
both the scalar and vector subspaces. We refer the reader to [SW95] and [Wah91]
for proofs of the existence of such functions and their stated properties, respectively,
in representative finite element contexts.

In the scalar case, we assume that given x¢ € 73, there exists a function 6° € V},
having support in 73, such that

(2.13) (6% vp) = vp(xo)  for all vy € V.
We furthermore require that
6% 2, SA"/P7D, 1< p<oo.
In the vector case we require the existence of 5;0 € @h such that given zy € T,

(2.14) (A7, 60) = [Gn(wo))i  for all @, € G,

where [@h,(20)]; is the i-th component of the vector g (zg). The existence of such
a 6. is proven by constructing a continuous d; such that (8;, @) = [Gh(70)]; in the
usual manner and then taking §° to be the weighted Lo projection of §; into Qp,
with respect to the form (A~!-,-). With only slight modifications of the proof given
in [Wah91], we can then show that

(2.15) 16211z, + Bl div 821,y S B"H/PY,

and for any y € €,

(2.16) 167 ()| + Bl div 37 (y)| < hmemclvmrel/n,

3. GLOBAL AND LOCAL Lg ESTIMATES FOR THE DUAL PROBLEM

In this section we introduce a mixed finite element method corresponding to the
adjoint problem (2.1)), state global Ly estimates for the error in the method, and
prove a local Ly estimate essential to the proofs of Theorem [I.1] and Theorem

3.1. The dual mixed finite element method. We first state the mixed finite
element method for approximating solutions to (Z1I), which reduces to (I8l) or (L)
(with different coefficients and right-hand side) for the allowed choices of by and by
and ¢. We seek a pair {7, ¢} € Qn x Vi such that

(3.1a) (A%, @) — (div Gh, d1) + (A" b1¢n, @) = 0,
(3.1b) (div 7, vn) — (ba A~ Fn, vp) + (6, vr) = (

for all pairs {qh,vn} € Qn X V.
We next state global Lg results for the above method.

7vh)

Lemma 3.1. For h small enough,

(3.2a) [ = Tulle < 7= ntlle + (| — Pudlla,

(3:2b)[[¢ = dnlle < ll6 — Pudlla + AlIF — Taflq + A>3 || div 7 — Py div o,
(3:20) (¢ — dnlle < Mo — Prdlla + |7 — i q.

The above three results were proved in [Dem02], where they can be found in
Theorems 1.2 and 1.4, Corollary 3.4, and Remark 3.5, respectively.
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3.2. Statement of local Ls results. In our proofs of Theorem [[.1] and Theorem
[[Z, we shall employ the following local Lo result.

Lemma 3.2. Assume that ¢ satisfies
(3.3) —div(A*Vo + b1¢) + bV +ép =~ in Q, ¢ =0 on O

where v € V. Let 7= —(A*V¢ + b1¢), and let the pair {Ph, dn} € Qn x Vi, satisfy
the mized finite element equations ([BIa) and BIL). Assume also that D is an
annulus centered at some point x € Q (or the intersection of such an annulus with
Q) and that D has radius Cid, where ¢ < Cy < C for some constants ¢ and C.
Also, let Dg = {x € Q s.t. dist(x,D) < d}. Then if d > Kh (where K > 1 is some
constant),

1 o o
2116 = onllp + 17 = 7l
. . 1 ., .
17 =W o, + 5 (16 — Puglio, + 66— Pu(éd)|p,)

h - o T A—*= A=
(3.4) + U7 =7hllp, + 116 = ¢ullp, + 62477 = Pr(b2A77b)l| p,)

+ A2 (|6 = Bl @) + 17 = Tallz, @)
+ WA (¢ = Pudllzy o) + 166 — Pu(ed) |, o)
1oz A7 = Po(b2 A7) |y o).
Remark 3.3. It is possible to give an alternate proof of Lemma[32lwhich is lengthier

but in some sense more traditional. One may first prove general local L, bounds
of the form

1 L 1 o

719 = ¢nllp + 7 = 7hllo S Zlié = Préllp, + I = 1arll,
(3.5) 1 1
+ 219 = enlla-roa) + ST = Thllr-1(p0),
where || - [[g-1(p 2) is a suitably defined negative norm, v in (B.3) is a general right-

hand side Wthh is not required to be in V4, and D is any domain contained in 2.
One may then suitably bound the negative norm terms in (3.5) in order to prove
B.4).

3.3. Proof of Lemma B.2. We begin by bounding ||II57 — 7|p. Let w be a
smooth cutoff function which satisfies w =1 on D, w =0 on Q\D 54, 0 < w < 1,
and | Dw||L_ () < d‘ ~ for 1 < |a| < k+ 1. Noting that A~! is uniformly positive
definite with unlformly bounded entries since A is, we find that

T, 7—73]|% < (W7 — 7)), w17 — 7))
S (A (7 — ), w(IIp 7 — 7))
S (A w7 — 7)), w7 — 7)) + (A w(F — ™), w7 — 7))
=I1+11.

(3.6)

We next combine the mixed form of (B3] with the mixed finite element equations
(B.Ta) and (B.ID) to obtain the error equations

(3.7a)  (AT*(F— ), Gn) — (div @y & — 1) + (A7*b1(¢ — d1), @) = O,
(3.7b) (div (7 — ), vn) — (ba A™*(F = 7), vn) + (&(6 — én),vn) = 0,
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for all pairs {qh,vn} € Qn x Vi. Now
(3 8) II = (A_*(f’— Fh),wQ(HhF— Fh) — Hh(wQ(HhF— Fh)))
' H(A*(F = ), M (W2 (L7 — 7).

Using the error equation (BZa) and the commuting diagram property (2.7), we find
that

(A= (7 = 7), TTp (W2 (ThF — 7))
= (div(ITpw?(TT47 — 7)), & — 6n) — (A™*b1(6 — on), i (WA (1,7 — 7))
= (P div(w? (U7 — 7)), ¢ — ¢n)
59) —(A_*(il(¢ — én), M (W (IR 7 = 7)) — W (TTR7 — 7))
—(A7*D1(p — bn), w? (7 — 7))
= 2Vww(IIL7 — ) + w? div(IIy7 — 7), Pud — én)
—(A*b1 (¢ — on), M (WAHIILF — 7)) — WA (ILF — 7))
—(A7b1(¢ — ¢n), w? (7™ — 7))

We next use the commuting diagram property (27) and the error equation (3.7H)
to obtain

(W2div(p7 — 7)), Php — ¢n) = (Pu(div(F — 7)), w? (P — én))
= (div(7 — 7), Pu(w* (P — ¢n)))
(3.10) = (b2 A™*(F = 7), Pu(w?(Pad — 61))) — (&(6 — 6n), Pu(w? (P — é1)))
= (b2 A™*(F = ), Pa(w?(Pro — 6n)) — w?(Puod — ¢1))
+(bp A (F = ), w? (Paop — 61)) — (6(6 — 6n), Pa(w?(Pad — n)))-

Combining @&8), BR), BH) and (I0) yields
(3.11)

T+ 115 |7 =i p s llw (M7 = 70) | D s
+ 7 = Fhl[ D s lw? T = 73) — g (W (TR 7 — 7)) | D s,
+ IVowIn7 = 71) | p.su |1 Prd — OnllD 54
+ |7 = Phll D s | Pa (WP (Pagp — ¢n)) — w?(Pad — ¢n)ll D s
+ w?(7 = ) Dsall Phé = OnllDsa + 16 = dnllDsull P — énll D54
+ 1o = dnll D sullw?MMnF — 7) — T (W (TR7 — 7)) | D s,
+ [l¢ = dnll D 5ol TnF = 7) | D s

We next use the superapproximation assumptions ([2:12b) and and the Lo
stability of Py to obtain

[w? (a7 = 7) — M (W (W7 = P )1 D yy S 27— 7l D,

(3.12) ,
S G U7 = 7llp, + 17" = 74l D)
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and
| Pr(w?(Prod — ¢n)) — (P — ¢n)llDsa

5 %HPh(b - ¢h||D.75d 5 %”¢ - ¢h||Dd'

< %, we also find

(3.13)

Recalling that |Vw]|

.. 1 S
(3.14) Vow(lpm = )l p e S 5w = 70)l[ D su-

We next insert (B.12), .I3) and (B14) into (BII) while again noting that

|1Phd — dnllD sy = |1Pr(P — én)llD sy < |6 — énllp, and % < 1 in order to obtain
I+ 11 S |7 = Wl p sy lw(MIni = 73) [ D 54
A7 = 7ull D so 2 (|87 — # py + 17— FullD,)
+ 3w = )| D su 1o = dnllpy + 17 = Pl D.5u 16 = Pnll .
+ (17 = W p sy + lw@Tn7 = 70) | D5 )¢ — DrllDg + |0 — DrllD,
+l|¢ = onllpou & (M7 = 7l D,y + 17 = 7l D)
+[é = ¢nll p.sullw? (M7 = 73) | D 5.
SN = a7 b, (lw (W = 7)oy + 517 = Fall by + |6 = dnllpy) + 517 = 7al3,
+|¢ = onll Dy (w7 = 7) ||, + 116 = dnllp, + 517 = 7allpy)-

Then taking €¢; > 0, i = 1, 2, recalling that % < 1, and noting that d < 1 yields

I+ 115 (1 + SIF = T3, + 517 = 7allp,

€

(3.15) L
+Hg +Dglo—onlb, + (@ +e) o — 7)1 -

Inserting (3.15) into ([B:6) and taking €; and e; small enough to kick back the final
term above, we find that

R S ., h,, . 1
(3.16) M7 = 7| < 17 = T, + SlI7 = ThllD, + 2o énllD,

Employing the triangle inequality along with (BId), we obtain

L . . h . 1
(3.17) 7= 7nllp S 17— M p, + \/gHT = 7hllpy + 56 = énlip,-
Iterating (B11) n + 2j times yields

h

n/2+j 1
2 I e+ 310 000

17 = 7hllp S I = Tam Dy yagya + (d

and changing the domain D, 254 to D 54 (which will change the constant in the
above inequality by a constant factor not dependent upon d) gives

L. R . h
17— #lp < 17— Ml + (—

n/2+j 1
5) 1P Al + 316 - dnllas
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We next use the triangle inequality, the inverse property (2.10H), and Holder’s
inequality while recalling that h < d to find that

S 245 1o, , Lo
(BY/245 )17 = Dy S (B)" 2 (IF = Tl by + 17 — 7l p.s0)
R _y _ n/2+j oo
S|P =Tnillp, + b2 (%) 1T = 7l () (Do)
S NP =Tnillp, + B d="273(||F = 7l iy (paye + A 2|7 — Dai )
S N7 = Ml p, + B2 d=" 2737 = 7| (1, (Daye-

Inserting (BI8) into (BID) yields

o B o 1
(3:19) 7= 7hllp S 17 =Tl p, + B d=" 27|17 = Fallis (payye + 5116 = dnllp,-

(3.18)

We shall next bound ||Py,¢ — én||p. We note that

(3.20) | Pnd — énllp = sup (Pho — én,v).
vEL2(D),|lvllp=1

Thus we let v be supported in D with ||v]|p = 1, and we then seek to bound
é(Pth) — ¢n,v) by the right-hand side of (B4]).
We first proceed with a duality argument. We let m solve

—div(AVm + ggm) +b5,Vm +ém =vin Q, m =0 on 0f.
Then, with 2= —(AVm + ggm) and recalling that by =0or by = 0, we have
(3.21) (Put — ¢, v) = (Patp — dp, divZ— by A" 2+ ém) = T + IT + I11.
Using the commuting diagram property (Z7), we note that
(3.22) I=(Pyo— on,Prdivz) = (¢ — ¢p,divIl 7).
We next find that
IT = —(Pu¢ — én, Pr(b1 A717))
(3.23) = (¢ — o, Pa(b1A72) — b1 AT 2+ b1 AT E — b AL, Z)
—(¢ — pn, b1 AT, 7).
Combining (322) with (B23) and rearranging terms, we thus find that
I+ 11 = (divIInZ,é — én) — (A7"b1(¢ — ¢n), TIn?)
(¢ — n, Pu(b1 A7) — b1 A7 2+ by A7N(F - T, 2)).
Using (B7al), we deduce that
(divI1,Z, ¢ — n) = (A7"bu( — 6n), 1nZ)
= (A (F =), IpZ = 2)+ (A*(F = 7h), Z).
Combining (321)), (B24)) and (B.29) yields

(3.24)

I
—
b
*
—
=

|
3t
S~—
=

>
Ny
S~—

(3.25)

(3.26)
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We recall that Z = —(AVm + bym) and integrate by parts to find
(A*(F =), 2) = (A*(F — ), —AVm — bym)
(3.27) .
= (div(F — 7),m) — (bg A= (7 — 7,), m).

Recalling that v € V3, we next deduce from (3:I0) and [B3) that
div 7 — bo A" F + ¢ = v = div 7, — Py (ba A7) + P (édn)
and thus
(3.28)  div(7 — ) — by A (F — ) = by A" Fy — Pa(ba A™*7,) — é¢ + Pu(Cn).
Combining (3:26), (B:271), and (B:28) and then rearranging terms yield
T+IT + 11T = (A= (7 — %),
+(by A", — Pr(ba A™*7,),m) + (—é¢ + Py (édp), m)
(329)  —(¢ — én, Pu(b1AT1Z) — b1 A E 4+ by AN E — 1,,2)) + (Pudp — dn, ém)
= (—¢¢ + ¢Pug + Pu(édn) — édn,m) + (A~ (7 — 7)), 7 — Z)
(¢ — dn, 1 A2 — Py(01A71Z)) — (¢ — dp, b1 A™H(Z =1, 7).

I,z — 2)

We finally note that

(=Ch + cPh¢ + Pr(édn) — edn, m) = (Prd — ¢, ém) + (Pr(Edn) — Cdn, m)
= (Ph¢ — ¢,ém — Pp(ém)) + (—Cop, m — Ppm)
= (Pno — ¢, ém — Pp(ém)) + (—Cdn + e, m — Prm)
—(¢¢ — Pu(eg),m — Pym)

(3.30)

and
(3 31) (EQA_*F}L - Ph(EQA_*Fh), m) = (EQA_*F}“ m — th)
. = (EQAi*(Fh — F),m — th) + (gQA 7 — Ph(bQA ) m — th)

so that inserting ([B:30) and (B3] into (3:29) and then inserting ([3.29)) into ([B3:21)),

we obtain
(3.32)
(Phd—n,v) = [(Pnp — ¢,ém — Pyp(m))

+ (=é¢n + ép,m — Pym) — (é¢ — Pn(é¢),m — Pym)
+ (byA™* (7 — 7),m — Pym) 4 (bpA™*7 — Py (by A7), m — Pym)]
+ (AT (F = 73), Iy 2 = 2) — (¢ — ¢, b1 A1 (2 — I1,2))

+ (¢ — dn, b1 AT Z— Py A712))] = T + 11
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We next find that
IS¢ = Prollpygllém — Pu(ém)| by,
+ ¢ = PudllL, o) llém — Pa(ém)| L.\ Dsa)
+ (16 = onllDsa + 160 = Pr(€d) || D2u + |7 = 7| Dsa
+ b2 A= = Pu(b2 A=) | D, )[[m — Pam| by,
+ (¢ — onllr, ) + 1ed — Pu(ed)l L, ) + 17— 7hlliz, )m
+ b2 A= = Po(b2 A7) £y @) lm = Paml| 1. @\ Dan)-

(3.33)

Using approximation properties, global regularity, and recalling that ||v||p = 1, we
obtain

(3.34) [lem = Pr(em)|| D,y + [lm = Puml|p,y S hlimilay ) < hllvllp < B

~

We next note that since the coefficients A, 5, and ¢ are smooth and v is supported
in D, m must be smooth in 2\ Dy. Then using the approximation property (2.9,
we deduce that

l[em — Pr(em)| Lo (@\Dya) + 1M — Pam|l L (@\Daa)
S Z\a|§j [ D*m|| L2\ D)

Now for any fixed z € Q\ Dy,

m(z) = /Q Gz, y)o(y)dy = /D Gl y)o(y)dy,

(3.35)

and for any multiindex « with |a] < 7,

Demi) = [ DEGl. ()i
D
We next observe that |y — z| > d for y € D, so we may apply Lemma 1] while
recalling that d < C' to obtain
(3.36)  |D*m(x)| S 1D*G(x, )pw oy lVllLy(py S d*"d" 2 |v||p S d* /2
for any multiindex |a| < j. Combining B33), B34), (334), and (E34]) yields
I SJ h(”¢ - Phd)”Dm + ”d) - ¢h||D2d + ”é¢ - Ph(é¢)||D2d,

+ (|7 = 7l Doy + [1B2A™F = Pr(b2A™*7)|| D)

+ W A>3 (|| = Padlln, o) + |6 — énlln, ) + 160 — Pu(@d)l| L, o)

+ 17 = Full iz + 1524747 = Pr(ba A™*F)| Ly (@)

We next find that
IT'S (17 = Th| Do + 19 = Onll Do) (12— a2 D,
+ [[b1A7IZ = Py(b1 A1) by

(3.37)

(3.38) o . .
+ (17 = iy @ + 10 = onlloy @) UIZ =2 || L\ Do)

+ ||51A712— Ph(51A715)||Q\D2d)'
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Using the approximation properties (2.8) and (23) along with global regularity
yields

12 = a2l D,y +Ib1AT1E = Pu(b1A™2)lIDuy S AN a3 )

(3.39)
S hlimllaz) < Rllvlip, S b

~

Proceeding as in (B:35) through (3306) while recalling that j < k, we obtain
12 = T2 (0 Do) +I01ATEE = Pa(B1A72) [0\ s
S aj<i 1Dl L @\p,) S HId 20
Combining (338), (B39), and ([B40), we find
IT S (7 = 7hll Doy + ¢ = dnllD2a)
+ WA I(F = Tl + 16— onllzue)-
Combining (3200), (332), (B3D), and [BZ) while multiplying by é, changing Doy

to D4 (which is again an inconsequential change of notation), and applying the
triangle inequality yield

Lo — onllp < 5l — Pudllp, + 1éd — Pu(éd)lp,)
+ 5(17 = Fullpg + 16 = $nll Dy + 024777 = Pa(b2A77D)| p,,)
(3.42) + W d="273(|l¢ = dnllLy ) + 17— alliz, @)n)
+ WA (6 = PadllLy o) + 160 — Pu(@d)ll L,
+ b2 A7 = Po(b2 A7) Ly (@)-

In order to complete the proof of (B4]), we insert (3:42) (with D changed to Dy and
D, changed to Dag) into (BI9), change Dyy in the result to Dy, and finally add
the resulting equation to (B.42). O

(3.40)

(3.41)

4. PROOFS OF THEOREM [[L1] AND THEOREM

In this section we prove Theorem [Tl and Theorem We first state and prove
some lemmas and then carry out the proofs.

4.1. Discrete Green’s functions. In proving Theorems [Tl and L2, we shall
use discrete Green’s functions in order to represent the errors [(p — pr)(zo)]:,
(P —Dn)(20))i, (Phu—un)(zo), and (Pru—u})(zo) and thereby reduce the problem
to bounding certain weighted L1 norms of the errors in mixed finite element ap-
proximations to these discrete Green’s functions. We first write down the problems
the two necessary discrete Green’s functions will solve. In proving Theorem [1], we
shall employ the problem

—div(A*V + b1§) + by Vo + é¢p = divd? — Py (by A=*50) in €,

4.1
(1) ¢ =0 on 0N.

With 7 = —(A*V¢ + bg) and recalling our convention that either by = 0 (in the
divergence form case) or by = 0 (in the conservation form case), (A1) has mixed
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form
(4.2a) (A™*F q) — (divq, ¢) + (A *b16, 7) =0,
(4.2b) (div 7, v) — (ba A™*F,v) 4 (é¢,v) = (div 5L — Py (ba A™*60),v)

for all {q,v} € H(div;Q) x La(Q), with corresponding mixed finite element equa-
tions

(4.32) (A™*7, Gh) — (div @, dn) + (A" b1, @) = 0,
(4.3b) (div 7, vn) — (ba A" Py, v8) + (én, vp) = (div 62 — Py (ba A~*60), vp)

for all {(jh,vh} S Qh X Vh.
Similarly, in proving Theorem we shall employ the problem

(4.4) —div(A*Ve + b1p) + bV +ép = 6% in Q, 1 = 0 on .
With 2= —(A*V¢ + b1¢), (E4) has mixed form

(4.5a) (A™*7,¢) — (divq, ) + (A" b1y, §) =0,

(4.5b) (div Z,v) — (by A™*Z,0) + (&, v) = (8°,v)

for all {¢,v} € H(div;Q) x L2(€), with corresponding mixed finite element equa-
tions

(4.6a) (A2, @) — (div @, 1) + (A" *b1ton, @) =0,
(4.6b) (div 2, vn) — (ba A~ *Zh, vp) + (En, vp) = (6°,vp)

for all {G,vn} € Qn X Vi.
We now state a lemma representing the errors in the mixed finite element ap-
proximations in terms of the discrete Green’s functions defined above.

Lemma 4.1. Let p denote either p (in the divergence form case, so that by = 5,
by =0, and ¢ = ¢) or p (in the conservation form case, so that by = 0, by = —b
and é = c*). Then for any xg € Q,

[(p = pn)(z0))i = [(p — Tnp)(x0))i + (A (ITnp — p), 67)

(A=Y (p = Typ), 7 — 7) + (b A™ Y (p — TTnp), én — @)
— (u— Pyu, by A~ *50) + (b A~ (7, — 7),u — Pyu)

(b A7 — Py (by A*7), u — Pyu)
—(
- (

_l_

(4.7)

_l_

u — Ppu, &(¢p — Prop) — Pr(é(pn — Pr9)))
u — Ppu, éPp¢ — Pr(¢Ph¢)) + (divp — Py divp, ¢ — Pro).

Also, let 4y, denote uy, (in the divergence form case) or uj (in the conservation
form case). Then

(Pou — i) (0) = (AN (p — Tp), 21 — 2) + (1A~ (p — p), ¥on — 1)
—(u — Pyu, e(n — Puip) — Po(E(Yn — Put))))
—(u — Pyu, éPyip — Pu(éPpib)) + (ba A" (3 — Z),u — Pyu)
+(byA=*Z — Py(byA=*Z),u — Ppu) + (divp — Py divp, ) — Pytp).

(4.8)
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Proof. We begin the proof of (41) by using (ZI4) to write

[(p = 1) (z0)]i = [(p — Tp)(wo)ls + (A~ (np — pn), 87)

(4.9) } .
= [(p = map)(z0)]i + (A~ (Inp — p),6) + (A~ (p — pn), 0).

Using (Z:6a]), noting that div g;O € Vi, and employing ([£3H), we next find that
(4.10) ) ) ) )
(A~ p = pn),0?) = (diveL,u —an) — (A7 b2 (u — an), )
= (div 00 — Py (ba A™*80), Pyu — @) + (ba A™*80, Pyu — i)
—(u — Gip, by A™*60)
= (div 60 — Py (ba A=*60), Pyu — @) — (u — Pru, by A=*30)
= (div 7, Pyt — Q3,) — (ba AP, Pou — @) + (Edn, Pau — i)
—(u — Pyu, by A=*60)
= [(div 7, u — @) — (A" oo (u — p), )] + [(édn, Pou — dp)]
+[(B2A=* 7,1 — Pou) — (u — Pou, by A=*60)] = I + IT + II1.

Again using the error equation (2.6a) yields
(4.11) I = (div Th,U — ﬁh) — (A_lgg(u — ﬁh), ’Fh) = (A_l(p — ph), ’Fh).

Employing the dual mixed equation (A3al), the error equation ([2.6H), the com-
muting diagram property (Z1), and finally (Z3al) once more, we next deduce that

(A pn, ) = (A™*Fh,pn) = (divpn, én) — (A" b16on, pn)
= (divpn, $n) — (b1 A" pn, én)
(4.12) = (divp, ¢n) — (5114:1]97 On) + (é(u — n), dn)
= (divILpp, ¢n) — (b1 AP, ép) + (é(u — dn), én)
= (A=, TInp) + (A*b1¢n, Ip) — (1A~ 1p, én) + (6(u — i), én)
= (

A~ p, ) + (b A (Ip — p), én) + (E(u — ), én).-
Inserting (412)) into (AITl), we find that
(4.13) I = (A" p—Tp), 7) + (01 A7 (0 — Tp), ) — (é(u — @), o).

We then combine (@I3]) with term /7 from (@I0), rearrange terms, use the dual
mixed equation (fZa), and finally employ the commuting diagram property (Z1)



LOCALIZED ESTIMATES FOR MIXED METHODS 1641
to deduce that

[+ 1T = (A7 (p = Tp), ) + (b1 A~ (p — Tp), ¢n) — (é(u — Pyu), én)
= (A7 (p — Tup), 7y — 7) + (01 A~ (p — Tip), 1 — )
(A7 (p — Tap), 7) + (1 A~ (p — TTup), &) — (u — Phu, én)
= (AN p — pp), 7 — 7) + (b1 A~ (p — I4p), b1 — @)
+(ATF,p — Tpp) + (A*01p, p — Tp) — (u — Pyu, édp)
(4.14) = (A7 (p — Tp), 7 — 7) + (1A (p — TInp), 6 — ¢)
+(div(p — Hpp), ¢) — (u — Pru, &(dn — Pro)) — (u — Pru, CPro)
= (A~ (p — ), 7y — 7) + (b1 A~ (p — Tup), 1 — )
+(divp — P, divp, ¢ — Pro)
—(u — Ppu, &(¢n — Pro) — Pr(¢(pn — Pro)))
—(u — Ppu, éPp¢ — Pr(éPho)).
We finally note that

IIT = (by A * (7 — 7),u — Pyu
(4.15) (24 7 )q ) L.
+(be A7 — Pp(baA™*7),u — Pyu) — (u — Pyu, by A™*50).

Combining (£9)), (£10), (4.14), and (@.I5) completes the proof of (E1).
In order to prove (48]), we note from and (4.6D)) that
(Phu — ﬁh)(xo) = (Phu - ﬂh, 50)
= (div 2, Pyu — @n) — (b A Zi, Prw — @) + (ébn, Pou — ip)

and we proceed as in (£I0) through (£I5) with appropriate slight modifications.
([

4.2. A partition of ). We begin this section by partitioning {2 into special sub-
domains. Recall that we are seeking to estimate the errors in various finite el-
ement approximations to u, p, and p at some point o € Q. We let M > 0
be an arbitrary constant which will later be taken to be large enough and define
Bun ={y € Q:|y—xo| < Mh}. We next let d; =27 for i = 0,1,2, ... and define

Q; :{yEQ:di+1<|y—l‘O|<di}a
Q; ={y€Q:dipo < |y —x0| < di-1},
Q;/ ={y€Q:dit3 <|y—mo| <di—2},

etc. Thus the ;’s are annuli centered at xg, with a larger subscript ¢ indicating
a smaller radius and a larger number of primes indicating a thicker annulus. For
notational ease we shall assume that (2 has unit radius. We then let J be the
smallest integer such that Q = By, U (U;jzo Q).
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We also collect here a few simple arithmetic results. We first note that for M > 0,
J < 1og% since 2/ Mh ~ 1. Since d; = 27 ~*Mh for some 1 < ¢ < 2,

‘
J 3 J h L 1 J 1 1 768
> im0 (d_i) SYico () S 3 Xicozw S ar ™

(4.16) ;

< 377 (log )™
and

J h L T |
(4.17) Zd( ) ggdz(m) 57;2—z§7

for £ > 0. We also note that
PR o0
(4.18) Z (#) e_Cdi/h 5/0 xée—c:cdx 5 1.
=0
Finally we recall that d; = c¢Mh for some 1 < ¢ < 2 so that (d#)sc@m% =
C(M)I™? and (42)* dy? L = C(M)h"/>71.
4.3. Another lemma: Bounds for approximation errors.

Lemma 4.2. Let ¢ and 7 be given by [E2a) and 2L, let 0 < m < j—1, and
let 0 << j. Then

(4.19) [|é — Pr(éo)
b2 A=*F — Py (b2 A*7) ||, + |7 — il

o, S hd; " ((yremedih g ()it

(4.20) < di—n/Q ((%)nefcdi/h (dﬁ,) ) ’
(4.21) [l — PuollL, zo,—m + 166 — Pr(€d)||Ly.wo—m < h (log i)éj h
(4.22) ¢ = ProllLy,zo,—e + 160 — Pru(ed) Ly ,20,—¢ S 1,

(4.23) ||b2A_ 7 — Ph(b2A_*77)||L1,zo,—z < (log E) 03¢ ,

(4.24) 1820 21 o0, + 1Dl ey S 1

16(¢n — Prnop) — Pu(é(¢n — Pro))l|Lyco,—m
+l|ePrg — Pr(EPrd)l| 1,20, ~m S h(1+ 1|6 = OnllLr.ao.—m)-
Proof. In order to prove (£I9) and (420), we shall need to introduce two new mixed

problems. We let w be a smooth cutoff function which is 1 on Q ,0on Q \ QW
satisfies 0 < w < 1, and has a bounded first derivative, i.e., HVWHLOC(Q) N We

then let ¢; 1 and ¢; o satisfy

Y div(A* @i + b16i1)+ b2V + éia = div(wd?) — wPy(b2A™"60) in
¢i1 =0 on 00

and

(4.27) —div( A*¢y 0 + biin) + b2V 2 + édia

=div((1 —w)d?) — (1 —w) Py (b2 A~*60) in Q,  ¢;2 = 0 on ON.
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We also let 777;71 = _(A*(bi,l +gl¢i,1) and 777;72 = _(A*(bi,Q +51¢i,2). By linearity and
uniqueness, we then have ¢ = ¢; 1 + ¢;2 and 7= 71 + 7 2. Also, by the linearity
of Py, and IIj, we have

l[é¢ — Pu(éd)lla; + ¢ — Pudlla; < [édia — Pu(édin)llo,

(428) +épi2 — Pu(Coiz2)lla, + |1 — Pudiall, + |¢i2 — Pudizllo;
and

1b2A=*F — Py (b2 A=*F )|, + |7 — Tyl
(4.29) < ||52A7*7?i,1 - Ph((_J’QA**ﬁ',l)HQi + ||52A7*7:;',2 - Ph(B’QA**Fi,Q)HQi

171 — Wpia |

. + T2 — HaTi2|l,-

Thus we must bound the right-hand sides of (428) and (£29) by the right-hand
sides of ([E19) and ([20), respectively.

We first use the approximation property (2.9), the regularity assumptions (2.2)
and (Z:3), Holder’s inequality, and finally (2:16) to find that

lédir — Pr(épiq)lla; + l1¢pi1 — Proial
(4.30) S h(llwd?lla + lwPh(B2A~*60)l0) < di*R821] og qr

o S oiallae

< hd:}/thnefcdi/h < hd;n/Q (%)"efcdi/h.

We next use Holder’s inequality and the approximation assumption (2-9) to deduce
that

(4.31) llédhs.o — Pu(éi2)| < V2R

Qi S ||¢z‘,2||wg;(§2;)'

Q; + |i2 — Priol

We note that div[(1 — w)ci.o] —(1- w)Ph(l;gA**gio) =0o0nQ;, 50 ¢; 2 is smooth on
Q; For z € Q; and |a| < j, we use integration by parts and Lemma 2] along with
(B:15) and the stability of P, in Ly to obtain

DOy 2(x) = D [ qr Gl y) (div](1 —w)d7] = (1 = w) P (B2 A~*67))dy
= =D [0 [Vy G2, y) (1 = w)50 + Gz, y)(1 — w) Py (b2 A™*67)]dy
= — Jonar DIV, Gla,y)(1 = w)8? + G, y)(1 — w) Pu(boA~"50)]dy
ST @) ST

Combining (£32) with (3] and (£30) yields (Z19). The proof of (Z20) is very

similar, and we omit it here.
In order to prove ({:21]), we first break (.]) into two problems with homogeneous

(4.32)

Dirichlet boundary conditions, one with right-hand side div 5;0 and solution ¢ and
the other with right-hand side —Ph(l;gA**gio) and solution ¢2. By linearity and
uniqueness, ¢ = @1 + ¢2. We then use the approximation assumption (Z3J), the
regularity assumptions (Z2) and (Z3), and finally (ZI5) to find that

l[e¢ = Pu(ed)lBarn + 16 — PadllBrsi S MGl m3(0)

33) > o
S hlllé1ll o) + l62llmye) S AUIGP Il + 1P (B2A=*50) ) < h1=7/2,
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We next use Holder’s inequality, (433)) and (4.19), and finally (£.16) and ([{IS) to
find

166 — Pu(é)l|2.1.00,—m + 6 = Phdll Ly (020, —m
S éd — Pu(éd)|ln, Basn) + 19 — PrdllLy(Barm)
+ 500 (%)™ (Ié6 — Pu(éd)lz, () + 116 = Pudllzian)
S (Mh)"2(||ég — Pu(éd)|| B + 16 — Prdll Bars)
+ 000 ()" d72(|ég — Puéd)lla + 16 — Pudlls,)
< pn/2pt-n/2 4 ijo (%)m d:'/thi—"/Q((%)nefcdi/h + (d%)jq)
S hA o4 (G )remedi/h 4 (&)i=1)
Sh by (%)™ emedish g (Byimiom < (log 1)

The proofs of (£22) and (Z23) are similar.
In order to prove (B24l), we first use Holder’s inequality and the triangle inequal-

ity to obtain
10211 2,0, — + 16l 2ac) S N6y (Barn) + (M) (6] Bors
J ; N m/2
+ o () 180 2+ & i, + 7 izl @)-
We next find via (ZI31) and computations as in (£33) that

(4.36) 1620 2. (Basn) + (M) 2[] By, S 1
We may also deduce as in (@30) that

0 < d.—n/Q (%)ne—cdi/h
i~ h

(4.34)

(4.35)

(4.37) i1l

and as in (£32) that

(4.38) 2l Loion S di "
We finally note using (2I6) that

(4.39) 16211200y S B e/,

Inserting (£30), (E37), [E38), and @39) into (@35) and summing using (EI7)
and ([@IR) yield [E24).

In order to prove ([fZH)), we first use the superapproximation assumption (ZI1I)
and the L, stability of P, to find that for any 0 < m < j — 1,

[(¢n — Prop) — Pr(é(dn — Prd))||L1,20,—m
S [é(én = Pro) — Pu(E(én — Pud))|| 2y (Bam)
+ Z;-]:o(%)m”é(fi)h — Pp®) — Pr(¢(én — Pud))ll L, (00
S Bllon = PuollLy(Barin) + Simo (%)™ Rl 61 — Prollp, )
S hllon = DLy (Banin) + S0 (%)™ h|dn — ol @)
S hllé = onlley o, —m-

(4.40)
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We next obtain
[6Ph¢ — Ph(EPad)| L1 20,—m
. N J LT .
S 6Phé = Pa(ePad) Ly By + Lizo (%) 16Ph0 = Pr(ePad)z. (00)-
Employing the superapproximation assumption (ZIT]), the L; stability of Py, and

H#24), we find
[6Phd = Pr(ePuo) |y (Barn) S MBI L, (Barin) S PIDlILi(2) S -
Recalling from (£.20]) and (E21) the definitions of ¢; 1 and ¢; 2, we note that
[6Ph¢ — Ph(EPro)l| L, (0:)
< lePrndin — Pu(EPngin)|ln, i) + 16Phdi2 — Pu(EPndi2)| L, i)

Using Holder’s inequality, the superapproximation assumption (ZIT), the Lo sta-
bility of Py, and proceeding as in (30), we next find

1EPudi1 — Pu(ePudin)llz. o) S 402 hlIPudiall oo

m/2 N
S hdi/ ¢ill S h(%)" emedilh,

(4.41)

We next use Holder’s inequality and the approximation assumption (2.9) while
noting that D*Pj,¢ = 0 on each element for || = j since P,¢ is a polynomial of
order j — 1 in order to deduce

16Phdi2 — Pu(CPrdiz)llLion S AP W |ePhdizliwg (i)
S d?hj Z\a+5|=j,|m<j |DaéDﬁPh¢iv2|Loo((Qi)h) S d?hj||Ph¢i,2||wg;1((9,;)h)-

Proceeding from above while using the stability of P, in WZ ! and calculating as
in @32) except now with |a| < j — 1 yields

(4.42) 16Padi2 — Pa(ePadio)lln, ) S A0 0l () S dih?d; "7,

Combining (f4T) through (£42) and employing (£I7) and (EIR) while recalling
that 0 < m < j — 1, we obtain

18Pk — Pr(ePhd) || 1y mor—m S b+ ig (40)™ (h()re=cdi/h 4 hid2 )
Sh(1+ 3L ((4)mtnemedi/h 4 dy(2)i=1=m)) < p,

Combining (£40) and (@43) yields (Z20). O

Lemma 4.3. Let v and Z be given by [@5a) and (A35H), let m =0 if j = 1 and
0<m < j—2 otherwise, and let 0 < ¢ < j—1. Then

(4.44) e — Pu(é) o, + I1¥ — Putblla, S h2d; "> (h/d;)7=2,

(4.43)

(4.45)  ||bp A2 — Py(baA=*Z)||q, + |7 — WnZllq, < hd; ™2 (h/d;)i~,
(446) ||é1/) - Ph (éw)”lq,xo,fm + ||1/1 - Phw”Ll,xo,fm f, hzi&lj (10g %)63’72"",
(4.47) [b2A=*Z — Po(bsA™*2) || 11,00, —¢ S h(log )%i-1e,
(4.48) 1V, ) S 1.

|é(pn — Puto) — Pu(é(¥n — Pat)) || L1 ,20,—m
(4.49) e

+ [|6Put) — Pu(ePht)[| Ly 2o, —m S B30 + Bl — ¥nl| Ly 2o, —m-
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Proof. The proof is essentially the same as that of the previous lemma with the
simplification that the support of §° is localized to a single element. O

4.4. Proof of Theorem [Tl In this subsection we complete the proof of Theorem
[CT. We first state our central lemma, which gives bounds for the errors

17 = 7l L1,20,—5
and

H(b_ ¢h”L179€o7—m'

Lemma 4.4. Let 7 and ¢ and their mized finite element approximations 7, and
on, be as defined above. Then

L 1.5, .
(4502) [~ FhlLrsos S (08 3)%, 0<s<,
(4500) 116 — dnllzrcom S, 0<m <,

1 ) . .
(4.50c)  [|¢ = dnllL1,w0,—m < h(log E)ém’rla J=22and0<m<j—1

Before proving Lemma [£:4] we complete the proof of Theorem [[.1] assuming that
Lemma 4] holds. In order to prove the inequality (8] for the divergence form
method, we first apply Holder’s inequality to (&) while recalling that b = b,

by =0, and é = ¢. We next use Lemma B along with (Z1), (Z24), and (@Z5) of
Lemma to find

I[P =Ph)(z0)]s| < [(F'— 1np) (o)
+ 115 = T L 0, 180 21,
+ 17 =Tl 21,20, —s + | — Onll L1 20, ]
+ lu = Phul| Lo ot [lc(Pn — Prd) — Pu(c(dn — Pad))lILy 2ot
+ [ePrg — Pr(cPro)ll Ly ,m0,—t]
+ 1 div(F = Dpp) | L w0t — Proll Ly w0,

< (log 3)%:

(4.51)

P = UpPl Low 20,5
+h|lu = Pyl Lo .t + (log £)% 24| div(F — TaP)[| Loy o.t]

for any 0 < s < jand 0 <¢ < j— 1, thus completing the proof of ([L.§).
In order to prove the inequality (I9) for the conservation form method, we first
note that [|v]|,,z0,—t—1 < £[|v]|L1,20,t, SO that from [E2H) we deduce

le(pn — Prop) — Pr(C(dn — Prd))ll Ly ,w0,—¢

+ ||6Ph¢ — Ph(éPMﬁ)Hthm—@ S

for 0 < ¢ < j. We then apply Holder’s inequality to ({7) while recalling that
by =0, by = —b, and ¢ = ¢* and then we use Lemma 4 along with (ZI), @Z3),
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and (LZ4) of Lemma A2 to find

(P — Pr)(@o)]i < [(p — Hap)(@o)li
115 = Tpl Lo o, 102 21 w0, —s + 17 = Tl 2y v,
+ |lu— PhUHLm,xo,s[||5;0||L1,xo,—s + 17 = ThllL1,20,—5
+ ||[BA=*7 — Py(bA™*7) || 1y o0
+ [|&(dn — Png) — Pu(E(dn — Prd))l Ly 20,—s + [|6Phd — Ph(¢Pho)||Ly 2, s)
+ || divp — divIIap| oo ot @ — Prdll L1 wo,—t
< (log )%

+ h(log )%=t divp — divIInp|| Lo 2o -

P = UnPllLowzo,s + [ — Prul| Lo zo,s]

Thus we complete the proof of (I9)) and therefore of Theorem [Tl

Proof of Lemmal[{.4} We begin by noting that

J s
. . d; S
(4.52) 17 = 7l Ly won—s S 7= Fallzy(Ban) + D <g> 17 = Trll 2y (2)-
=0

We next use Holder’s inequality, the global Ls bounds given in Lemma 3.1, the
approximation assumptions (2.8) and (2.9), (2.2), and 215) to obtain

17 = PulliLy (Ba) + 10— nll Ly (Basn)
S EYR(||F = Flla + |6 — énlle)
< BYR(||F = 1| + || — Pudlla)
SR 6]l gz
S BT div oY — Pa(baAT50) o
<1

(4.53)

We next insert a “dummy” term for later use in a kickback argument, and then
we use the local Ly bound [3:4)) from Lemmal[3:2 to deduce that

S L oG I7 = Fill gy < Yo (%)°d7 (£ 16 — dnlla, + 17 = 7alle,)
S Sl P (7 = Wl + 2 (o — Prdllg, + 166 — Pa(o)llq:)
+ (17 = Tallgy + 16 = @nllgy + B2 A7 = Pa(ba A)||y)
;716 = Sl Ly + 17 = Tl iz, @)
+hjd37n/27j(||¢ — Puolln, o) + 160 — Pu(éd)llL, (o)
by A7 = Po(bsA™*F)| 1, ()]

(4.54)
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and then we rearrange terms in (£54) while recalling that d; = ¢Mh to find
So () d (G Nl6 — o o)
S (Mh)"2(|lg — ¢h||BMh + 17 =7l Bass)
T (G P (| bp A — Pa(Ba A7) oy + |7 — T
+a:(1 e — Pr(ed)le,)]
+Xo(F)d ?/“<1||¢> on )
(¢ = onllL, ) + 117 - Th||[L1(Q)] ) Sy
+(l¢ = Puollr, o) + 166 — Pr(éd)| 1,0
b2 A= = Py (b A7) ||, 0) Y di(2)77°.

Using in turn the relevant bounds from Lemma along with (ZE3) while
recalling that i < M yields

YLy di (¢ — dnlle ) S

+ 300 (4)%d ”/le "”[((#)”e-cd“h + <d—i>f‘> + Lh((g)recdi/h 4 (L)ih)
i Sl (%)d P (E )

+(ll¢ = dnllz, ) + 17— 7rlliz @) Z;]:o(d%)j*s + Z;]:o di(d%)jfs'

We now collect and rearrange terms and then use (£I6), (LI7), and (£18) while
recalling that j < k to obtain

S (Lyedr P (&
1+ A [(deystnemedi/h 4 (Byime)

(4.55) +(l¢ — oullz, @ + 17— Thlliz, @) Zfzo(dﬁi)j—s +37, dy(2)i=
i Do (57 (16—
< (log £)%+[1 + 35== (19 — dnll L, ) + 17 = Full iz, @)

+ir S o(55)°d n/2( =llo = dnlla, + 17 = Fulla,)-

We next take M large enough to kick back the last term in ({:55) and thus deduce
that

)

J n 2
Lo (F 16 = dnlla, + 11 = Falla,)
< (log )% [1+ == (16 = dnllL. ) + 17 = 7all L, (@)]-
Then we insert ([@.56]) into (4£54) and in turn insert the resulting inequality and

H3E3) into ({52 to find that
(4.57) |7 = 7hllL1,20,—s < (log 7)% [L + 3= (¢ = nllLy () + 17 = 7alli, ye)]-
When s = 0 (so that s < j, i.e., j —s > 0 and §;, = 0), (4.51) reduces to

(4.56)

L. 1. . 1
17 = 7l (L, e ST+ Mllr — 7l @) + MHqﬁ = ¢l (@)
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Taking M large enough to kick back the second term above and inserting the result
into (EE5T), we finally find that for 0 < s < j,

6.
o 1\ % 1
459 =l S (e 0+ gp=lo - onl)

We next note that

J m
d;
459) 16 = 6uleszom 516 = dnllscan + 2 (£) 16 - 6ulia
=0

We now use Holder’s inequality, the bound (3:2h) from Lemma 3.1, the approxi-
mation properties (2.8) and (2.9), global regularity, and to obtain
||¢ - ¢h||L1(BMh,) 5 hn/2l|¢ - (bhHQ
(4.60) S B¢ = Pudlla + BlIF — Tyl + A2~ %9 || div 7 — Py, div o]
< h2R205 ||| gz a)

< h2h2=04 || div 60 — Py (e A*60) ||l < hA0u.

We next insert a “dummy” term for later use in a kickback argument and then use
the local Ly bound () from Lemma B2 to deduce that

SLo() 16 = nllzi@n < So(5)"d (16 = dnlla, +dill7 = Fila,)
S SLo(R)d; il = Tatllg; + (16 = Padllgr + 1166 = Pate)lloy)
Hh([7 = Tillgy + 116 = dnllgy + 1B2A77 = P (b2 A™7)l|gy)
FR 2716 = dnllLa @) + IF = Full o @)
FRdZ? (16— Pudlly) + 166 — Pu(@d)|l L.
+[bo A7 = Py (b2 A7) 1, 0)]

and then rearrange terms to find that

Lo () d (¢ — dnll, + dill7 — Filla,)
< (MR (|6~ dnll By + 17 = 7l Bars)
+ 0 (L) md 2 d (|52 A T — Pu(b2 A7) o, + |7 — Wi a,)
+(l¢ — Pudlla, + [[¢¢ — Pu(d)l,)]
+ Lo (P L (|lp — gnlla, + dill 7~ Fullo)
+(ll6 = dnllLa@ + 117 = 7l iz @) Siio di(§) ™
+([[¢ — ProllL, ) + e — Pr(¢o)|| L, ()
Hb2 A — Pr(b2A™*F) || £y () Yoo d2 (2)7 7.

i
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Using in turn each of the relevant bounds from Lemma along with (EL53))
while recalling that % < M yields

S o(Eymdr? (16 — dnlla, + dill 7 — Falle,)
S bt S ()ymdy a2 dy (e yrem et/ 4 (£)7)
+ L h((L)remedi/h 4 (Lyiny]
o o (B di (6 — ¢n
+(16 = bnllzy (@) + 17 = Fulliz, @) g di ()i~
+ LRy

(4.61)

In order to complete the proof of (L50D), we collect and rearrange terms and
then use (@I6), (LI7) and (£I8) while recalling that j < k to deduce that

ST (S mdr (6 — dnlle, + dill7 - lla,)
S+ Lo ldi(ymtnemcdilh 4 dy()i=m)
+(ll¢ = dnllz, ) + 17— 7rlliz. @) Z;-]—o d‘(di)jfm
+ L B+ L L () (6 — dnlle, + dillF = e,
S+ 3= lo = dnlly ) + 17— Fulliz, @)
i Lo () d (L lg — dulla, + 17— alla,)-

(4.62)

Next we take M large enough to kick back the last term in ([£62)), and then we
insert the result and (E60) into (EZ59) to obtain

(4.63) ¢ — dnllLyzo—m S 1+ (¢ = dnllL @) + 17 = 7hll L. (@) )-

Mi—m

Inserting (A58) (with s = 0) into (B3], we find that

(4.64) ¢ — dnllLize,—m ST+ ¢ — dullL, (-

MJm

Employing ([E64) with m = 0 (so that j —m > 0) and taking M large enough to
perform a kickback argument yields

(4.65) 6 —onllo, o S1

The proof of (£50D) is completed by inserting (f6H) into (E64), and the proof of
(E50a) is in turn completed by inserting (L50D) (with m = 0) into (Z53).
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In order to complete the proof of ([@50d), we collect and rearrange terms in (fLG1I)
and then use ({16), (£I7), and (AIJ)) while recalling that j < k to obtain

Lo(§)mdi (6 — onl o)
S hot Eilolh(F) e/t 4 (g ]

+(l6 = bnll @) + IF = Phll iz () S ()T ™1

+ o hdi(G Y Yo ()P (6 — dnlle + dill 7~ Filla)
S h(log 1)1 1+ ga=r (16 — dnllL, ) + IF = Fall iz, )]

+ar E%]:o(%)md;w(d% ¢ — onl Q,)-
We next take M large enough to kick back the last term of ([66), yielding
SLo(G)md (116 — nl 2.)

< h(log 1)’ L+ (37) 7" (¢ = dnllpac) + 17 = 7allz o))

Inserting (4.50b) and (@hH0a) with m = s = 0 into (@LG7) and in turn inserting
(E8D) and [EEQ) (with j > 2, s0 1 — 615 = 1) into (fLY) yields (EAR{d). O

4.5. Proof of Theorem [1.2. The proof of Theorem [[.2] is analogous to that of
Theorem 1. We omit the details. O

Q, +di||7— 71|

(4.66)

Q; + |7 = 7|

Q; + di||7— 7]

(4.67)

5. NUMERICAL RESULTS

In this section we present numerical results confirming that the lowest-order
BDM elements do not in general yield a localized approximation when used in
mixed methods for elliptice problems.

We first recall the relevant parameters and estimates. In the lowest order BDM
space BDM, in R?, Qh consists of the bi-piecewise linear functions with continuous
normal traces, while V}, consists of the piecewise constants. Thus the vector variable
is approximated to order k = 2 by BD M, while the scalar variable is approximated
to order 7 = 1. In Theorem [Tl the parameter s is thus allowed to be 1, while ¢
must be 0. Applying approximation properties to (L&) with these allowed choices
of s and t yields

(0= D) (@o)| < [lo (' = Tnp) [l (21
(5.1) +h(||u — PhU,HLOO(Q) + || divp — Py diVﬁHLw(Q))]
< localized O(h?) + global O(h?).

Note that we have ignored logarithmic factors as they have little effect on the
observed rate of convergence. We wish to show that ¢ cannot be larger, in particular
that ¢ = 1 is not an allowed choice in this case. If t = 1 were an allowed choice,
(ET) could be reduced to

|(9 = ) (z0)| < localized O(h?)

and the error expansion inequality (.14 would instead read

[(— Pn)(x0)] < Z h2| D*u(xo)| + h3||u||W;IC(Q) < localized O(h?).

a<3
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Thus if t = 1 were allowed and we chose u so that

(5.2) Z |D%u(zg)| =0,

| <3

we would have
[(F— £ (x0)| € global O(K?),

that is, the method would be superconvergent at the point xg. Our calculations
confirm that no such superconvergence occurs.

For comparison we also performed computations using the lowest-order Raviart-
Thomas elements RTy. Here j = k = 1, and we recall from (II4) that

(5= pn) (o)l S D BID*B(x0)| + h®[|ullws (-

=1

Thus if } 2|, —y A|D*p(xo)| = 0, our theory predicts that

(5= Ph) (wo)| < global O(h?),

and our experiments confirm that now this superconvergence indeed occurs.

In our numerical experiments, we chose u so that the derivatives of u up to third
order vanish at a specific point xg, that is, so that (&2)) holds. In particular, we
took u(z,y) = z*(1 — 2% — y?), zo = (0,0), @ = {(z,y) € R? : 22 +y? < 1},
A = diag(2 + y,3+ ), and b = ¢ = 0. We note here that dQ is smooth and
uaq = 0.

For each value of the mesh size h, the domain 2 was meshed with a standard
mesh, then perturbed randomly twenty times in order to place the origin at different
points within elements and rule out superconvergence due to mesh symmetry about
x9. The mesh sizes were taken to be h = —1—~ ¢ = 1,...,6. Computations were
performed on each perturbed mesh, and for each value of h, err, max was taken
to be the largest value of the error |(p — p3)(0,0)| obtained over the twenty mesh
perturbations. Estimated rates of convergence were then calculated by

€ITh max
rp, = logy | ————— | .

€ITh /2 max

Curved elements were used at the boundary. The triangular portions of all elements
were integrated using a seven-point quadrature rule found in [SF73| p. 184] which is
exact for polynomials of up to degree 5. The “skin layer” of the curved elements was
integrated using 1-dimensional quadrature along the natural linear element edges
and from the natural linear element edges to the actual curved element boundary.
The quadrature rule, found in [HTB95, p. 522], is exact for polynomials of up to
degree 8. A standard interelement Lagrange multiplier scheme for mixed methods
(as described in [BDMB8H5], for example) was employed in order to enable use of an
iterative solver. The results of our computations are displayed in Table [

We recall that our theory predicts O(h?) convergence at xo = (0,0) when using
either RTy or BDMj. It is clear from our computations that superconvergence is
indeed occurring at (0,0) when RTy is used; that is, |(5 — ph)(z0)| < h?, whereas
RT), approximates to first order in general. It is also clear that a full order of super-
convergence does not occur at (0,0) when BDMj is used; that is, |(7—pn)(z0)| < b3
does not hold, and it appears that the rate of convergence is decreasing to 2 as the
mesh is subdivided. Thus the sharpness of our theory is confirmed.
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TABLE 1.
RTy BDM;
! €ITh max Th €ITh max Th
1 .1509 4.011 .05535 2.486
2 .009350 1.219 .009884 2.080
3 .003586 2.630 .002338 2.412
4 .0005791 2.317 .0004393 2.046
5 .0001162 2.365 .0001064 2.273
6 .00002256 .00002201
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