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FUNDAMENTALITY OF A CUBIC UNIT u FOR Z[u]

J. BEERS, D. HENSHAW, C. K. MCCALL, S. B. MULAY, AND M. SPINDLER

ABSTRACT. Consider a cubic unit u of positive discriminant. We present a
computational proof of the fact that uw is a fundamental unit of the order
Z[u] in most cases and determine the exceptions. This extends a similar (but
restrictive) result due to E. Thomas.

INTRODUCTION

Let f(X):= X3+ aX?+bX £ 1 € Z[X] be irreducible in Z[X] and with three
(distinct) real roots. We think of the order R := Z[u], obtained by adjoining a
root u of f(X), as a subring of the real numbers. It is well known that the group
U™ (R) of positive units of R is a free Abelian group of rank 2 and the unit-group
of Ris {—1,1} x U*(R). By a fundamental unit of R we mean a unit of R whose
absolute value is a member of some free basis of Ut (R). Since u is clearly a unit
of R, it is natural to ask when w is a fundamental unit of R. In his investigation
[7] of fundamental units of cubic orders using Berwick’s algorithm, E. Thomas has
defined a useful numerical function of the roots of f(X) which is denoted by 6(a, b)
in the present article. In (3.1) of [7] Thomas proved that if 6(a,b) > 2, then u is a
fundamental unit of R; he also indicated the necessity of some such restriction by
alluding to the case of (a,b) = (2n,n?), where n > 3 is an integer, in which u fails
to be a fundamental unit of R and in fact #(2n,n?) < 2. This result of Thomas
is the cornerstone and the starting point of our investigation. Without any loss,
we restrict ourselves to the case where f(0) =1 and a < b, throughout the article.
Our main theorem is

Theorem. Let (a,b) be an ordered pair of integers with a < b such that
fan(X) = X?+aX? +bX +1

is irreducible in Z[X] and has three distinct real roots. Let u be a real number with
ftap)(w) = 0 and let R := Z[u]. Then, u is a fundamental unit of R if and only if
(a,b) # (2n,n?) for any integer n > 3 and (a,b) # (5,6).

Our proof is almost entirely computational in nature, involving symbolic as well
as (real) numerical computation. In order to estimate the values of 6(a,b) for the
integer pairs (a, b) of interest, we partition their natural domain into 15 parts. Then,
Mathematica is harnessed to compute the real extrema of appropriate rational
functions of two variables on each of the parts to determine whether (a,b) exceeds
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or does not exceed the magic number 2. Subsequently, the cases for which 6(a, b)
is established to be at most 2 are examined using Sage. Fortunately, most of the
exceptions can be treated by applying some special-case results of Thomas from [7]
in which he has obtained a complete set of fundamental units of certain cubic orders;
only in a small number of sporadic cases do we rely solely on Sage to compute such a
complete set of fundamental units for the corresponding R. Our result is analogous
to a classical theorem of Nagell (see Satz XXII of [5]) which applies to the case
where f(X) := X3+ aX? +bX +1 has negative discriminant, i.e., when f(X) has
only one real root. Nagell provides an exact determination of all the integer pairs
(a,b) for which u is a fundamental unit of R. As in the positive discriminant case,
the exceptions consist of a single-parameter family and finitely many other sporadic
examples. Nagell’s theorem was proved via a new method in 2006 by Louboutin
(see Theorem 4 of [2]). Louboutin conjectured in [3] that a similar theorem applied
in the case of a totally complex quartic number field. In [6], Park and Lee prove
this conjecture. The referee has informed us that “a simpler proof of the results
proved in [2] and [6] is provided” in [4].

Of course, in the case of a cubic polynomial with negative discriminant, u is a
fundamental unit of R if and only if |u| generates U™ (R). In the positive discrimi-
nant case, {|u|} has to be extended to obtain a complete set of fundamental units
of R. All that can be said in this regard is that an explicit determination of a unit
v such that {|u],v} is a basis of UT(R) appears to be much more difficult (if at all
possible) and the present investigation sheds little (if any) light on this matter.

1. NOTATION AND DEFINITIONS

y(X) = X?+aX?+bX + 1.
{(a,b) € Z* | b > a}.
{(a, b) €Z? | f(ap)(X) is irreducible in Z[X] and has three real roots}.
A(f ( )) will denote the discriminant of a polynomial f (X).
F- will denote the forward image function corresponding to a function F'.
That is, F~ : A— {F (a) | a € A}.
e Let J_,J, I, I, denote the real, open intervals (—oo, —1), (=1, 0), (0, 1),
(1, o) respectively.

Assuming (a,b) € S, f(a5)(X) is irreducible if and only if a +b+2 # 0 and

f(a.p)(X) has three real roots if and only if A (f(a)b) (X)) is positive.

a,

li =

BN wn>

1.1. Let (a,b) be a member of T" and let
fap (X) = (X —u)(X —v)(X —w)

where u,v,w are real numbers. The Thomas number 6(a,b) is defined as follows.
If each of J_, J, I, I contains at most one root of f, 3, then 6(a,b) := co. Other-
wise, by suitable relabeling, assume that {u, v} is contained in (exactly) one of the
intervals J_, J, I, I, and define

lu —v|(1—w) if {u,v} C I,
lu—v|(1—w) if {u,v} CI,
—|u—v|(1+w) if{u,v}CJ,
lu—v|(14+w)  if {u,v} C J_.

6(a,b) :=

For the remainder of this subsection, assume (a,b) € SNT.
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We have f(q4) (0) =1 >0 and f,3) (—=1) = a — b < 0. Therefore, there are an
odd number of roots in J. Since there cannot be three roots in J, f(4,) must have
precisely one root in J. From now on, call that root w.

If a > 0, we can say more. In this case, since b > a, b > 0 and all of the roots
of f(ap) are negative. Since precisely one is in J, the other two must be in J_ and
0 (a,b) = |u —v| (1 4+ w) where {u,v} C J_.

We can also say more in the cases in which a < 0 but a + b+ 2 > 0. Since
Jtap) (1) =a+b+2>0and fap (0) =1 >0, there are an even number of roots
in I. Since the product of the roots is —1, there can’t be two roots in I and one in
J, so there must be no roots in I. Hence, the other two roots are either both in J_
or both in I;. Since the sum of the roots is equal to —a > 0, they are both in I,
and 6 (a,b) = |u — v| (1 — w) where {u,v} € ;.

2. PARTITION OF S

2.1. List of parts.

(1) Ay :={(2n,n?) | n > 3}.
(2) Ay :={(2n+1,n*+n) |n > 2}.
(3) Az := {(—2n,n2—1) |n22}.
4) Ay :={(-2n—-1,n%+n) |n>4}.
(
(5) Blzz{(Zn,n2—m)\n23and1§m§n2—2n—1}.
(6) Bs :{(2n+1,n2—|—n—m)|n23and1§m§n2—n—2}.
(7) B3 :{(—2n,n2—1—m)|n23and1§m§n2—2n}.
(8) By :{(—2n—1,n2+n—m)|n22and1§m§n2—n}.
(9) C1:=={(2n,n* —m) |n >3 and m < —1}.
(10) C2:={(2n+1L,n*+n—m) |n>2and m < —1}.
(11) C3:={(-2n,n* —=1—m) |n>2and m < —1}.
(12) Cy:={(-2n—1,n*+n—m) [n>2and m < -1} U{(-5,6),(-7,12)}.
(13) D:={(—n,n—2—m)|n>2and 1 <m < 2n— 3}
(14) E:={(-n,n—2) | n>2}.
(15) F:={(n,m) | -3 <n <4 and m > max (n,—2 —n)}.

2.2. They do cover. Let (a,b) € S be given. If a+b+ 2 < 0, then (a,b) € D. (If
a < —2, this comes from the construction of D. Otherwise, a > —1 and b+ 1 < 0,
which contradicts b > a.) If a + b+ 2 = 0, then (a,b) € E. From now on, assume
a+b+2>0.If a >4 and a is even, then depending on how b compares to a?/4,
(a,b) is in either Ay, By, or C;. If a > 4 and a is odd, then depending on how b
compares to (a* —1)/4, (a,b) is in either A, Ba, or Cy. If a < —3 and a is even,
then depending on how b compares to (a? — 4)/4, (a,b) is in either Az, Bs, or Cj.
If @ < —3 and a is odd, then depending on how b compares to (a* — 1)/4, (a,b) is
in either A4, By, or C4 (being in Cy unexpectedly if (a,b) is (=5,6) or (—7,12)). If
—3 < a <4, then (a,b) € F. Since (a,b) was arbitrary,

sclJAaivYBiu|JC;UDUEUF.
The relevant reverse inclusions will be shown throughout the next section.

3. WHICH SETS ARE IN SNT

3.1. Sets A;,B;,C;. We claim that A;,B; C SNT and C; C S, but C; NT = 0.
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3.1.1. Irreducibility and b > a. Assume that (a,b) = (2n,n2 —m) e AU (Cy,
with n > 3and m < 0. Thenb—a = n—3>+4(n—3)+3—m > 0 and
a+b+2=n?+2n+2—m > 0. Now assume that (a,b) € B;. Then, b—a > n? —
(n*—2n—-1)-2n=1>0and a+b+2 > 2n+n’*—(n? —2n—1)+2 =4n+3> 0.
Hence, if (a,b) € Ay, By, C1, then f(qy) is irreducible and (a,b) € S.

3.1.2. Discriminant for A;. For (a,b) € A1, we have A (f(a,b) (X)) = 4k3 +36k% +
108k 4+ 81 > 0 where n = k+ 3 > 3. Hence A, C T.

3.1.3. Discriminant for By. For (a,b) € By, A (f(a,b) (X)) > 0 and hence By C T.
We must show that if n > 3 and 1 < m < n? — 2n — 1, then

A= 4m® — 8n*m® + (4n* — 36n) m + 4n® — 27

is positive.
The real critical points of A (as a function of m and n) are at

3 3
(n7 m) =\5 7 and (TL, m) = (07 O) ;
2 4
which are both out of the domain for m and n. Therefore, since A is an analytic
function of m and n, it suffices to check A > 0 at the boundaries: n = 3, n = oo,
m=1, and m =n%—2n— 1.
At n =3,
A |jp=1=229 > 0 and A |,,—2= 257 > 0.

At n = oo, since m > 0, we have

lim A > 0.

n—oo

Ifn=4k+3>3, thenat m =1, A = 4k* + 52k3 + 244k> + 456k + 229 > 0, and at
m=n?—2n—1, A = 16k* + 144k3 + 460k> + 612k + 257 > 0.

3.1.4. Discriminant for Cy. For (a,b) € C1, A (f(,hb) (X)) < 0 and hence C1NT =
(). We must show that if n > 3 and m < —1, then A, as defined in the previous
subsection, is negative. Since the real critical points of A are out of the domain and
A is analytic, it suffices to check A < 0 at the boundaries n = 3, n = co, m = —1,
and m = —o0.

Atn=3,ifm=—0-1< -1, A=—(40% 4 84¢% + 3720 + 211) < 0. At n = oo,
negativity of m implies

lim A < 0.

n— oo
Atm=-1,ifn=k+32>3, A= —(4k4+44k3+188k2+336k+211) < 0. So
regardless of what n is,
lim A <O0.
m— —0oQ

3.2. Sets As, By, Cy. We claim that Ao, Bo C SNT and Co C S, but CoNT = (.

3.2.1. Irreducibility and b > a. Assume that (a,b) = (2n+1,n> +n—m) € Ay U
Cy, withn > 2and m < 0. Thenb—a = (n—2°+3n—-2)+1—m > 0
and a +b+2 = n? +3n+ 3 —m > 0. Now assume that (a,b) € By. Then,
b—a2n2—|—n—(n2—n—2)—2n—1:1>Oanda—|—b—|—222n—|—1—|—n2—|—
n — (nQ—n—Q) +2 =4n+5 > 0. Hence, if (a,b) € Az, B, Co, then f, ;) is
irreducible and (a,b) € S.
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3.2.2. Discriminant for As. For (a,b) € Az, we have A (fiap) (X)) = k* + 14k3 +
67k + 126k +49 > 0 where n = k +2 > 2. Hence Ay C T.

3.2.3. Discriminant for By. For (a,b) € B, A (f(mb) (X)) > 0 and hence By C T.
Letting a(n) := n* + 6n3 + Tn? — 6n — 31, we have

A =4m® — (8n® +8n — 1) m? + (4n* + 8n® + 2n? — 38n — 18) m + a(n).

We must show that if n > 3 and 1 < m < n? —n —2, then A > 0. The real critical
points of A (as a function of m and n) are at

1 1
=(1,-1 d =|-z,—-
(nom) = (1.=1) and () = (~5.-7 )
which are not in the domain of (m,n). Since A is an analytic function of m and
n, it suffices to check A > 0 at the boundaries: n = 3, n = oo, m = 1, and
m=n?—-n-—2.
At n=3,A>0,

A fe1= 592, A |ppeo= 761, A | ;3= 788, and A |,_s= 697.

Since m > (—1/4),
lim A > 0.

n— oo

Ifn=~Fk+3>3, then at m =1, A = 5k* + 74k3 + 397k> + 872k + 592 > 0 and at
m=n?—n—2, A =16k* + 176k> + 700k> 4 1188k + 697 > 0.

3.2.4. Discriminant for Cy. For (a,b) € Co, A (f(,hb) (X)) < 0 and hence CoNT =
(). We must show that if n > 2 and m < —1, then A, as defined in the previous
subsection, is negative. Since the real critical points of A are not in the domain
and A is analytic, it again suffices to check that A < 0 at the boundaries n = 2,
n=o00, m=—1, and m = —oo.

Atn=2ifm=—-1-0<-1, A =—(4%+590%+148( +44) < 0. Since
m < —1/4,

lim A <O0.

n—oo

Atm=—1,ifn=Fk+2>2 A=— (44 + 108k + 87k + 26k* + 3k*) < 0. Hence
lim A <DO0.

m—— 00
3.3. Sets As, B3,(C3. We claim that A3, B3 C SNT and C3 C S, but C5NT = (.

3.3.1. Irreducibility and b > a. Assume that (a,b) = (—2n,n2 —1- m) € A3 UCs5,
withn > 2and m < 0. Thenb—a = (n—22+6(n—-2)+7—m > 0 and
a+b+2=n-2°+2n-2)+1—m > 0. Now assume that (a,b) € Bs.
Then, b—a>n?>—-1— (n?—2n) — (-2n) =4(n—-3)+11 >0and a+b+2 >
2n +n? — (n2 —2n — 1) +2 =1 > 0. Hence, if (a,b) € A3, B3, Cs, then f(, is
irreducible and (a,b) € S.

3.3.2. Discriminant for As. For (a,b) € As, we have A (f(a,b) (X)) = 4k* +28k3 +
64k% 4 84k + 49 > 0 where n = k 4+ 2 > 2. Hence A3 C T.
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3.3.3. Discriminant for Bs. For (a,b) € Bs, A (f(a’b) (X)) > 0 and hence B3 C T.
Letting a(n) := 4n* — 4n® — 8n? + 36n — 23, we have

A =4m® + (12 — 8n®) m* + (4n' — 160> + 36n + 12) m + a(n).

We must show that if n > 3 and 1 < m < n? — 2n, then A > 0.
The real critical points of A (as a function of m and n) are at

(n,m) = (—§, —z) and (n,m) = (0,-1).
2" 4
These are not in the domain for m and n. Since A is an analytic function of m and
n, it suffices to check that A > 0 at the boundaries: n = 3, n = oo, m = 1, and
m =n? — 2n.
At n =3,

A e1= 473> 0, A |;n—o=621 >0, and A |,,—s= 697 > 0.

Since m > —1,

lim A > 0.

n—oo

If n="k+3>3, then at m = 1, A = 8k* + 92k3 + 364k> + 636k + 473 > 0 and at
m =n? —2n, A = 16k* + 176k> + T00k? + 1188k + 697 > 0.

3.3.4. Discriminant for Cs. For (a,b) € C3, A (f(a’b) (X)) < 0 and hence C3NT =
(). We must show that if n > 2 and m < —1, then A, as defined in the previous
subsection, is negative. At m = —1, A = — (4713 + 27)7 which is negative for n > 2.
As before, assuming m < —2, it suffices to check that A < 0 at the boundaries
n=2,n=o00,m=—2 and m = —o0.

Atn=2ifm=—-0—-2< -2 A=— (46 + 440> + 2120+ 231) < 0. Since
m < —1,

lim A <O0.
n— o0
Atm = -2, A = — (4n4 + 4n3 + 8n? —|—36n—|—31), which is negative for n > 2.
Hence
lim A <O.
m— — 00

3.4. Ay, By, Cy. We claim that A4, By C SNT and Cy, C S, but CyNT = 0.

3.4.1. Irreducibility and b > a. Assume that (a,b) = (—2n—1,n2+n—m) €
AsUCy, withn >2and m <0. Thenb—a=(n—-2)°+7(n—2)+11—m >0
and a+b+2=(n—2)°+3(n—2)+3—m > 0. Now assume that (a,b) € By.
Then, b —a > n® +n — (nQ—n) —(-2n—-1)=4n+1>0anda+b+2 >
—2n —1+4+n?+n-— (n2 — n) +2=1>0. Hence, if (a,b) € Ay, By, Cy, then f(, ;)
is irreducible and (a,b) € S.

3.4.2. Discriminant for Ay. For (a,b) € Ay, we have A (fiap) (X)) = k* + 14k3 +
67k + 126k +49 > 0 where n =k +4 > 4. Hence Ay, C T.
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3.4.3. Discriminant for By. For (a,b) € By, A (f(a’b) (X)) > 0 and hence By C T.
Letting a(n) := n* — 2n3 — 5n? + 6n — 23, we have

A=4m® — (8n* +8n—1)m” + (4n4 +8n® +2n” + 34n + 18) m + a(n).

We must show that if n >2and 1 <m <n?—n, A > 0.
The real critical points of A, as a function of m and n, are at

1 1
(n,m)=(-2,-1) and (n,m)={—-=,—-),
27 4
which are outside the domain of (n,m). Since A is an analytic function of m and
n, it suffices to check that A > 0 at the boundaries: n = 2, n = oo, m = 1, and
m=n?—n.
At n=2,

A ‘m:lz 148 > 0 and A ‘m:2: 257 > 0.
Since m > (—1/4),
lim A > 0.

n—oo

Ifn=k+2>2 then at m =1, A = 5k* + 46k3 + 145k> + 220k + 148 > 0 and at
m=mn?—n, A = 16k* + 144k> + 460k% + 612k + 257 > 0.

3.4.4. Discriminant for Cy. For (a,b) € Cy, A (f(a’b) (X)) < 0 and hence C4NT =
(). We must show that if n > 2 and m < —1, then A, as defined in the previous
subsection, is negative. In addition, we must note that

(=5) (6) (18 + (—5) (6)) — 4 ((—5)3 + 63) _97=-31<0
as well as
(=7) (12) (18 + (=7) (12)) — 4 ((—7)3 + 123) —97=-23<0.

As before, since the real critical points of A are not in the domain, it suffices to
check A < 0 at the boundaries n = 2, n = oo, m = —1, and m = —oo (aside from
the two sporadic points).
At n =2, A= — (40% + 5902 + 3280 + 304) < 0, where m = —¢ — 1 < —1. Since
m < (_1/4)7
lim A <O0.

n—oo

Atm=-1, A=— (3n4 + 1003 + 1512 + 36n + 44), which is negative for n > 2.
3.5. Sets D,E,F. We claim that D c SNT but ENT,FNT = 0.

3.5.1. Irreducibility and b > a. Assume that (a,b) = (—n,n —2—m) € D, with
n>2and -1 <m <2n—3. Then,b—a>n—-2—(2n—3)— (—n) =1 >0 and
a+b+2< -n+n-2-(1)+2=-1<0. Hence, if (a,b) € D, then f ;) is
irreducible and (a,b) € S. Since (—n) + (n —2)+2=0, ENT = 0.
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3.5.2. Discriminant for D. For (a,b) € D, A (f(a’b) (X)) > 0 and hence D C T.
Letting a(n) := n* — 4n3 + 10n? — 12n + 5, we have

A =4m® + (n® — 12n 4 24) m? — (2n® — 160> + 30n — 48) m + a(n).

We must show that if n > 2 and 1 <m < 2n — 3, then A > 0.
The real critical points of A, as a function of m and n, are at

(n,m) = (-3,-8) and (n,m) = (0,-2),

which are not in the domain of m and n. Again, since A is an analytic function of
m and n, it suffices to check that A > 0 at the boundaries: n =2, n = oo, m = 1,
and m = 2n — 3.
At n =2, A = 4m> + 4m? + 36m + 5, which is positive for m > 1. Also, we
clearly have
lim A > 0.

n—oo
Ifn=%k+2>2 thenat m =1, A = k* + 2k% + 15k% + 14k + 49 > 0 and at
m=2n—3, A =k*+ 14k% + 67k + 126k + 49 > 0.

3.5.3. Discriminant for F. In the eight cases where —3 < n < 4, A(fpm (X)) is
a cubic polynomial in the variable m, which is negative for m > max (n,—2 — n).
Thus, FNT = (.

4. SETS WITH 6 (a,b) > 2

4.1. 0 (By) C (2,00]. By 1.1, since 2n > 0, f(,) has two roots in J_. Since the
leading coefficient of f(, ;) is positive, f(, ) assumes only positive values between
u and v. To get bounds on |u — v|, we find places where f(, ) is positive.

We handle m = 1 separately. First note that # > 2 in the following three cases:

~

2.039
2.101
2.107

== =3

n
3
4
5

Next, we show that 6 (2n,n2 — 1) > 2 for n = k+6 > 6. Note that since —n+ 2+
(2/n2) = -k —4+ (2/ (k + 6)2) <0,

2 2
n-1-=<-n+l+-<-L
n n

We have
2 n® —4nd +4n* —4n3 + 12n% + 8
f(2n,n271) -n+1+ ﬁ = n6
and
2 n® —4n® —4n* —4n3 — 120 -8
fenn2-1n |(—n—1- n2) - 76
KO+ 32k5 + 416k" + 2780k + 9852k + 16704k + 9064 ~0
(k+6)°

Now

nd —dn® +4n* —4n3 + 12n2 + 8 < n® —4n® —dnt* —4n3 — 12n2 -8 S

0.
nb nb
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Therefore,
4

|lu—ov| >2+ ol

To prove that 6(a,b) > 2, note that
2 —n® 4+ 8n® + 12n* 4+ 16n + 8
f(2n,n2—1) 3 = 3
244/n (n? +2)

- (k6 + 36k° + 540k* + 4312k3 4 19284k2 + 45632k + 44392) <0
B (k2 + 12k + 38)°

For the remainder of this subsection, assume that m > 2 and n =k+3 > 3. To
get a general bound on |u — v|, we must first prove that

a(m,n) < f(m,n) < —1

where
(=2n? +5) m — 5n° + 5n* + 2003 + Tn® + 10n + 5
a(m,n) =
5n? (n? —2n — 2)
and
(n3—3n2—1)m—n5+3n4—n3—|—2n2—2n—1
B(m,n) :=

n?(n? —2n —2)
Since n > 1+ /3, the denominators in the above two expressions are positive. The
first of these inequalities follows from

13 17
(—n?’—i—gnz+2>m—2n4+n3+€n2+4n+2

((5/&” +32k% 4+ 57k + 8) 10k* + 115k3 + 478k2 + 823k + 452)
= — m + < 0.

5 5

Next, we prove the second inequality:
(n3—3n2—1)m—n5+3n4—n3+2n2—2n—1 < —n? (n2—2n—2).
This is equivalent to
(n3—3n2—1)m—n5+4n4—3n3—2n—1 < 0.

At n = 3, thisreduces to — (m +7) < 0. Forn = k+4 > 4and m = n?—2n—1-{ <
n? —2n — 1, it reduces to

— ((15 + 24k + 9K* + k%) £ + k* + 14k° + TOK® + 144k + 96) < 0.

Therefore, the above chain of inequalities holds.
Define
h = f(2n,n2—m) (a (ma n)) :
The real critical points of h, as a rational function of m and n, all have n < 3.
Therefore, it suffices to check that h > 0 on the boundaries n = 3, n = oo, m = 2,
andm=n?—-2n—1. Atn=3, m=2=32—-2x3—1and h =22 > 0. Since
m > 1,
lim h > 0.

n—oo
At m = 2, the largest real zero of h is n ~ 2.938 and we already know that h > 0
at n = 3 and m = 2. Finally, at m = n? — 2n — 1, the largest real zero of h is
n~2931, and at n =3 and m = 32 — 2% 3 — 1 = 2, we already know that h > 0.
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Next, define
1= f(2n,n2—m) (5 (m, n)) .
There is only one real critical point of ¢ with n > 3, namely (n,m) = (3.726, 8.49)
where m > n? — 2n — 1. Therefore, it suffices to check that i > 0 on the boundaries
n=3n=oo,m=2andm=n?>-2n—1. Atn=3, m=2=32—-2%3—1and
1 =3 > 0. Again, since m > 1,
lim ¢ > 0.

n—oo
At m = 2, the largest real zero of i is n &= 2.771 and we already know that ¢ > 0 at
m =2 and n=3. At m = n%? —2n — 1, i has one real root, i.e., (9/4), and at n = 3
and m = 32 — 2% 3 — 1 = 2, we already know that i > 0.
Finally, for n > 3, define
Jj= B(m’n) - a(mvn)'
We aim to show that |u —v|(14+w) > 2. Since |u—wv| > j > 0, it suffices to
show 1+ w > (2/j), or, equivalently, w > (2/5) — 1. Since w is the largest root of
the cubic f := f(24,n2—m) and the other roots are less than —1, it suffices to show
that f((2/4) —1) < 0 and (2/4) > 0. The second of these inequalities holds since
j > 0. For the first inequality, note that the real critical points of f((2/j) — 1)
(as a function of m and n) all have n < 3 or m < 0. It suffices to check that
f((2/4) —1) < 0 at the boundary values m = 2, m = n? —2n — 1, n = 3, and

n = oo. Since m > 1,
2
n—oo j

When n =3, m =2 and f((2/j) —1) = —555 < 0. When m = 2, f((2/5) — 1)
reduces to a function of n whose largest real zero is n =~ 2.997. Since, as already
seen, f((2/4) — 1) is negative at n = 3, m = 2, it is negative for all n > 3 assuming
m=2 Whenm=n?>—-2n—1landn=%k+3>3,

2 — (625k3 + 2800k2 + 3540k + 8
f( 1) = ( ) <0

J (5k +12)°
4.2. 0 (Bs) C (2,00]. By Subsection 1.1, since 2n + 1 > 0, f(4,) has two roots in
J_. Since the leading coefficient of f(, ) is positive, f(, ) assumes only positive
values between v and v. To get bounds on |u —v|, we find places where f(, ;) is
positive. To begin with, using n > 3 and 1 < m < n? —n — 2, it is easy to see that
we have

a(m,n) < B(m,n) < —1,

where
(—2n3 + 5n? +2)m—2n5 —n*+11n3 4+ 2n2 4+ 2n + 4
a(m,n) :=
2n2 (n? —n—3)
and
5( ) = (2713—5n2—2)m—2n5+3n4+3n3+4n2—2n—4
) = 2n2 (n? —n —3) ’
Now we proceed to get bounds on |u — v|.
Define

h = f(2n+1,n2+n—m) (Oé (ma n)) .
Then h has eight real critical points, but none of them are in the relevant domain.
Therefore, it suffices to check that h > 0 at n = 3, n = co, m = 1, and m =
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2 _ _ _ 22 _ 6247 85987 1209727
n®—n—-2. Atn=3andm=1,2,3,4=3°-3-2, h = 2535, To6e3> 157161 11 > 0,
respectively. At n = oo, the limit value is positive since m — (3/4) is positive. At
m = 1, the only real zero of h is about 0.749, and we know it is positive at n = 3.
At m = n? —n — 2, the real zeros of h are all less than 3, and h is positive at n = 3.

Define

1= f(2n+l,n2+n—m) (5 (m7n>) .
None of the three real critical points of ¢ are in the domain for m and n. Therefore,
we only need to check at n =3, n =00, m=1,and m=n? —n—2. At n =3 and
m=1,2,3,4=32—-3-2, =307 51281 OII379 5 > 0, respectively. At n = oo,
the limit value is positive since m — (3/4) is positive. At m = 1, the largest real
zero of 7 is 2, and since we know that 4 is positive at n = 3, it is positive for all

n>3 Atm=n?—n—2, we have i =4n — 7 > 0. For n > 3, define

j = 6(ma n) - oz(m,n)
so that
|lu —v| >j7>0.
We aim to show that |u — v| (1 +w) > 2. It suffices to show that w > (2/5) — 1.
Since w is the largest root of the cubic f := fan41,n24n—m) and the other roots
are less than —1, it suffices to show that (2/7) > 0 and f ((2/5) — 1) < 0. The first
inequality follows from the fact that j > 0. Now,if m=1andn=%k+ 3 > 3,
; (2 1> _ — (K° + 13k* 4 66k® 4 157k* + 158k + 31) —0
J B (k2 + 6k + 10)*

From now on, assume m > 2. The eight real critical points of f((2/7) — 1) are
all outside the domain for m and n. Therefore, it suffices to check the boundaries:
n=o0,n=3 m=2 m=n?—n—2. Again, since m > 1,

lim f<3—1> <0.
n—oo ]

Atn=3and m=2,3,4, f((2/4)—1) = —ggg;‘ég, —%,—3—? < 0, respectively.

At m =2, f((2/4) — 1) reduces to a function which is negative when n = 3 and
whose seven real roots are all less than 3. At m=n?—n—-2,iff n=%k+3> 3,

2 — (24k3 + 92k2 + 106k + 25
f<—.—1> = ( 3 ) <0
J (2k +3)

4.3. 0 (Bs) C (2,00]. By Subsection 1.1, since —2n < 0, f(, ) has two roots in
I,. Since the leading coefficient of f(, ;) is positive, f(4) assumes only negative
values between u and v. To get bounds on |u — v|, we find places where f(, ) is
negative.

First, using n > 3 and 1 < m < n? — 2n, it is easy to see that we have

1 <a(m,n)<pB(m,n),

where [
—3m+2n*—6n>+n?24+4n+4
a(m,n) =
2n (n? —2n —1)
and
3m+2n* —2n3 —5n2 —4n — 4
B(m,n):=

2n(n? —2n—1)
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Define
h:= f(72n7n2717m) (Oz (m, n)) .

All six real critical points of h have n < 3, so it suffices to check that h < 0 at the
boundary values n = 3, n = oo, m = 1, and n? — 2n. At n =3 and m = 1,2, 3,

h = —%, —%, —;—;, respectively. Since m is positive,
lim h < 0.
n—oo

Atm=1landn=%k+3>3,

I (8K* + T2k3 + 218k? + 234k + 37) ~0
8 (k+3)°

Am=n?2—2nandn=%k+3>3,

 — (K5 + 15K5 4 90k* + 269k + 396k* + 228k + 17)

h = 5 <.
(k+3)

Define
i= f(72n,n2717m) (ﬁ (ma ?’l)) .

The six real critical points of ¢ all have n < 3, so it suffices to check the (same

as in the above paragraph) four boundary cases. At n = 3 and m = 1,2,3, 7 =
359 _ 5851 _ 127

—516) T 17980 97 respectively. Since m is positive

lim ¢ < 0.

n—o0

Ifn=k+3>3,thenat m=1,

— (Bk* 4 88k3 + 354k + 606k + 359) _
8 (k+3)°

i:

and at m = n? — 2n,

— (K® + 17k° 4 120k* + 4413 4 856k2 + 750k + 127) “0
(k +3)°

i:

Let
j =B (m,n) —a(m,n)
so that
lu —v| > j.
Since w € J, we have —w € [ and 1 — w > 1. Therefore, if we could show that
j > 2, we would be done. Now j — 2 has no real critical points, so it suffices to

check j > 2 at the boundary: n =3, n =00, m = 1, and m = n? — 2n. At n = 3,
j—2=(6m — 2)/12, which is obviously positive since m > 1. Also,

lim j=2.

n—oo

Atm=1,7-2=1/n>0. Atm=n?—2n,j—2=4/n>0.
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4.4. 0 (By) C (2,00]. By Subsection 1.1, since —2n —1 < 0, f(4,) has two roots
in I;. Since the leading coefficient of f(, ) is positive, f(, ;) assumes only negative
values between u and v. To get bounds on |u —v|, we find places where f(, ;) is
negative. We postpone the special cases of 2 < n < 4 to be handled separately.
From now on, assume n > 5 unless otherwise specified.

First, using n >5and 1 <m < n? —n, it is easy to see that we have

1< a(m,n) <p(m,n),

where
(—=2n+5)m+2n3 —3n?+n—4
a(m,n) =
2(n2—n-1)
and
2n —5)m+2n® +n? —Tn+2
B (m,n) ::( ) 5 .
2(n?—=n-1)
Define

h = f(—2n—1,n2+n—m) (a (ma n)) .

Neither of the two real critical points of h have n > 4, so it suffices to check that
h < 0 at the boundary values n = 5, n = 0o, m = 1, and m = n?> —n. At n = 5,
the three real zeros of h are outside the domain of m, and h = — (1/8) < 0 when
m = 1. Since m > (3/4),

lim A < 0.

n—oo

Ifn=+k+5>5 thenat m =1, h = —(2k+1)/8 < 0 and at m = n? —n,
h = — (4k + 15) < 0.
Next, define
1= f(—2n—1,n2+n—m) (ﬂ (ma n)) .
None of the six real critical points of ¢ have n > 4, so it suffices to check that i < 0
at the boundary values n = 5, n = oo, m = 1, and m = n? —n. At n = 5, the
three real zeros of i are outside the domain of m, and i = — (5/8) < 0 when m = 1.
Since m > (3/4),
lim ¢ < 0.

n— oo
Ifn=k%k+5>5 thenat m=1,4i= —(2k+5)/8 < 0 and at m = n? —n,
i = — (4k* + 18k +19) < 0.
We know that
|u—v| >[3(m,n)—a(m,n).

Ifn=k+5>5and m=/{+41 > 1, the difference on the right reduces to

(2k +5) ¢
k2 4+9k+19 —

Now since w € J, we have 1 —w > 1 and it follows that 6(a,b) > 2.

Finally, it only remains to check the values of 6 (—2n —1,n24+n— m) when
2<n<4and 1l <m < n?—n. The following four 3-column tables exhibit our
computation of these values:
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n|lm| 0= n|lm| 0= n|lm| 0=
31112109 4111|2120 41 7 | 5.645
31 213.027 41 2 |2.985 41 8 | 6.060
3|3 |3.744 41 3 | 3.656 419 |6.450
3|4 |4.366 41 4 |4.229 4110 | 6.849
3|15 |4.934 415 |4.739 4111 7.232
3|6 |5473 416 |5.207 4112|7614

Evidently, 6 (—2n —1,n%+n— m) > 2 in each of these special cases.

4.5. 0~ (D) C (2,00]. In this case a + b+ 2 < 0 by Subsection 3.5.1. Therefore,
Jap) (1) < 0 and fia 3 (0) > 0 and there is exactly one root of fi, ;) in I (there
cannot be three). Since f(,;) has exactly one root in two different intervals (see
Subsection 1.1), 0 (a,b) = oco.

5. PROOF OF THE MAIN THEOREM

Proof. 1f (a,b) = (2n,n?) for some integer n > 3, then since (a,b) is in A;, the
requirement that (a,b) is in S N7 has already been verified. Observe that since

u=—(u+n)"?

in this case, u is clearly not a fundamental unit of R. Likewise, if (a,b) = (5, 6),
then

u=—(u?+3u+1)?
and hence it is not a fundamental unit of R.

Consider the family A, of pairs (a,b) = (2n + 1,72 +n) where n is an integer at
least 2. We have (a,b) = (5,6) when n = 2. Assuming n > 3, we can apply (3.9) of
[6] to the minimal polynomial of u 4+ n 4+ 1 and conclude that {u +mn+ 1,u+n} is
a complete set of fundamental units of R. From

u=—(u+n+1)" utn)!
it follows that u is a fundamental unit of R.
Next we deal with the family A3 of pairs (a,b) = (=2n,n? — 1) where n > 2 is

an integer. When n = 2, the set {u — 2,u? — 2u} is a complete set of fundamental
units of R according to Sage. Since

u=(u?—2u)(u—2)"",
clearly u is a fundamental unit of R. Assuming n > 3, we can apply (3.9) of [6] to
the minimal polynomial of —(u —n — 1) and conclude that {u —n — 1,u — n + 1}
is a complete set of fundamental units of R. Observe that
u=—(u—n—1)" " u—n+1)""

and hence v is a fundamental unit of R.

Now, consider the family A4. Here (a,b) = (—2n — 1,n2 + n) for integers n > 4.
When n = 4, we have (a,b) = (—9,20) and {u? — 5u + 2,u? — 4u — 1} is a complete
fundamental set of units of the corresponding order R according to Sage. It is
straightforward to verify that

u=(u? —5u+2)"*(u? —4u—1)""!
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and hence u is indeed a fundamental unit of R. Assuming n > 5, we can apply
(3.6) of [6] to the minimal polynomial of —(u—mn—1)"1 and conclude that {—u(u—
n),1 —u(u —n)} is a complete fundamental set of units of R. It is straightforward
to verify that

u = —(u(u—n))*(1 - u(u—n)) !

and hence u is a fundamental unit of R.

As shown in the previous section, 0(a,b) > 2 for those integer pairs (a,b) in
SNT which are not contained in any of the parts A;, As, Az, A4. In fact, 05 (4;) C
(—00,2) for 1 < ¢ < 4. Given 6(a,b) > 2, Theorem (3.1) of [6] shows that u
is a fundamental unit of the corresponding cubic order R. Thus our assertion is
established. (]

6. A NOTE ON CALCULATIONS

Mathematica was used for most of the calculations in this paper. Apart from
the standard Mathematica functions Factor, Simplify, NSolve, Limit, etc., the
following code was used to approximate 6 (a,b) in some (finitely many) cases:

casela_,b_]:=
Module [{roots=x/.NSolve [x"3+a*x”~2+b*x+1==0,x]},
u=roots[[1]];v=roots[[2]];w=roots[[3]];
If [((a-b)*(a+b+2) ' =0&&4* (a~3+b"3)+27-a*b* (18+a*b)<0),
If [w>1&&1>v>0&&u<0,{0},
If[(w>1&&v>1) | | (1>w>0&&1>v>0) ,{1,u,v,w},
If [(0>w>-1&&0>v>-1) ,{2,u,v,w},{3,u,v,w}]1]1],{-1}]11;
thetala_,b_]:=
Module[{c=case[a, bl},
Switch([c[[1]],-1,"Undefined",0,Infinity,
1,Abs[c[[3]]1-c[[4]1]11*(1-c[[2]11),
2,Abs [c[[3]]1-c[[4]1]11*(-1-c[[2]11),
3,Abs[c[[2]1]1-c[[3]11]1*(1+c[[4]1]1)]]
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