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THE REMAINDER TERM FOR ANALYTIC FUNCTIONS OF

SYMMETRIC GAUSSIAN QUADRATURES

THOMAS SCHIRA

Abstract. For analytic functions the remainder term of Gaussian quadrature
rules can be expressed as a contour integral with kernel Kn. In this paper the
kernel is studied on elliptic contours for a great variety of symmetric weight
functions including especially Gegenbauer weight functions. First a new series
representation of the kernel is developed and analyzed. Then the location of the
maximum modulus of the kernel on suitable ellipses is determined. Depending
on the weight function the maximum modulus is attained at the intersection
point of the ellipse with either the real or imaginary axis. Finally, a detailed
discussion for some special weight functions is given.

1. Introduction

Consider the n–point Gaussian quadrature rule with respect to some nonnegative
and integrable weight function w on the interval (−1, 1),∫ 1

−1

f(x)w(x) dx =
n∑
ν=1

w(n)
ν f(x(n)

ν ) +Rn(f),(1.1)

where the knots x
(n)
1 , . . . , x

(n)
n are the zeros of the nth–degree orthogonal polynomial

πn associated with w, and w
(n)
ν , ν = 1, . . . , n, are the corresponding weights (cf. [2]).

For integrands f having an analytic extension into a domain G (containing
[−1, 1]) it is well known that the remainder term Rn(f) can be expressed as a
contour integral. The most common contours are concentric circles or confocal el-
lipses. In this paper we are concerned with confocal ellipses (having foci at ±1,
sum of semiaxis equal to % and length L(E%)),

E% :=
{
z ∈ C : z = 1

2 (%eiθ + %−1e−iθ), 0 ≤ θ ≤ 2π
}
, % > 1.

Since E% shrinks to the interval [−1, 1] as %↘ 1, there exists a maximal parameter
%max such that f is analytic inside E% for 1 < % < %max. The contour integral
representation then reads

Rn(f) =
1

2πi

∫
E%
Kn(z)f(z) dz, 1 < % < %max,(1.2)
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where the kernel Kn is given by

Kn(z) := Rn

(
1

z − ·

)
=

∫ 1

−1

w(x)

z − x dx−
n∑
ν=1

w
(n)
ν

z − x(n)
ν

,(1.3)

or, alternatively, by (cf. [7])

Kn(z) =
%n(z)

πn(z)
, %n(z) :=

∫ 1

−1

πn(x)

z − x w(x)dx, z ∈ C \ [−1, 1].(1.4)

From (1.2) one obtains the error bound

|Rn(f)| ≤ inf
1<%<%max

(L(E%)
2π

max
z∈E%
|Kn(z)|max

z∈E%
|f(z)|

)
.(1.5)

The knowledge of the maximum modulus of the kernel Kn is essential to obtain
sharp error bounds. There is an extensive literature studying (1.5); in most articles
|Kn(z)|, z ∈ E%, is bounded from above or estimated asymptotically for large values
of n or % (see [2, 5, 7] for references). W. Gautschi and R.S. Varga (cf. [7])
considered the four Chebyshev weights w(x) := (1−x)α(1+x)β , |α| = |β| = 1

2 , and
determined the point where the corresponding kernel attains its maximum modulus
on E%. For these kernels there exist explicit expressions based on the well–known
relations

Tn(z) = 1
2 (un + u−n) and Un(z) =

un+1 − u−n−1

u− u−1
, z = 1

2 (u+ u−1),

for the Chebyshev polynomials of the first and second kind. By means of polar
coordinates u = %eiθ, θ ∈ [0, 2π), their results follow after some elementary but
rather tricky calculations (cf. [7, 8]). Some of the results are extended to Gauss–
Radau and Gauss–Lobatto quadrature (cf. [4, 5, 6]). For general weight functions
such explicit formulae are not known, and the question of locating the maximum
modulus of Kn(z) on E% is still unsolved in the literature.

In this paper we study the kernel of Gaussian quadrature rules with respect to
symmetric weight functions w, for which w(x)

√
1− x2 is increasing on (0, 1) or

w(x)/
√

1− x2 is decreasing on (0, 1). For example, the Gegenbauer weight func-
tions w(α)(x) := (1 − x2)α, |α| > 1/2, satisfy these properties. We show that
on suitable ellipses E%, % ≥ %∗n, the kernel Kn attains its maximum modulus for

z =
1

2

(
%+ %−1

)
in the first case, and for z =

i

2

(
%− %−1

)
in the second case. The

parameters %∗n are explicitly given and are about 2 or 1 +
√

2, respectively (see
Theorem 3.2). The error bound (1.5) is practically available since there exists a
very effective algorithm for the pointwise calculation of Kn(z) based on (1.4) and
the three–term recurrence relation of the corresponding orthogonal polynomials (cf.
[7]). The key of the results is a new series representation of the kernel (see Theo-
rem 3.1), by which it is sufficient to maximize the terms of this series (see Lemma
3.1). With the help of the Chebyshev polynomials of the first and second kind the
maximization of the terms is split into smaller and explicitly solvable maximiza-
tion problems (see Lemmas 4.2 – 4.4). Combining these lemmas, we are led to a
short proof of the main result presented in Theorem 3.2. The paper ends with a
discussion of some special weight functions.
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2. Preliminary lemmas

In the sequel we consider Gaussian quadrature rules with respect to symmetric
weight functions w on (−1, 1), i.e., w(−x) = w(x), x ∈ (−1, 1). We denote by πn
the nth–degree orthonormal polynomial with leading coefficient cn > 0 and zeros

x
(n)
k , k = 1, . . . , n, arranged in decreasing order −1 < x

(n)
n < · · · < x

(n)
1 < 1. The

zeros are symmetric, i.e., x
(n)
n+1−k = −x(n)

k , k = 1, . . . , n, and hence

πn(x) = cn x
n−2[n2 ]

[n2 ]∏
k=1

(
x2 − (x

(n)
k )2

)
.(2.1)

A well–known inequality between the zeros of orthogonal polynomials corresponding
to different weights w is needed, for which we present an elementary proof based
on [1, Satz 48].

Lemma 2.1. Let w and w̃ be two symmetric weight functions on (−1, 1) and let

the zeros x
(n)
k and x̃

(n)
k , k = 1, . . . , n, of the corresponding nth–degree orthogonal

polynomials πn and π̃n, respectively, be arranged in decreasing order. If w/w̃ is

increasing on (0, 1) (in particular, w̃ > 0), then the inequalities x
(n)
k ≥ x̃

(n)
k hold

for k = 1, . . . , [n2 ].

Proof. Assume w/w̃ to be nonconstant on (0, 1), since otherwise πn and π̃n have the

same zeros. For arbitrary but fixed k ∈ {1, . . . , [n2 ]} set λk := w(x̃
(n)
k )/w̃(x̃

(n)
k ) ≥ 0

and construct the (2n− 2)nd–degree polynomial

p(x) :=
k−1∏
ν=1

(x2 − (x(n)
ν )2)2 (x2 − (x̃

(n)
k )2)

[n2 ]∏
ν=k+1

(x2 − (x̃(n)
ν )2)2 x2(n−2[n2 ]).

Obviously, p(x) ≤ 0, if |x| ≤ x̃(n)
k , and p(x) ≥ 0, if |x| ≥ x̃(n)

k . Because of symmetry
of w and w̃ and monotonicity of w/w̃ on (0, 1) the function w(x) − λkw̃(x) is also

nonpositive for |x| ≤ x̃
(n)
k and nonnegative for |x| ≥ x̃

(n)
k . Therefore, one has

p(x) (w(x) − λkw̃(x)) ≥ 0, x ∈ (−1, 1), and

0 <

∫ 1

−1

p(x)
(
w(x) − λkw̃(x)

)
dx =

n∑
ν=1

w(n)
ν p(x(n)

ν )− λk
n∑
ν=1

w̃(n)
ν p(x̃(n)

ν ),

since the polynomial p of degree 2n − 2 is integrated exactly by the Gaussian

quadrature rules relative to w and w̃ (with knots x
(n)
ν and x̃

(n)
ν and positive weights

w
(n)
ν and w̃

(n)
ν , respectively). The construction of p and the symmetry of the zeros

imply

0 <

[n2 ]∑
ν=k

w(n)
ν p(x(n)

ν )− λk
k−1∑
ν=1

w̃(n)
ν p(x̃(n)

ν ) ≤
[n2 ]∑
ν=k

w(n)
ν p(x(n)

ν ).

Hence, there exists an index ν0 ∈ {k, . . . , [n2 ]} with p(x
(n)
ν0 ) > 0, i.e., x

(n)
ν0 ≥ x̃

(n)
k .

The decreasing order of the zeros finally shows that x
(n)
k ≥ x(n)

ν0 ≥ x̃
(n)
k .

Remark 2.1. For w̃ > 0 on (0, 1) and w/w̃ decreasing on (0, 1) there holds x
(n)
k ≤

x̃
(n)
k , k = 1, . . . , [n2 ]. This is proved analogously by reversing the roles of x

(n)
k and

x̃
(n)
k , k = 1, . . . , [n2 ].



300 THOMAS SCHIRA

Let m ∈ N and % > 1. The auxiliary quantities (cf. [5, 6, 7])

am(%) := 1
2 (%m + %−m) and bm(%) := 1

2 (%m − %−m)

satisfy some elementary but useful properties.

Lemma 2.2. For am(%) and bm(%), m ∈ N, there holds :
(a) bm(%) ≥ mb1(%) for any % > 1,
(b) 1

m+1 bm+1(%) > 1
m bm(%) for any % > 1,

(c) 1
m+1 am+1(%) > 1

m am(%) for any % > 1
2 (1 +

√
3 + 4
√

12).

(d) Let 1 ≤ k < m be fixed; then the quotient am(%)/ak(%) is strictly increasing
for % > 1, and am(%)/bk(%) is strictly decreasing for % > 1

2 (1 +
√

3 + 4
√

12).

Proof. (a) is equivalent to the first inequality in [6, Lemma 3.2], since a2
m(%) =

b2m(%) + 1.

(b) is valid for m ≥ 1 and % > 1, since lim
%→1+

(
1

m+1 bm+1(%)− 1
m bm(%)

)
= 0 and

2
d

d%

(
bm+1(%)

m+ 1
− bm(%)

m

)
= %m + %−m−2 − %m−1 − %−m−1

= (%m−1 − %−m−2)(%− 1) > 0.

(c) An elementary calculation shows for m ≥ 1

m

m+ 1

am+1(%)

am(%)
=

m

m+ 1

%m+1 + %−m−1

%m + %−m
≥ 1

2

%2 + %−2

%+ %−1
=

a2(%)

2a1(%)
.

The monotonicity property now holds for all m ≥ 1 if %2 + %−2 − 2(%+ %−1) > 0,
i.e., %+ %−1 > 1 +

√
3, or equivalently % > %∗ := 1

2 (1 +
√

3 + 4
√

12).
(d) For 1 ≤ k < m and ε = ±1 one obtains

d

d%

(%m + %−m

%k + ε%−k

)
=

(m− k)(%m+k − ε%−m−k) + (m+ k)ε(%m−k − ε%−m+k)

% (%k + ε%−k)2
.

In the case ε = 1, this obviously implies d
d%

(
am(%)
ak(%)

)
> 0 for % > 1, whereas in the

case ε = −1, Lemma 2.2c is used to obtain d
d%

(
am(%)
bk(%)

)
> 0 for % > %∗. Thus the

monotonicity properties follow.

3. The maximum modulus of the kernel on elliptic contours

As mentioned at the beginning, the key point for determining the maximum
modulus |Kn(z)| on E% is an appropriate series representation of the kernel. In this
section we develop and discuss this representation. We complete the section with
formulating the results concerning the location of the maximum point of |Kn(z)|
on E%.

Theorem 3.1. The kernel Kn of a Gaussian quadrature rule with respect to a
symmetric weight function w on (−1, 1) satisfies

Kn(z) =
∞∑
ν=0

cn+2ν+2

cn+2ν

z

πn+2ν(z)πn+2ν+2(z)
(z ∈ C \ [−1, 1]),(3.1)

where ck is the leading coefficient of the orthonormal polynomial πk (cf. (2.1)).
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Proof. According to (1.4) we have for n ∈ N

Kn(z)−Kn+2(z) =
1

πn(z)πn+2(z)

∫ 1

−1

πn+2(z)πn(x)− πn+2(x)πn(z)

z − x w(x)dx.

(3.2)

The three–term recurrence relation of the orthonormal polynomials,

πν+1(x) =
cν+1

cν
xπν(x)− cν+1cν−1

c2ν
πν−1(x), ν = 1, 2, . . . ,

and the formula of Christoffel–Darboux (cf. [12]) yield

πn+2(z)πn(x)− πn+2(x)πn(z)

=
cn+2

cn+1

(
(z − x)πn+1(x)πn(z) + z(πn+1(z)πn(x)− πn+1(x)πn(z))

)
= (z − x)

(cn+2

cn+1
πn+1(x)πn(z) + z

cn+2

cn

n∑
ν=0

πν(z)πν(x)
)
.

Inserting this into (3.2) and integrating we obtain, by orthonormality of the πk,

Kn(z)−Kn+2(z) =
cn+2

cn

z

πn(z)πn+2(z)
.

Hence, for m ≥ 1,

Kn(z)−Kn+2m(z) =
m−1∑
ν=0

(
Kn+2ν(z)−Kn+2ν+2(z)

)
=
m−1∑
ν=0

cn+2ν+2

cn+2ν

z

πn+2ν(z)πn+2ν+2(z)
.

One has lim
m→∞

Kn+2m(z) = lim
m→∞

Rn+2m(fz) = 0 since fz(x) := (z−x)−1 is contin-

uous for x ∈ [−1, 1] and z 6∈ [−1, 1]. Thus, taking m→∞, we obtain (3.1).

Remark 3.1. Note that for symmetric weight functions the series (3.1) is a variant
of Freud’s formula (cf. [2, p. 308], [3])

Kn(z) =
∞∑
ν=n

cν+1

cν

1

πν(z)πν+1(z)
.

The terms in the expansion (3.1) are of order O(z−(2n+4ν+1)) for |z| → ∞, i.e.,
they tend to zero very rapidly. A rather good approximation to Kn(z) is obtained
by taking only a few terms of (3.1) instead of the whole series. But most important
for our purposes is the structure of the expansion (3.1). It reduces the determination
of the maximum modulus of Kn on E% to studying the terms of the series.

Lemma 3.1. Let % > 1 and ψν(z) :=
z

πn+2ν(z)πn+2ν+2(z)
, n ∈ N, ν ≥ 0. For

fixed z0 ∈
{1

2

(
%+ %−1

)
,
i

2

(
%− %−1

)}
the following is valid :

If max
z∈E%
|ψν(z)| = |ψν(z0)| for all ν ≥ 0, then max

z∈E%
|Kn(z)| = |Kn(z0)|.

Proof. If z0 =
1

2

(
%+ %−1

)
, equation (2.1) shows that πm(

1

2

(
%+ %−1

)
) > 0 and

therefore |ψν(z0)| = ψν(
1

2

(
%+ %−1

)
) > 0 for ν ≥ 0.
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If z0 =
i

2

(
%− %−1

)
, then (2.1) shows |πm(z0)| = (−1)[m2 ] i2[m2 ]−m πm(z0) and

therefore |ψν(z0)| = i (−1)n ψν(
i

2

(
%− %−1

)
) for ν ≥ 0.

In both cases there exists ϑ ∈ [0, 2π), depending on z0 and n but not on ν, such
that |ψν(z0)| = eiϑψν(z0) for all ν ≥ 0. Hence, it follows from (3.1) with fixed

z0 ∈
{1

2

(
%+ %−1

)
,
i

2

(
%− %−1

)}
that

max
z∈E%
|Kn(z)| ≤

∞∑
ν=0

cn+2ν+2

cn+2ν
max
z∈E%
|ψν(z)| =

∞∑
ν=0

cn+2ν+2

cn+2ν
|ψν(z0)| = eiϑKn(z0),

i.e., Kn(z) attains its maximum modulus at z0 ∈ E%.

Theorem 3.1 in connection with Lemma 3.1 is the key for locating the maximum
point of |Kn(z)| on E% for Gaussian quadrature rules with respect to symmetric

weight functions w on (−1, 1), for which w(x)
√

1− x2 is increasing on (0, 1) or

w(x)/
√

1− x2 is decreasing on (0, 1). The main result is presented in Theorem 3.2,
whose proof is given in the next section.

Theorem 3.2. The kernel Kn of a Gaussian quadrature rule with respect to a
symmetric weight function w on (−1, 1) satisfies

(a) if w(x)
√

1− x2 is increasing on (0, 1), then

max
z∈E%
|Kn(z)| = Kn(

1

2

(
%+ %−1

)
) for % ≥ %∗n :=


2.4139, n = 2,

2.0017, n = 3,√
2

2 (1 +
√

3), n ≥ 4;

(b) if
w(x)√
1− x2

is decreasing on (0, 1), then

max
z∈E%
|Kn(z)| = |Kn(

i

2

(
%− %−1

)
)| for % ≥ %∗n,

where %∗n := 1 +
√

2 if n ≥ 1 is odd, and if n ≥ 2 is even, %∗n is the greatest zero of

dn(%) := (%−%−1)2−4−(%2−%−2)2

(
(n+ 1)2

(%n+1 + %−n−1)2
+

(n+ 3)2

(%n+3 + %−n−3)2

)
.

In Table 1 the parameters %∗n of Theorem 3.2b are displayed for several values of
n. They are calculated with Newton’s method and rounded towards the last given
digit. Obviously, %∗n converges rapidly towards 1 +

√
2 with increasing n.

Table 1

n %∗n n %∗n
2 2.670603007 12 2.414213696
4 2.439298097 14 2.414213568
6 2.415739045 16 2.414213563
8 2.414287922 20 2.41421356237
10 2.414216825 100 2.414213562373184
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4. Proof of Theorem 3.2

The proof of Theorem 3.2 rests on Theorem 3.1 and a study of the terms ψν
(cf. Lemma 3.1). In terms of the Chebyshev polynomials of the first and second
kind, the problem reduces to the maximization of the quotients Tn

πn
and z

Tn(z) Tn+2(z)

on E%, and of Un
πn

and z
Un(z)Un+2(z) on E%, respectively. We first investigate these

quotients and then combine the respective results of Lemmas 4.1 – 4.4 to get a
short proof of Theorem 3.2.

Lemma 4.1. The function g(z) :=
z2 − s2

z2 − t2 with s, t ∈ (0, 1) has the property that

on every ellipse E% with % ≥ %∗ :=
√

2
2 (1 +

√
3) there holds

max
z∈E%
|g(z)| =


g(

1

2

(
%+ %−1

)
) if s < t,

g(
i

2

(
%− %−1

)
) if s > t.

Proof. Using polar coordinates z = 1
2 (u + u−1) ∈ E%, u = %eiθ, θ ∈ [0, 2π), % > 1,

there follows

|z2 − s2|2 = 1
16

∣∣u2 + u−2 + 2− 4s2
∣∣2

= 1
16

(
(%2 + %−2 + 2− 4s2)2 − 4(2− 4s2)(%2 + %−2) sin2 θ − 4 sin2 2θ

)
(4.1)

= 1
16

(
(%2 + %−2 − 2 + 4s2)2 + 4(2− 4s2)(%2 + %−2) cos2 θ − 4 sin2 2θ

)
.(4.2)

In the case s < t, (4.1) together with a2(%) := 1
2 (%2 + %−2) shows that

|g(z)|2 =
(a2(%) + 1− 2s2)2 − 4(1− 2s2)a2(%) sin2 θ − sin2 2θ

(a2(%) + 1− 2t2)2 − 4(1− 2t2)a2(%) sin2 θ − sin2 2θ
≤ |g(

1

2

(
%+ %−1

)
)|2

for all z ∈ E% if and only if ϕ1(θ) ≤ 0, θ ∈ [0, 2π), where

ϕ1(θ) := 8a2(%)((1− 2s2)(1− 2t2)− a2
2(%)) sin2 θ + 4(a2(%) + 1− s2 − t2) sin2 2θ

=
{
a2(%)((1− 2s2)(1− 2t2)− a2

2(%)) + 2(a2(%) + 1− s2 − t2) cos2 θ
}

sin2 θ.

In the case s > t, (4.2) shows that

|g(z)|2 =
(a2(%)− 1 + 2s2)2 + 4(1− 2s2)a2(%) cos2 θ − sin2 2θ

(a2(%)− 1 + 2t2)2 + 4(1− 2t2)a2(%) cos2 θ − sin2 2θ
≤ |g(

i

2

(
%− %−1

)
)|2

for all z ∈ E% if and only if ϕ2(θ) ≤ 0, θ ∈ [0, 2π), where

ϕ2(θ) := 8a2(%)((1− 2s2)(1− 2t2)− a2
2(%)) cos2 θ + 4(a2(%)− 1 + s2 + t2) sin2 2θ

=
{
a2(%)((1− 2s2)(1− 2t2)− a2

2(%)) + 2(a2(%)− 1 + s2 + t2) sin2 θ
}

cos2 θ.

Obviously, ϕν(θ) ≤ 0 for θ ∈ [0, 2π), ν = 1, 2, if and only if

dν(%) := a2(%) ((1− 2s2)(1− 2t2)− a2
2(%)) + 2(a2(%) + (−1)ν(s2 + t2 − 1)) ≤ 0.

For s, t ∈ (0, 1) the conditions (1 − 2s2)(1 − 2t2) ≤ 1 and (−1)ν(s2 + t2 − 1) ≤ 1,
ν = 1, 2, are valid. Hence,

dν(%) ≤ −a3
2(%) + 3a2(%) + 2 = −(a2(%) + 1)2(a2(%)− 2) ≤ 0

if a2(%)− 2 = 1
2 (%2 + %−2)− 2 ≥ 0, i.e., % ≥

√
2

2 (1 +
√

3) =: %∗.
Consequently, ϕν(θ) ≤ 0 for all θ ∈ [0, 2π) and ν = 1, 2, if % ≥ %∗, which proves

the assertion.
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Remark 4.1. The proof shows that %∗ is the smallest parameter for which the state-
ment in Lemma 4.1 holds for any choice of s, t ∈ (0, 1). In the case s < t the limit
%∗ is attained for s, t→ 0, and in the case s > t for s, t→ 1.

Lemma 4.2. Let w and w̃ be symmetric weight functions on (−1, 1) with w̃(x) >
0, x ∈ (0, 1). Then the quotient qn := π̃n/πn of the corresponding nth–degree
orthogonal polynomials πn and π̃n has the property that on E% with % ≥ %∗ :=√

2
2 (1 +

√
3) there holds

(a) max
z∈E%
|qn(z)| = qn(

1

2

(
%+ %−1

)
) if w/w̃ is increasing on (0, 1),

(b) max
z∈E%
|qn(z)| = qn(

i

2

(
%− %−1

)
) if w/w̃ is decreasing on (0, 1).

Proof. Using the notations of Lemma 2.1, we see from (2.1) that

qn(x) =
π̃n(x)

πn(x)
=
c̃n
cn

[n2 ]∏
k=1

x2 − (x̃
(n)
k )2

x2 − (x
(n)
k )2

.

If w/w̃ is increasing on (0, 1), Lemma 2.1 shows that x
(n)
k ≥ x̃(n)

k , k = 1, . . . , [n2 ].
Applying Lemma 4.1 to each factor yields Lemma 4.2a.

If w/w̃ is decreasing on (0, 1), Lemma 4.2b follows again from Lemma 4.1, since

now the inequalities x
(n)
k ≤ x̃(n)

k , k = 1, . . . , [n2 ], hold by Remark 2.1.

Lemma 4.3. For n ≥ 1 we have on every ellipse E% with % ≥ %̂n that

max
z∈E%

∣∣∣∣ z

Un(z)Un+2(z)

∣∣∣∣ =
%− %−1

2|Un(
i

2

(
%− %−1

)
)Un+2(

i

2

(
%− %−1

)
)|
,

where %̂n := 1 +
√

2 if n is odd, and if n is even, %̂n is the greatest zero of

dn(%) := (%− %−1)2 − 4− (%2 − %−2)2

(
(n+ 1)2

(%n+1 + %−n−1)2
+

(n+ 3)2

(%n+3 + %−n−3)2

)
.

For n even, one has %̂2 > %̂4 > · · · > %̂n > lim
n→∞
n even

%̂n = 1 +
√

2.

Proof. Let z = 1
2 (u+ u−1) ∈ E% with u = %eiθ, θ ∈ [0, 2π), % > 1, and

ψ(z) :=
z

Un(z)Un+2(z)
=

(u+ u−1)(u− u−1)2

2(un+1 − u−n−1)(un+3 − u−n−3)
.

Short calculations using elementary properties of the trigonometric functions yield
for the numerator

|(u+ u−1)(u− u−1)2|2 = |(u3 + u−3)− (u+ u−1)|2

= (%− %−1)2(%+ %−1)4 − 4
(

4 sin2 2θ + (%+ %−1)2((%− %−1)2 − 4 sin2 θ)
)

cos2 θ

=: h1(θ),
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and for the denominator

|(un+1 − u−n−1)(un+3 − u−n−3)|2

= |(u2n+4 + u−2n−4)− (u2 + u−2)|2

=
(

(%2n+4 + %−2n−4) cos(2n+ 4)θ − (%2 + %−2) cos 2θ
)2

+
(

(%2n+4 − %−2n−4) sin(2n+ 4)θ − (%2 − %−2) sin 2θ
)2

= (%n+1 + (−1)n%−n−1)2(%n+3 + (−1)n%−n−3)2 + 4(cos(2n+ 4)θ + (−1)n cos 2θ)2

− 2(%n+3 + (−1)n%−n−3)2((−1)n + cos 2(n+ 1)θ)

− 2(%n+1 + (−1)n%−n−1)2((−1)n + cos 2(n+ 3)θ)

=: h2(θ).

Hence, the condition |ψ(z)|2 ≤ |ψ(
i

2

(
%− %−1

)
)|2 is valid for z ∈ E% if and only if

ϕ(θ) ≤ 0 for θ ∈ [0, 2π), where

ϕ(θ) := h2(π2 )h1(θ) − h1(π2 )h2(θ)

= −4h2(π2 )
{

4 sin2 2θ + (%+ %−1)2((%− %−1)2 − 4 sin2 θ)
}

cos2 θ

− 2h1(π2 )
{

2(cos(2n+ 4)θ + (−1)n cos 2θ)2(4.3)

− (%n+3 + (−1)n%−n−3)2((−1)n + cos 2(n+ 1)θ)

− (%n+1 + (−1)n%−n−1)2((−1)n + cos 2(n+ 3)θ)
}
.

For n odd, the assertion immediately follows since

ϕ(θ) ≤ −4h2(π2 )(%+ %−1)2((%− %−1)2 − 4) cos2 θ ≤ 0 if % ≥ %̂n := 1 +
√

2.

For n even, one obtains from (4.3), using the quantities am(%) and the inequality
cos2(2m+ 1)θ ≤ (2m+ 1)2 cos2 θ (cf. [6, Lemma 3.1]),

ϕ(θ) ≤ −256 a2
n+1(%) a2

n+3(%) a2
1(%)((% − %−1)2 − 4) cos2 θ

+ 64 a2
1(%)(%2 − %−2)2

(
a2
n+3(%) cos2(n+ 1)θ + a2

n+1(%) cos2(n+ 3)θ
)

≤ −256 a2
n+1(%) a2

n+3(%) a2
1(%) dn(%) cos2 θ,

with dn as defined in the lemma.
Obviously, dn(%) < 0 if % ≤ 1 +

√
2. For % ≥ 1 +

√
2, by Lemma 2.2c, one

obtains dn(%) < dn+2(%) < lim
n→∞

dn(%) = (%− %−1)2 − 4, and by Lemma 2.2d that

dn(%) is a strictly increasing function of % (for fixed n). Hence, for each even
n ≥ 2, there exists a unique parameter %̂n > 1 +

√
2 with dn(%̂n) = 0; moreover,

%̂n > %̂n+2 > lim
n→∞

%̂n = 1 +
√

2. For % ≥ %̂n, this yields dn(%) ≥ 0 and therefore

ϕ(θ) ≤ 0 for θ ∈ [0, 2π).
Combining the results for n even and n odd yields the assertion.

Remark 4.2. Equation (4.3) shows that ϕ(π2 ) = ϕ′(π2 ) = 0 for all % > 1. Since
ϕ(θ) ≤ 0, θ ∈ [0, 2π), the point θ = π

2 must be a local maximum of ϕ and therefore
ϕ′′(π2 ) ≤ 0. Differentiating ϕ(θ) twice yields from (4.3)

ϕ′′(π2 ) = −8(%n+1 + (−1)n%−n−1)2(%n+3 + (−1)n%−n−3)2(%+ %−1)2d̂n(%),
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where

d̂n(%) := (%− %−1)2 − 4

− (−1)n(%2 − %−2)2

(
(n+ 1)2

(%n+1 + (−1)n%−n−1)2
+

(n+ 3)2

(%n+3 + (−1)n%−n−3)2

)
.

For n even, we have dn(%) = d̂n(%) and the equation dn(%) = 0, i.e., ϕ′′(π2 ) = 0,
characterizes the optimal parameter for the maximum relation to hold (i.e., %̂n is

optimal for even n). For n odd, there holds lim
n→∞

d̂n(%) = (% − %−1)2 − 4, i.e., the

parameter %̂n = 1 +
√

2 is asymptotically optimal in the sense that for n → ∞
Lemma 4.3 cannot hold for any smaller parameter.

Lemma 4.4. For n ≥ 2 we have on every ellipse E% with % ≥ %̃n that

max
z∈E%

∣∣∣∣ z

Tn(z)Tn+2(z)

∣∣∣∣ =
(%+ %−1)

2Tn(
1

2

(
%+ %−1

)
)Tn+2(

1

2

(
%+ %−1

)
)
,

where the parameter %̃n is the greatest zero of

d̃n(%) := (n+ 2)2

(
%+ %−1

%n+2 + %−n−2

)2

+ n2

(
%+ %−1

%n + %−n

)2

− 1.

In particular, %̃2 = 2.41388, %̃3 = 2.00166, %̃n ≤
√

2
2 (1 +

√
3) for n ≥ 4.

Proof. Again writing z = 1
2 (u+ u−1), u = %eiθ, θ ∈ [0, 2π), % > 1, yields

ψ(z) :=
z

Tn(z)Tn+2(z)
=

2(u+ u−1)

(un + u−n) (un+2 + u−n−2)

and

|ψ(z)|2 =
a2

1(%)− sin2 θ(
a2
n(%)− sin2 nθ

)(
a2
n+2(%)− sin2(n+ 2)θ

) .
Hence, the condition |ψ(z)|2 ≤

(
ψ(

1

2

(
%+ %−1

)
)
)2

is valid for z ∈ E% if and only if

ϕ(θ) ≤ 0 for θ ∈ [0, 2π), where

ϕ(θ) :=a2
n(%) sin2(n+ 2)θ + a2

n+2(%) sin2 nθ

−
a2
n(%)a2

n+2(%)

a2
1(%)

sin2 θ − sin2(n+ 2)θ sin2 nθ.

Employing sin2mθ ≤ m2 sin2 θ,m ∈ N (cf. [6, Lemma 3.1]), yields

ϕ(θ) ≤ −a
2
n(%) a2

n+2(%)

a2
1(%)

d̃n(%) sin2 θ with d̃n(%) := (n+2)2 a2
1(%)

a2
n+2(%)

+n2 a
2
1(%)

a2
n(%)
−1.

According to Lemma 2.2d, for each n there exists a unique parameter %̃n with

d̃n(%̃n) = 0. Since lim
%→∞

d̃n(%) = −1, this implies ϕ(θ) ≤ 0, θ ∈ [0, 2π), if % ≥ %̃n and

the assertion follows.
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Applying Newton’s method yields %̃2 := 2.41388 and %̃3 = 2.00166. Because of

an(%) ≥ bn(%) and Lemma 2.2b one obtains for n ≥ 4 and % >
√

2
2 (1 +

√
3)

d̃n(%) ≤ a2
1(%)

( (n+ 2)2

b2n+2(%)
+

n2

b2n(%)

)
− 1

≤ 32
a2

1(%)

b24(%)
− 1 =

32

(%− %−1)2(%2 + %−2)2
− 1 < 0,

which shows %̃n ≤
√

2
2 (1 +

√
3) for n ≥ 4.

Remark 4.3. There holds ϕ(0) = ϕ′(0) = 0 for all % > 1. Since ϕ(θ) ≤ 0 for
θ ∈ [0, 2π), the point θ = 0 must be a local maximum of ϕ and therefore ϕ′′(0) ≤ 0.

The equation d̃n(%) = 0, i.e., ϕ′′(0) = 0, characterizes the optimal parameter for
which the maximum relation is valid (i.e., %̃n is optimal).

Proof of Theorem 3.2. According to Theorem 3.1, the kernel Kn of the Gaussian
quadrature rule satisfies

Kn(z) =
∞∑
ν=0

cn+2ν+2

cn+2ν
ψν(z) with ψν(z) :=

z

πn+2ν+2(z)πn+2ν(z)
, ν ≥ 0,

and by Lemma 3.1 it is sufficient to study max
z∈E%
|ψν(z)|, ν ≥ 0.

(a) Let w(x)
√

1− x2 be increasing on (0, 1). In terms of the Chebyshev polyno-
mials Tm the functions ψν for n ≥ 2, ν ≥ 0 can be rewritten as

ψν(z) =
z

Tn+2ν(z)Tn+2ν+2(z)

Tn+2ν(z)

πn+2ν(z)

Tn+2ν+2(z)

πn+2ν+2(z)
.(4.4)

Lemma 4.2a (with w̃(x) := (1− x2)−1/2) yields for % ≥
√

2
2 (1 +

√
3)

max
z∈E%

∣∣∣∣Tn+2ν(z)

πn+2ν(z)

Tn+2ν+2(z)

πn+2ν+2(z)

∣∣∣∣ =
Tn+2ν(

1

2

(
%+ %−1

)
)

πn+2ν(
1

2

(
%+ %−1

)
)

Tn+2ν+2(
1

2

(
%+ %−1

)
)

πn+2ν+2(
1

2

(
%+ %−1

)
)
;

moreover, Lemma 4.4 (with the parameter %̃n+2ν) shows for % ≥ %̃n+2ν that

max
z∈E%

∣∣∣∣ z

Tn+2ν(z)Tn+2ν+2(z)

∣∣∣∣ =
%+ %−1

2Tn+2ν(
1

2

(
%+ %−1

)
)Tn+2ν+2(

1

2

(
%+ %−1

)
)
.

These two relations together with (4.4) imply

max
z∈E%
|ψν(z)| = ψν(

1

2

(
%+ %−1

)
) for % ≥ max{%̃n+2ν ,

√
2

2 (1 +
√

3)} and ν ≥ 0.

Since %̃n ≤
√

2
2 (1 +

√
3) < %̃3 < %̃2, n ≥ 4 (cf. Lemma 4.4), we set %∗n := %̃n for

n = 2, 3 and %∗n :=
√

2
2 (1 +

√
3) for n ≥ 4. Then each term ψν , ν ≥ 0, attains its

maximum modulus at
1

2

(
%+ %−1

)
for all ellipses E% with % ≥ %∗n. Lemma 3.1 now

delivers the assertion.
(b) Let w(x)/

√
1− x2 be decreasing on (0, 1).

Similar to the first case, we use the Chebyshev polynomials of the second kind, Um,
and get for n ≥ 1, ν ≥ 0,

ψν(z) =
z

Un+2ν(z)Un+2ν+2(z)

Un+2ν(z)

πn+2ν(z)

Un+2ν+2(z)

πn+2ν+2(z)
.(4.5)
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Lemma 4.2b (with w̃(x) :=
√

1− x2) yields for % ≥
√

2
2 (1 +

√
3)

max
z∈E%

∣∣∣∣Un+2ν(z)

πn+2ν(z)

Un+2ν+2(z)

πn+2ν+2(z)

∣∣∣∣ =

∣∣∣∣∣∣∣
Un+2ν(

i

2

(
%− %−1

)
)

πn+2ν(
i

2

(
%− %−1

)
)

Un+2ν+2(
i

2

(
%− %−1

)
)

πn+2ν+2(
i

2

(
%− %−1

)
)

∣∣∣∣∣∣∣ ;
moreover, Lemma 4.3 (with the parameter %̂n+2ν) shows for % ≥ %̂n+2ν that

max
z∈E%

∣∣∣∣ z

Un+2ν(z)Un+2ν+2(z)

∣∣∣∣ =
%− %−1

2|Un+2ν(
i

2

(
%− %−1

)
)Un+2ν+2(

i

2

(
%− %−1

)
)|
.

These two relations and (4.5) imply for % ≥ %̂n+2ν >
√

2
2 (1 +

√
3) and ν ≥ 0

max
z∈E%
|ψν(z)| = |ψν(

i

2

(
%− %−1

)
)| = %− %−1

2|πn+2ν(
i

2

(
%− %−1

)
)πn+2ν+2(

i

2

(
%− %−1

)
)|
.

Since sup
ν≥0

%̂n+2ν = %̂n (cf. Lemma 4.3), each term ψν , ν ≥ 0, attains its maximum

modulus at
i

2

(
%− %−1

)
for all ellipses E% with % ≥ %̂n. Lemma 3.1 yields the

assertion with %∗n := %̂n.

5. Applications

Theorem 3.2 permits us to locate the maximum modulus of Kn(z) on suitable
ellipses E% with % ≥ %∗n for a great variety of Gaussian quadrature rules. In this
section some special weight functions satisfying one of the conditions of Theorem
3.2 are studied.

Example 5.1. Consider the Gegenbauer weight functions w(α)(x) := (1 − x2)α,

α > −1. Here
√

1− x2w(α)(x) = (1−x2)α+ 1
2 is increasing on (0, 1) if −1 < α ≤ − 1

2

and w(α)(x)/
√

1− x2 = (1−x2)α−
1
2 is decreasing on (0, 1) if α ≥ 1

2 . Thus, Theorem

3.2 is applicable for α 6∈ (− 1
2 ,

1
2 ).

Theorem 5.1. The kernel K
(α)
n of the Gauss–Gegenbauer quadrature rule with

respect to w(α)(x) = (1 − x2)α, α 6∈ (− 1
2 ,

1
2 ), satisfies on every ellipse E% with

% ≥ %∗n

max
z∈E%
|K(α)

n (z)| =


K

(α)
n (

1

2

(
%+ %−1

)
) if − 1 < α ≤ − 1

2 , n ≥ 2,

|K(α)
n (

i

2

(
%− %−1

)
)| if α ≥ 1

2 , n ≥ 1.

The parameter %∗n is for α ∈ (−1,− 1
2 ] the one of Theorem 3.2a and for α ≥ 1

2 the
one of Theorem 3.2b.

In a few special cases, for example the Gauss–Chebyshev quadrature rules of the
first and second kind (cf. [7, 8]) and more generally the case α = k − 1

2 , k ∈ N
(cf. [11]), a detailed analysis yields a smaller parameter %

(α)
n < %∗n for which the

maximum relation in Theorem 5.1 is still valid. This analysis uses very special
features of the weight function and the corresponding orthonormal polynomials. In
the remaining cases α ∈ (− 1

2 ,
1
2 ) the method presented is not applicable since the

necessary inequalities between the zeros of the corresponding orthonormal polyno-
mials and the zeros of the Chebyshev polynomials are not valid (cf. Lemma 2.1).
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Nevertheless, a different method can be applied in these cases. This approach to-
gether with the discussion of the special cases α = k − 1

2 , k ∈ N, will be presented
in a forthcoming paper.

Example 5.2. Let pm be a polynomial of degree m, symmetric on (−1, 1) and
positive on [0, 1] and consider the symmetric Bernstein–Szegö weight functions

w(α)
m (x) :=

(1− x2)α

pm(x)
, α = ± 1

2 (cf. [12]). Theorem 3.2 can be applied if appropriate

assumptions on pm are made. For example,
√

1− x2w
(−1/2)
m (x) = 1

pm(x) is increas-

ing on (0, 1) if and only if pm(x) is decreasing on (0, 1), and w
(1/2)
m (x)/

√
1− x2 =

1
pm(x) is decreasing on (0, 1) if and only if pm(x) is increasing on (0, 1).

In the important case m = 2, Theorem 3.2b holds for w
(1/2)
2 (x) =

√
1− x2

x2 + d2
with

d > 0, and Theorem 3.2a holds for w
(−1/2)
2 (x) =

1√
1− x2 (d2 − x2)

with d > 1.

We note, that there exist some explicit representations for the kernels K
(m,α)
n of

the corresponding Gaussian quadrature rules (cf. [10]). It is as yet unresolved how

these can be used to determine max
z∈E%
|K(m,α)

n (z)| or to derive smaller parameters

than those of Theorem 3.2.

Example 5.3. Consider further special weight functions:

(a) For w(α)(x) := e−x
2

(1 − x2)α, α ≥ 1
2 , Theorem 3.2b is applicable since

w(α)(x)√
1− x2

= e−x
2

(1− x2)α−
1
2 is decreasing on (0, 1).

(b) For w(α,γ)(x) := |x|γ(1− x2)α, α ∈ (−1,− 1
2 ], γ > 0, Theorem 3.2a is appli-

cable since w(α,γ)(x)
√

1− x2 = |x|γ(1− x2)α+ 1
2 is increasing on (0, 1).

(c) For w(α)(x) := −(1− x2)α log(1− x2), α ∈ (−1,− 1
2 ], Theorem 3.2a is appli-

cable since w(α)(x)
√

1− x2 = −(1− x2)α+ 1
2 log(1− x2) is increasing on (0, 1).
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