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ON CONVERGENCE OF NUMERICAL SCHEMES FOR

HYPERBOLIC CONSERVATION LAWS WITH

STIFF SOURCE TERMS

ABDALLAH CHALABI

Abstract. We deal in this study with the convergence of a class of numerical
schemes for scalar conservation laws including stiff source terms. We suppose
that the source term is dissipative but it is not necessarily a Lipschitzian
function. The convergence of the approximate solution towards the entropy
solution is established for first and second order accurate MUSCL and for
splitting semi-implicit methods.

1. Introduction

Many physical problems are governed by hyperbolic conservation laws with non-
vanishing stiff source terms. These problems could describe the effect of relaxation
as in the kinetic theory of gases, elasticity with memory, water waves, traffic flows...
etc.

These problems can be mathematically described in the scalar case by the fol-
lowing Cauchy problem:

ut + f(u)x = q(u), (x, t) ∈ R×]0, T [;T > 0,(1.1)

u(x, 0) = u0(x), x ∈ R.(1.2)

In the case of relaxation phenomena, a theoretical study of these problems may
be found in Chen et al. [4], Liu [13], Whitham [26].

Numerical methods have been derived for the approximation of the conservation
laws including non-stiff source terms in [1], [3], [16], [19], [22]. These methods are
based on explicit difference schemes. It is well known that explicit schemes are not
appropriate for the numerical treatment of the stiff source terms, this motivates
the use of semi-implicit and fully implicit schemes.

The approximation of the stiff case was recently studied by several authors (see
[2], [5], [7], [9], [10], [12], [16], [18], [19]), where different methods like asymptotic
or splitting methods are used.

The main difficulty, when we deal with numerical solution of stiff problems is
the wrong location of the discontinuities. This problem has been investigated in
[2], [5], [7], [9], [10], [12].
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Error bounds related to the approximation of (1.1)-(1.2) were derived in [18],
[19] and [22].

In this paper, we give a study of the convergence of the approximate solution
obtained by semi-implicit, implicit and high-order semi-implicit schemes where the
hyperbolic part is approximated using a monotone scheme. We also study the
convergence of a second-order accurate semi-implicit splitting scheme proposed in
Jin [9].

In this study, we do not assume that the source term q is a Lipschitzian function
with respect to u but we suppose that q′ ≤ 0. This hypothesis is realistic since
it does mean the dissipativity of the source term q in the sense of Chen et al. [4],
which is the case in the models of combustion ([2], [7], [14]), gas dynamics with heat
transfer [9] and water waves with friction force of the bottom [26] ... etc. We point
out that in all these examples and many others, the source term is not Lipschitzian.
The dissipativity of the source term is also assumed by Chen et al. in [4] and Liu
in [13].

Thanks to the implicit character and to the dissipativity of the source term q
(nonpositivity of q′), all our proposed schemes are TVD or TVB, entropy satisfying
at the limit and they are monotone in the first-order accurate semi-implicit case.
Then they almost possess all the properties as in the homogeneous schemes (q = 0).

This paper is organized as follows: the next section is devoted to recall some
preliminaries related to the hyperbolic conservation laws including source terms.
At first we give a result which summarizes the properties of the exact solution of
the Cauchy problem when q′ is nonpositive. These properties are similar to those
related to the homogeneous case. In section 3, we give an analysis of a first order
accurate semi-implicit scheme. Section 4 concerns the study of a fully implicit
scheme. Section 5 is devoted to the study of a second-order accurate semi-implicit
scheme. In section 6, we present a second-order semi-implicit splitting method
together with the study of the convergence of the approximate solution towards the
entropy satisfying solution of the Cauchy problem (1.1)-(1.2). Finally in the last
section, we give an extension of the semi-implicit schemes to the two-dimensional
case.

2. Preliminaries

We seek a weak solution to the Cauchy problem (1.1)-(1.2), that is a function
u ∈ L∞(R×]0, T [) satisfying:∫

R

∫
]0,T [

[uϕt + f(u)ϕx]dxdt+

∫
R
u0(x)ϕ(x, 0)dx(2.1)

= −
∫
R

∫
]0,T [

q(u)ϕ(x, t)dxdt

for all ϕ ∈ C1(R× [0, T [), with compact support in (R× [0, T [).
Let η ∈ C2(R) be a strictly convex function, whose entropy flux function is F ,

that is

η′(u)f ′(u) = F ′(u), ∀u ∈ R.(2.2)
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The solution of (1.1)-(1.2) is not necessarily unique and the physical one is
characterized by the following entropy condition:

∫
R

∫
]0,T [

[η(u)ϕt + F (u)ϕx]dxdt ≥ −
∫
R

∫
]0,T [

η′(u)q(u)ϕ(x, t)dxdt

(2.3)

for all positive test functions ϕ ∈ C1(R×]0, T [), with compact support in R×]0, T [.
Usually the solution u lies in BV, where BV denotes the subspace of L1

loc con-
sisting of functions with bounded total variation

TV (u) = sup
h 6=0

∫
R

| u(x+ h)− u(x) |
| h | dx.

We observe that in the nonhomogeneous conservation laws case, the charac-
teristic curves are not straight lines along which the solution u is not necessarily
constant.

Let u(x, t) = S(t)u0 denote the unique weak solution of (1.1)-(1.2) which satisfies
the entropy condition. Let us assume that

sup
u
q′(u) ≤ γ.(2.4)

We recall the following result:

Proposition 2.1 (see [11]). If u0 ∈ L∞(R) ∩ L1(R), f ∈ C1(R), then the problem
(1.1)-(1.2) possesses a unique entropy solution u(x, t) = S(t)u0 satisfying

i) || S(t)u0 ||L∞(R)≤ eγt(|| u0 ||L∞(R) + | q(0) | t).
ii) Moreover, for any v0 ∈ L∞(R) we have

|| S(t)u0 − S(t)v0 ||L1(R)≤ eγt || u0 − v0 ||L1(R) .

iii) If u0(x) ≤ v0(x), then the corresponding solutions satisfy

S(t)u0 ≤ S(t)v0.

Using Proposition 2.1, we can prove the following:

Proposition 2.2. If u0 ∈ L∞(R) ∩ L1(R), f ∈ C1(R), q ∈ C1(R) such that q(0) =
0 and q′ ≤ 0, then the problem (1.1)-(1.2) possesses a unique entropy solution
u(x, t) = S(t)u0 satisfying

i) || S(t)u0 ||L∞(R)≤|| u0 ||L∞(R).
ii) Moreover, for any v0 ∈ L∞(R) we have

|| S(t)u0 − S(t)v0 ||L1(R)≤|| u0 − v0 ||L1(R) .

iii) TV (S(t)u0) ≤ TV (u0).
iv) If u0(x) ≤ v0(x), then the corresponding solutions satisfy

S(t)u0 ≤ S(t)v0.

Proof. Taking γ = 0 and q(0) = 0 in Proposition 2.1, we easily obtain the inequal-
ities i) and ii). We set v0(x) = u0(x + h) in ii) of Proposition 2.1, divide by | h |
the inequality ii) in Proposition 2.1 and take the sup over h, to get inequality iii).

Property iv) is proved under the general hypothesis in Proposition 2.1.
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Remark 2.1. If we suppose that q ∈ C1(R) such that q(0) = 0 and q′ ≤ 0, then q
is dissipative in the sense of Chen et al. [4], indeed if we take η(u) = u2/2 as an
entropy function and apply the mean value theorem to q, we get

η′(u)q(u) = u[q(0) + uq′(ξ)]; min(0, u) < ξ < max(0, u) = q′(ξ)u2 ≤ 0.

Remark 2.2. We observe that under the hypothesis of Proposition 2.2, the solution
of (1.1)-(1.2) possesses the same properties as in the homogeneous case (q = 0).

Let h be the spatial mesh size and k be the time grid size related to h by the
fixed positive number r through:

r = k/h.(2.5)

A weak solution of (1.1)-(1.2) is approximated by a function uh defined on
R×]0, T [ by:

uh(x, t) = unj for (x, t) ∈ Ij × Jn(2.6)

with

Ij × Jn =](j − 1/2)h, (j + 1/2)h[×](n− 1/2)k, (n+ 1/2)k[

∀j ∈ Z and n ≤ N = E(T/k) + 1

where E denotes the integer part function.
With the notation ∆+cj = cj+1 − cj , we have:

TV (un) =
∑
j∈Z
| ∆+u

n |

and

|| un ||L1(Z)= h
∑
j∈Z
| unj | .

A numerical scheme is TVD if the approximate solution satisfies:

TV (un+1) ≤ TV (un)

and TVB if there exists a positive constant C such that

TV (un+1) ≤ C.
Initial condition (1.2) is projected onto the space of piecewise constant functions

as:

u0
j = 1/h

∫
Ij

u0(x)dx ∀j ∈ Z.(2.7)

In all of the following, we assume that

q ∈ C1(R) such that q(0) = 0 and q′ ≤ 0.(H)

Let g = g(u, v) be a locally Lipschitz numerical flux of a three point conservative
scheme, locally Lipschitz in both arguments and satisfying:

1) g(u, v) is nonincreasing in u,
2) g(u, v) is nondecreasing in v,
3) g(u, u) = f(u).
The associated explicit scheme is monotone under the following CFL condition:

r max
w,z
{| g(u,w)− g(v, w) | + | g(z, u)− g(z, v) |} ≤| u− v | ∀u, v ∈ A,

(2.8)
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where
A = {v ∈ L∞(R), || v ||L∞(R)≤|| u0 ||L∞(R)}.

Remark 2.3. The hypothesis on g can be weakned by taking g as a flux of an E-
scheme introduced by Osher in [15]. The cases where g is the numerical flux of
Godunov, Lax-Friedrichs, Engquist-Osher schemes are included in this study.

3. Semi-implicit scheme

In this section, we consider the approximation of (1.1)-(1.2), where we handle
the source term using implicit schemes and keep explicit the approximation of the
hyperbolic part.

For the approximation of problem (1.1)-(1.2), we consider the semi-implicit
scheme:

un+1
j = unj − r[g(unj , u

n
j+1)− g(unj−1, u

n
j )] + ∆tq(un+1

j ).(3.1)

Let us set

ūn+1
j = unj − r[g(unj , u

n
j+1)− g(unj−1, u

n
j )].(3.2)

Then the scheme (3.1) may be written

un+1
j = ūn+1

j + ∆tq(un+1
j ).(3.3)

For the properties of this scheme, we prove:

Proposition 3.1. If the CFL condition (2.8) is satisfied, then
i) The scheme (3.1) is monotone.
ii) ‖ un+1 ‖L∞(Z)≤‖ un ‖L∞(Z).

iii) TV (un+1) ≤ TV (un).

Proof. To show that the scheme (3.1) is monotone, let us suppose that

unj ≤ vnj , ∀j ∈ Z.
Using (3.3), we have

un+1
j − vn+1

j = ūn+1
j − v̄n+1

j + ∆tq(un+1
j )−∆tq(vn+1

j ).

Hence
[un+1
j − vn+1

j ][1−∆tq′(αnj )] = ūn+1
j − v̄n+1

j .

Since the scheme (3.2) is monotone under the CFL condition (2.8), then

un ≤ vn ⇒ ūn+1 ≤ v̄n+1.

Using the nonpositivity of q′, we obtain

un+1
j ≤ vn+1

j ∀j ∈ Z.
Taking into account the CFL condition (2.8), we show easily that

‖ ūn+1 ‖L∞(Z)≤‖ un ‖L∞(Z)

and
TV (ūn+1) ≤ TV (un).

Using (3.3), we have

un+1
j −∆tq(un+1

j ) = ūn+1
j .

Thus
(1− q′(ξnj ))un+1

j = ūn+1
j .
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But q′ is non-positive, then we obtain:

‖ un+1 ‖L∞(Z)≤‖ ūn+1 ‖L∞(Z)

and

TV (un+1) ≤ TV (ūn+1).

Using the former inequalities, we get

‖ un+1 ‖L∞(Z)≤‖ un ‖L∞(Z)

and

TV (un+1) ≤ TV (un).

Let us now return to the existence of a solution of (3.1).

Proposition 3.2. If u0 ∈ L∞(Z), then the scheme (3.1) admits a unique solution
(un+1) ∈ L∞(Z).

Proof. The function

x 7−→ x−∆tq(x)

is differentiable and strictly monotone since q′ ≤ 0.

Then the equation

un+1
j −∆tq(un+1

j ) = ūn+1
j(3.4)

admits a unique solution un+1
j .

By Proposition 3.1, this solution un+1 belongs to L∞(Z) if u0 belongs to L∞(Z).

Remark 3.1. One can show easily that if u0 belongs to L∞(R), then u0 belongs to
L∞(Z).

Theorem 3.1. If u0 ∈ L∞(R)∩L1(R), f ∈ C1(R), q ∈ C1(R) such that q(0) = 0 and
q′ ≤ 0, then under the CFL condition (2.8) the approximate solution uh constructed
by the semi-implicit scheme (3.1) converges in L1

loc(R×]0, T [) towards the entropy
satisfying solution of (1.1)-(1.2), as h tends to zero.

Proof. From Proposition 3.1, the sequence (uh) is bounded in L∞(R×]0, T [) ∩
BV (R×]0, T [), then by Helly’s theorem, we can extract a subsequence still labelled
(uh) which converges towards u in L1

loc(R×]0, T [). Let us now prove that u satisfies
the entropy condition (2.3). To do this we write the semi-implicit scheme (3.1) in
the form:

ūn+1
j = unj − r[g(unj , u

n
j+1)− g(unj−1, u

n
j )],(3.5)

un+1
j = ūn+1

j + ∆tq(un+1
j ).(3.6)

The scheme (3.2) is monotone (under the CFL condition (2.8)), then using a
result of Tadmor [21], there exists a numerical entropy flux Fj−1/2 associated with
the entropy η such that

η(ūn+1
j )− η(unj ) + r∆+F

n
j−1/2 ≤ 0.(3.7)

From (3.7) and the convexity of η we obtain

η(un+1
j )− η(unj ) + r∆+F

n
j−1/2 ≤ η′(un+1

j )(un+1
j − ūn+1

j ).(3.8)
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Multipying (3.8) by ϕnj h(ϕnj = ϕ(jh, nk)) (ϕ being any positive test function
with compact support) and taking the sum over j and n, we get∑

n,j

h(η(un+1
j )− η(unj ))ϕnj +

∑
n,j

k∆+(Fnj−1/2)ϕnj .(3.9)

≤
∑
n,j

hη′(un+1
j )(un+1

j − ūn+1
j )ϕnj .

We denote by A (resp. B) the left-hand side (resp. the right-hand side) of the
inequality (3.9). Using discrete integration by parts we get

A = −
∑
n,j

kh(η(un+1
j )(ϕn+1

j − ϕnj )/k −
∑
n,j

hkFnj+1/2(ϕnj+1 − ϕnj )/h.

Hence

A = −
∫
R

∫
]0.T [

[η(uh(x, t))(ϕh(x, t))t + Fh(x, t)(ϕh(x, t))x]dxdt

where

Fh(x, t) = Fnj−1/2 if (x, t) ∈](j − 1)h, jh[×]nk, (n+ 1)k[

∀j ∈ Z and n ≤ N = E(T/k) + 1.

Making use of Lebesgue’s theorem we prove that∫
R

∫
]0.T [

[η(uh(x, t))(ϕh(x, t))t + Fh(x, t)ϕ(x, t)x]dxdt

−→
∫
R

∫
]0.T [

[η(u)ϕt + F (u)ϕx]dxdt.

Let us now return to the limit of the right-hand side B of (3.9)

B =
∑
n,j

hη′(un+1
j )(un+1

j − ūn+1
j ))ϕnj

=
∑
n,j

khη′(un+1
j )q(un+1

j )ϕnj .

Hence

B =

∫
R

∫
]0,T [

η′(uh)q(uh)ϕhdxdt;

as h tends to 0

B −→
∫
R

∫
]0.T [

η′(u)q(u)ϕdxdt.

Then the limit u (of the subsequence) is a weak solution which satisfies the
entropy condition (2.3). The entropy solution being unique, the whole sequence
(uh) converges towards the entropy solution of (1.1)-(1.2) as the step h tends to
zero.

Remark 3.2. Under other hypotheses on q′ and f ′, a similar result to the former
one, was proved by Schroll et al. in [19].

Remark 3.3. For the numerical solution of scheme (3.1), one can use a Newton
method to linearise the source term, that is:

q(un+1
j ) = q(unj ) + q′(unj )(un+1

j − unj ).
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4. Fully implicit scheme

Now, let us consider a fully implicit scheme in the form:

un+1
j = unj − r[g(un+1

j , un+1
j+1 )− g(un+1

j−1 , u
n+1
j )] + ∆tq(un+1

j ).(4.1)

First, we introduce as in [25], the operator Tν defined on piecewise constant
functions by

(Tν(uh))j = uj − νr[g(uj , uj+1)− g(uj−1, uj)] , ∀j ∈ Z,

where ν is a parameter satisfying ν > 0, and uh = (uj)j∈Z.
The following result is proved in [25].

Lemma 4.1 ([25]). Let uh = (uj)j∈Z be a piecewise constant function. If the pos-
itive parameter ν is sufficiently small such that

ν rmax
w,z
| g(u,w)− g(v, w) | + | g(z, u)− g(z, v) | ≤| u− v | ∀u, v ∈ A,

(4.2)

then
i) ‖ Tν(uh) ‖L∞(Z)≤‖ uh ‖L∞(Z) .
ii) TV (Tν(uh)) ≤ TV (uh).

Next, we prove

Proposition 4.1. The approximate solution given by (4.1) satisfies the following
properties:

i) ‖ un+1 ‖L∞(Z)≤‖ un ‖L∞(Z),

ii) TV (un+1) ≤ TV (un).

Proof. i) Using the operator Tν , the scheme (4.1) may be written:

un+1 =
ν

1 + ν
un +

1

1 + ν
Tν(un+1) +

ν

1 + ν
∆tq(un+1).

Applying the mean value theorem to q, we get

[1− ν

1 + ν
∆tq′(ξn+1)]un+1 =

ν

1 + ν
un +

1

1 + ν
Tν(un+1).

Taking into account the non-positivity of q′, we obtain

‖ un+1 ‖L∞(Z)≤
ν

1 + ν
‖ un ‖L∞(Z) +

1

1 + ν
‖ Tν(un+1) ‖L∞(Z) .

By making use of Lemma 4.1, we have

‖ Tν(un+1) ‖L∞(Z)≤‖ un+1 ‖L∞(Z) .

Hence

‖ un+1 ‖L∞(Z)≤
ν

1 + ν
‖ un ‖L∞(Z) +

1

1 + ν
‖ un+1 ‖L∞(Z) .

Thus
ν

1 + ν
‖ un+1 ‖L∞(Z)≤

ν

1 + ν
‖ un ‖L∞(Z) .

Then

‖ un+1 ‖L∞(Z)≤‖ un ‖L∞(Z) .
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ii) From (4.1), we have

un+1
j+1 − un+1

j =
ν

1 + ν
(unj+1 − unj ) +

1

1 + ν
[(Tν(un+1))j+1 − (Tν(un+1))j ]

+
ν

1 + ν
∆t[q(un+1

j+1 )− q(un+1
j )].

Hence

[1− ν

1 + ν
∆tq′(ξn+1

j+1/2)](un+1
j+1 − un+1

j )

=
ν

1 + ν
(unj+1 − unj ) +

1

1 + ν
[(Tν(un+1))j+1 − (Tν(un+1))j ].

q′ being non-positive, we get

| un+1
j+1 − un+1

j |≤ ν

1 + ν
| unj+1 − unj | +

1

1 + ν
| [(Tν(un+1))j+1 − (Tν(un+1))j ] | .

Summing up the last inequality over j ∈ Z, we obtain

TV (un+1) ≤ ν

1 + ν
TV (un) +

1

1 + ν
TV (Tν(un+1)).

Using Lemma 4.1 again, we obtain

TV (un+1) ≤ ν

1 + ν
TV (un) +

1

1 + ν
TV (un+1).

Hence
ν

1 + ν
TV (un+1) ≤ ν

1 + ν
TV (un).

Then
TV (un+1) ≤ TV (un).

That is, the scheme (4.1) is TVD.

Proposition 4.2. The scheme (4.1) admits a unique solution un+1 ∈ L∞(Z).

Proof. The scheme (4.1) may be written in the form

un+1
j + r[g(un+1

j , un+1
j+1 )− g(un+1

j−1 , u
n+1
j )]−∆tq(un+1

j ) = unj .(4.3)

Let us introduce the operator T : L∞(Z) −→ L∞(Z) defined by

T (u)j = uj + r[g(uj , uj+1)− g(uj−1, uj)]−∆tq(uj) ∀j ∈ Z.
To prove the existence of a solution scheme (4.1), it suffices to prove that the

operator T is invertible. To do this, we show that there exists a positive constant
C such that

|| T ′(u)w ||L∞(Z)≥ C || w ||L∞(Z) ∀w ∈ L∞(Z).

We have

[T ′(u)w]j = wj + rg′u(uj, uj+1)wj + rg′v(uj , uj+1)wj+1

− rg′u(uj−1, uj)wj−1 − rg′v(uj−1, uj)wj −∆tq′(uj)wj

Let
T ′(u)w = b

with

bj = [1 + aj+1/2 − bj−1/2 −∆tq′(uj)]wj − aj−1/2wj−1 + bj+1/2wj+1;

thus

| bj |≥ [1 + aj+1/2 − bj−1/2 −∆tq′(uj)] | wj | −aj−1/2 | wj−1 | +bj+1/2 | wj+1 | .
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Taking the sup over j ∈ Z, in the last inequality, we get

|| b ||L∞(Z)≥|| w ||L∞(Z),

that is

|| T ′(u)w ||L∞(Z)≥|| w ||L∞(Z);

then there exists a unique solution of (4.1) in L∞(Z).

Theorem 4.1. If u0 ∈ L∞(R) ∩ L1(R), f ∈ C1(R), q ∈ C1(R) such that q(0) = 0
and q′ ≤ 0, then the approximate solution uh constructed by the implicit scheme
(4.1), converges in L1

loc(R×]0, T [) towards the entropy satisfying solution of (1.1)-
(1.2), as h tends to zero.

Proof. Using Proposition (4.1), the family of the approximate solution (uh) is
bounded in L∞(R×]0, T [) ∩ BV (R×]0, T [) then by Helly’s theorem, we can ex-
tract a subsequence still labelled (uh) which converges towards u in L1

loc(R×]0, T [).
We show now that u satisfies the entropy condition (2.3).

Let η be a convex entropy function, with entropy flux F (u). Multiplying (4.1)
by η′(un+1

j ), we obtain

η′(un+1
j )(un+1

j − unj ) + rη′(un+1
j )[g(un+1

j , un+1
j+1 )− g(un+1

j−1 , u
n+1
j )]

(4.4)

= ∆tη′(un+1
j )q(un+1

j )

The function η being convex, then

η(un+1
j )− η(unj ) ≤ η′(un+1

j )(un+1
j − unj );

thus, (4.4) gives us

η(un+1
j )− η(unj ) + rη′(un+1

j )[g(un+1
j , un+1

j+1 )− g(un+1
j−1 , u

n+1
j )]

(4.5)

≤ ∆tη′(un+1
j )q(un+1

j ).

Next, we add to both sides of (4.5) the quantity

∆+F̃ (uj) = ∆+(F (uj) + η′(uj)[g(uj−1, uj)− f(uj)]).

We now obtain

η(un+1
j )− η(unj ) + r∆+F̃ (uj) ≤ −r(∆+η

′(un+1
j ))[g(un+1

j , un+1
j+1 )].

(4.6)

−∆+[η′(un+1
j )f(uj)− F (uj)] + ∆tη′(un+1

j )q(un+1
j ).

We have

∆+F (uj) =

∫ un+1
j+1

un+1
j

F ′(w)dw =

∫ un+1
j+1

un+1
j

η′(w)f ′(w)dw(4.7)

= ∆+[η′(un+1
j )f(un+1

j )]−
∫ un+1

j+1

un+1
j

η′′(w)f(w)dw.

and

∆+η
′(un+1

j ))[g(un+1
j , un+1

j+1 )] =

∫ un+1
j+1

un+1
j

[g(un+1
j , un+1

j+1 )]η′′(w)dw.(4.8)
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Substituting (4.7) and (4.8) into (4.6), we get

η(un+1
j )− η(unj ) + r∆+F̃ (uj) ≤

∫ un+1
j+1

un+1
j

η′′(w)[g(un+1
j , un+1

j+1 )− f(w)]dw

(4.9)

+∆tη′(un+1
j )q(un+1

j ).

Thanks to the hypotheses on the signs of g′u and g′v the first term of the right-
hand side of (4.9) is nonpositive, then

η(un+1
j )− η(unj ) + r∆+F̃ (uj) ≤ ∆tη′(un+1

j )q(un+1
j ).(4.10)

As in the proof of Theorem 3.1, multiplying (4.10) by ϕnj h(ϕnj = ϕ(jh, nk)) and
taking the sum over j and n, we get at the limit (as h tends to zero)

∫
R

∫
]0,T [

[η(u)ϕt + F (u)ϕx]dxdt ≥ −
∫
R

∫
]0,T [

η′(u)q(u)ϕ(x, t)dxdt;

(4.11)

that is the limit u satisfies the entropy condition.

Remark 4.1. We point out that the former result was proved without any CFL
condition.

5. MUSCL type semi-implicit scheme

To construct quasi second-order accurate scheme, as in [23],[24], we assume that
the initial values form a piecewise linear distribution:

un(x) = unj + (x− xj)δnj , xj−1/2 < x < xj+1/2,(5.1)

where

δnj =


σMin{| δ̂nj |, | unj+1 − unj | /h, | unj − unj−1 | /h}

if σ = sgn(δ̂nj ) = sgn(unj+1 − unj ) = sgn(unj − unj−1),

0 otherwise,

(5.2)

with
δ̂nj = (unj+1 − unj−1)/(2h).

From (5.2) there exist αnj+1/2 and βnj−1/2 such that

0 ≤ αnj+1/2 ≤ 1 and 0 ≤ βnj−1/2 ≤ 1

and

δnj = αnj+1/2(unj+1 − unj )/h = βnj−1/2(unj − unj−1)/h(5.3)

We will need the initial boundary values inside cell j:
unj+1/2,− = unj + h/2 δnj ,

unj−1/2,+ = unj − h/2 δnj .
(5.4)

The semi-implicit scheme may be written:

unj = unj − r[g(unj+1/2,−, u
n
j+1/2,+)− g(unj−1/2,−, u

n
j−1/2,+)] + kq(un+1

j ).

(5.5)
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Let

A = {v ∈ L∞(R), || v ||L∞(R)≤|| u0 ||L∞(R)}.

Proposition 5.1. Under the CFL condition:

rmax
w,z
{| g(u,w)− g(v, w) | + | g(z, u)− g(z, v) |} ≤ 2/3 | u− v | ∀u, v ∈ A

(5.6)

the approximate solution given by the semi-implicit scheme (5.5) satisfies

i) ‖ un+1 ‖L∞(Z)≤‖ un ‖L∞(Z),

ii) TV (un+1) ≤ TV (un).

Proof. The scheme (5.5) may be written in the form

un+1
j = ûn+1

j + kq(un+1
j )(5.7)

where

ûn+1
j = unj − r[g(unj+1/2,−, u

n
j+1/2,+)− g(unj−1/2,−, u

n
j−1/2,+)].(5.8)

Using (5.3), the incremental form of the scheme (5.8) gives

ûn+1
j = unj − Cnj−1/2(unj − unj−1) +Dn

j+1/2(unj+1 − unj )(5.9)

where 
Cnj−1/2 = ranj,−(1 + 1/2βnj−1/2 − 1/2αnj−1/2),

Dn
j+1/2 = −rbnj,+(1− 1/2βnj+1/2 + 1/2αnj+1/2,

(5.10)

where

anj,− = [g(unj+1/2,−, u
n
j+1/2,+)− g(unj−1/2,−, u

n
j+1/2,+)]/(unj+1/2,− − unj−1/2,−)

and

bnj,+ = [g(unj−1/2,−, u
n
j+1/2,+)− g(unj−1/2,−, u

n
j−1/2,+)]/(unj+1/2,+ − unj−1/2,+).

Under the CFL condition (5.6), we have

Dn
j+1/2 ≥ 0 , Cnj−1/2 ≥ 0

and

Dn
j+1/2 + Cnj+1/2 ≤ 1.

Hence

‖ ûn+1 ‖L∞(Z)≤‖ un ‖L∞(Z)

and

TV (ûn+1) ≤ TV (un).

Taking account of q′ ≤ 0 and using the same method as in the proof of Proposi-
tion 3.1, we get the properties i) and ii).

Proposition 5.2. If u0 ∈ L∞(Z), then the scheme (5.5) admits a unique solution
(un+1) ∈ L∞(Z).
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The proof of Propositon 5.2 is similar to that of Proposition 3.2.
To prove the convergence of the approximate solution towards the entropy solu-

tion, we modify slightly the limitation formula (5.2) by taking:

δnj =


σMin{| δ̂nj |, | unj+1 − unj | /h, | unj − unj−1 | /h,Chα−1}

if σ = sgn(δ̂nj ) = sgn(unj+1 − unj ) = sgn(unj − unj−1),

0 otherwise,

(5.11)

where C > 0; 1 > α > 0.
Next, we prove

Theorem 5.1. If u0 ∈ L∞(R) ∩ L1(R), f ∈ C1(R), q ∈ C1(R), such that q(0) =
0 and q′ ≤ 0, then under the CFL condition (5.6), the approximate solution uh
constructed by the scheme (5.5) converges in L1

loc(R×]0, T [) towards the entropy
satisfying solution of (1.1)-(1.2), as h tends to zero.

Proof. Making use of Proposition 5.1, we show that (uh) constructed by the scheme
(5.5) is bounded in L∞(R×]0, T [)∩BV (R×]0, T [); then by Helly’s theorem, like in
the first-order accurate case, we can extract a subsequence still labelled (uh) which
converges towards a weak solution u of (1.1)-(1.2), in L1

loc(R×]0, T [). To prove that
u is the entropy solution, we rewrite the scheme (5.5) in the form:

ûn+1
j = unj − r[g(unj , u

n
j+1)− g(unj−1, u

n
j )],(5.12-a)

un+1
j = ûn+1

j − r[(g(unj+1/2,−, u
n
j+1/2,+)− g(unj , u

n
j+1))

(5.12-b)

− (g(unj−1/2,−, u
n
j−1/2,+) + g(unj−1, u

n
j ))] + kq(un+1

j ).

The scheme (5.12-a) is monotone under the CFL condition (5.6), then using a
result of Tadmor [21], there exists a numerical entropy flux Fj−1/2 associated with
the entropy η such that

η(ûn+1
j )− η(unj ) + r∆+F

n
j−1/2 ≤ 0(5.13)

From (5.13) and the convexity of η we obtain

η(un+1
j )− η(unj ) + r∆+F

n
j−1/2 ≤ η′(un+1

j )(un+1
j − ûn+1

j ).(5.14)

Multipying (5.14) by ϕnj h(ϕnj = ϕ(jh, nk)) and taking the sum over j and n, we
get ∑

n,j

h(η(un+1
j )− η(unj ))ϕnj +

∑
n,j

k∆+(Fnj−1/2)ϕnj(5.15)

≤
∑
n,j

hη′(un+1
j )(un+1

j − ûn+1
j ))ϕnj ;
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thus

∑
n,j

h(η(un+1
j )− η(unj ))ϕnj +

∑
n,j

k(∆+F
n
j−1/2)ϕnj

(5.16)

≤
∑
n,j

rh2/2η′(un+1
j )(anj,−δ

n
j + bnj+1,+δ

n
j+1 − anj−1,−δ

n
j−1 − bnj,+δnj )

+
∑
n,j

khrη′(un+1
j )q(un+1

j )ϕnj .

Using (5.11), we have

| δnj |≤ Chα−1.(5.17)

Taking account of (5.16), we prove that (5.15) gives as h tends to 0∫
R

∫
]0,T [

[η(u)ϕt + F (u)ϕx]dxdt ≥ −
∫
R

∫
]0,T [

η′(u)q(u)ϕ(x, t)dxdt;

that is u is the entropy solution of (1.1)-(1.2). The uniqueness of this solution
implies that the whole sequence (uh) converges towards the entropy solution u, of
the Cauchy problem (1.1)-(1.2).

The fully second-order accurate (in space and time) may be achieved as it was
proposed in [24], by advancing the cell boundary values, to be used in the flux
function, to the intermediate level tn+1/2 = tn + 1/2k. Using (5.4) we get the
advanced bondary values :


u
n+1/2
j+1/2,− = unj+1/2,− − r/2[f(unj+1/2,−)− f(unj−1/2,+)] + k/2q(u

n+1/2
j+1/2,−),

u
n+1/2
j−1/2,+ = unj−1/2,+ − r/2[f(unj+1/2,−)− f(unj−1/2,+)] + k/2q(u

n+1/2
j−1/2,+).

(5.18)

The full semi-implicit scheme is:

un+1
j = unj − r[g(u

n+1/2
j+1/2,−, u

n+1/2
j+1/2,+)− g(u

n+1/2
j−1/2,−, u

n+1/2
j−1/2,+)] + kq(un+1

j ).

(5.19)

6. Second-order Runge-Kutta splitting scheme

We focus in this section on the study of the convergence of a second-order accu-
rate splitting scheme described in Jin [9].

As in the former sections, to ensure the existence of an entropy numerical flux,
let g be a numerical flux of a three point monotone scheme, as it was defined in
section 2.

We consider the splitting Runge-Kutta scheme:

u∗j = unj −∆tq(u∗j ),(6.1-a)

u
(1)
j = u∗j − r∆+g

∗
j−1/2,(6.1-b)

u∗∗j = u
(1)
j + ∆tq(u∗∗j ) + 2∆tq(u∗j ),(6.1-c)

u
(2)
j = u∗∗j − r∆+g

∗∗
j−1/2,(6.1-d)

un+1
j = 1/2(unj + u

(2)
j ).(6.1-e)
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Proposition 6.1. Under the CFL condition:

r max
w,z
{| g(u,w)− g(v, w) | + | g(z, u)− g(z, v) |} ≤| u− v | ∀u, v ∈ A

(6.2)

and

∆t sup
u∈A
| q′(u) |< 1.(6.3)

The scheme (6.1-a)–(6.1-e) admits a unique solution (un+1
j ) ∈ L∞(Z), and there

exist two positive constants C1 and C1 such that
i)

‖ un+1 ‖∞≤ C1 ‖ u0 ‖∞,
ii)

TV (un+1) ≤ C2TV (u0).

Proof. Let
α = sup

u∈A
| q′(u) | .

From (6.1-a), we have
u∗j + ∆tq′(ξ∗j )u∗j = unj .

Thus
(1− α∆t) | u∗j |≤| unj | .

Using (6.3), we have

| u∗j |≤| unj | /(1− α∆t).(6.4-a)

From (6.1-b) and the properties of the used flux g, we obtain

| u(1)
j |≤| u∗j | .

Hence

| u(1)
j |≤| unj | /(1− α∆t).(6.4-b)

(6.1-c) gives

u∗∗j −∆tq′(ξ∗∗j )u∗∗j = u
(1)
j + 2∆tq(u∗j);

q′ being nonpositive, then

| u∗∗j |≤| u
(1)
j | +2α∆t | u∗j |

Making use of (6.4-a) and (6.4-b), we get

| u∗∗j |≤
1 + 2α∆t

1− α∆t
| unj | .(6.4-c)

Using again in (6.1-d), the properties of g (under the CFL condition), we obtain

| u(2)
j |≤| u∗∗j | .

From (6.4-c), we deduce that

| u(2)
j |≤

1 + 2β∆t

1− α∆t
| unj | .(6.4-d)

Making use of (6.1-e) and (6.4-d), we get

| un+1
j |≤ 1 + (α/2)∆t

1− α∆t
| unj | .(6.4-e)
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Then, we obtain

| un+1
j |≤ [

1 + (α/2)∆t

1− α∆t
]n+1 | u0

j | .(6.5)

Taking into account

n ≤ N = E[T/(∆t)] + 1,

then

[
1 + (α/2)∆t

1− α∆t
]n+1 ≤ exp[(3/2)αT ].

Hence

‖ un+1 ‖∞≤ C1 ‖ u0 ‖∞
where

C1 = exp[(3/2)αT ].

The assertion ii) related to the Total Variation may be proved by a similar
method.

Theorem 6.1. If u0 ∈ L∞(R) ∩ L1(R), f ∈ C1(R), q ∈ C1(R), such that q(0) = 0
and q′ ≤ 0, then under (6.2) and (6.3) the approximate solution uh constructed by
the scheme (6.1-a)–(6.1-e) converges in L1

loc(R×]0, T [) towards the entropy satisfy-
ing solution of (1.1)-(1.2), as h tends to zero.

Proof. From Proposition 6.1, the sequence (uh) is bounded in L∞(R×]0, T [) ∩
BV (R×]0, T [); then by Helly’s theorem, we can extract a subsequence still labelled
(uh) which converges towards u in L1

loc(R×]0, T [). Let us now prove that u satisfies
the entropy condition (2.3).

Let η be any convex entropy function associated with (1.1), with entropy flux
F (u).

By application of the mean value theorem to (6.1-a), (6.1-c) and using the exis-
tence of an entropy numerical flux Fj−1/2 since (6.1-b), (6.1-d) are monotone, the
equalities (6.1-a)-(6.1-e) give us

η(u∗j ) = η(unj )−∆tq(u∗j )ή(y1),(6.6-a)

η(u
(1)
j ) ≤ η(u∗j )− r∆F ∗j−1/2,(6.6-b)

η(u∗∗j ) = η(u
(1)
j ) + ∆t[q(u∗∗j ) + 2q(u∗j)]ή(y2),(6.6-c)

η(u
(2)
j ) ≤ η(u∗∗j )− r∆F ∗∗j−1/2,(6.6-d)

η(un+1
j ) ≤ 1/2[η(unj ) + η(u

(2)
j )].(6.6-e)

By adding (6.6-a)-(6.6-d) and multiplying by 1/2, we get

η(u
(2)
j ) ≤ η(unj )− r/2∆+F

∗
j−1/2 − r/2∆+F

∗∗
j−1/2(6.7)

−1/2∆tq(u∗j)ή(y1) + 1/2∆t[q(u∗∗j ) + 2q(u∗j)]ή(y2).

From (6.6-e) and (6.7), we have

η(un+1
j )− η(unj ) + r∆+(1/2F ∗j−1/2 + 1/2F ∗∗j−1/2)(6.8)

≤ −1/2∆tq(u∗j)ή(y1) + 1/2∆t[q(u∗∗j ) + 2q(u∗j )]ή(y2).
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Using a similar method as in the previous section, we get at the limit (as h tends
to zero) that u satisfies the entropy condition (2.3) and then the whole sequence
(uh) converges to the entropy solution of (1.1)-(1.2).

Remark 6.1. The condition (6.3) is a consequence of the presence of the negative
coeffecient (−1) in the first equation (6.1-a). (6.3) may be automatically satisfied
if ∆t is small enough.

7. Extension to the two-dimensional case

We consider now the two-dimensional Cauchy problem:

ut + f1(u)x + f2(u)y = q(u); (x, y, t) ∈ R2×]0, T [;T > 0,(7.1)

u(x, y, 0) = u0(x, y); (x, y) ∈ R2.(7.2)

In this case, we assume that

u0 ∈ L∞(R2) ∩ L1(R2) ∩BV (R2).

Let η(u) =| u− c |, c ∈ R, and

F1(u) = sgn(u− c)(f1(u)− f1(c)),

F2(u) = sgn(u− c)(f2(u)− f2(c)).

The unique entropy solution of (7.1)-(7.2) may be characterized by the following
Kružkov ([11]) entropy condition:∫

R2

∫
]0,T [

[η(u)ϕt + F1(u)ϕx + F2(u)ϕy]dxdydt(7.3)

≥ −
∫
R2

∫
]0,T [

sgn(u− c)q(u)ϕ(x, y, t)dxdydt

for all test positive functions ϕ ∈ C1(R2×]0, T [), with compact support in R2×]0, T [.

Let

r =
∆t

∆x
and

s =
∆t

∆y
.

We consider the numerical fluxes gi(u, v), i = 1, 2, which are assumed to be
locally Lipschitz functions in both arguments and such that:

1) gi(u, v) is nonincreasing in u,
2) gi(u, v) is nondecreasing in v,
3) gi(u, u) = fi(u),

for u, v, w, z ∈ A where

A = {v ∈ L∞(R2), ‖v‖ − L∞(R2) ≤ ‖u0‖L∞(R2)},
Kw,z
i (u, v) = |gi(u,w)− gi(v, w)| + |gi(z, u)− gi(z, v)|

for i = 1, 2.
The CFL condition is

rKw1,z1

1 (u, v) + sKw2,z2

2 (u, v) ≤| u− v | .(7.4)
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For the approximation of equation (7.1)-(7.2), we often use the semi-implicit
scheme:

un+1
i,j = uni,j − r[g1(uni,j , u

n
i+1,j)− g1(uni−1,j , u

n
i,j)](7.5)

−s[g2(uni,j , u
n
i,j+1)− g2(uni,j−1, u

n
i,j)] + ∆tq(un+1

i,j ).

As in Propositon 3.1, we can prove

Proposition 7.1. Under the CFL condition (7.4), we have the following proper-
ties:

i) The scheme (7.5) admits a unique solution (un+1) ∈ L∞(Z× Z),
ii) The scheme (7.5) is monotone,
iii) ‖ un+1 ‖L∞(Z2)≤‖ un ‖L∞(Z2) ,

iv) TV (un+1) ≤ TV (un),
where

TV (un) =
∑
i,j∈Z

| uni+1,j − uni,j | ∆y +
∑
i,j∈Z

| uni,j+1 − uni,j | ∆x.

Theorem 7.1. If u0 ∈ L∞(R2) ∩ L1(R2) ∩ BV (R2), fi ∈ C1(R), q ∈ C1(R), such
that q(0) = 0 and q′ ≤ 0, then under the CFL conditon (7.4), the approximate solu-
tion uh constructed by the semi-implicit scheme (7.5) converges in L1

loc(R2×]0, T [)
towards the entropy satisfying solution of (7.1)-(7.2), as h tends to zero.

Proof. The proof of this theorem is similar to that of Theorem 3.1, where we can
use a result of Crandall-Majda [6] related to the existence of an entropy numerical
flux in the case of the two-dimensional monotone case.

The implicit case may be analysed like the one-dimensional case in section 4.

Remark 7.1. We did not consider here the second-order accuracy, since we know
(see [8]) that we cannot construct a TVD second-order accurate scheme in the
two-dimensional case.
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