UC Riverside
UC Riverside Previously Published Works

Title
Selecting gene features for unsupervised analysis of single-cell gene expression data.

Permalink
https://escholarship.org/uc/item/6c16x3pd

Journal
Briefings in Bioinformatics, 22(6)

ISSN
1467-5463

Authors

Sheng, Jie
Li, Wei Vivian

Publication Date
2021-11-05

DOI
10.1093/bib/bbab295

Peer reviewed

eScholarship.org Powered by the California Diqital Library

University of California


https://escholarship.org/uc/item/6c16x3pd
https://escholarship.org
http://www.cdlib.org/

Briefings in Bioinformatics, 22(6), 2021, 1-12

https://doi.org/10.1093/bib/bbab295
Review

Selecting gene features for unsupervised analysis

of single-cell gene expression data

Jie Sheng and Wei Vivian Li

Corresponding author: Wei Vivian Li, Department of Biostatistics and Epidemiology, Rutgers School of Public Health, 683 Hoes Lane West, Piscataway,

NJ 08854, USA Tel: +1 7322358574; E-mail: vivian.li@rutgers.edu

Abstract

Single-cell RNA sequencing (scRNA-seq) technologies facilitate the characterization of transcriptomic landscapes in diverse
species, tissues, and cell types with unprecedented molecular resolution. In order to evaluate various biological hypotheses
using high-dimensional single-cell gene expression data, most computational and statistical methods depend on a gene
feature selection step to identify genes with high biological variability and reduce computational complexity. Even though
many gene selection methods have been developed for scRNA-seq analysis, there lacks a systematic comparison of the
assumptions, statistical models, and selection criteria used by these methods. In this article, we summarize and discuss 17

computational methods for selecting gene features in unsupervised analysis of single-cell gene expression data, with
unified notations and statistical frameworks. Our discussion provides a useful summary to help practitioners select
appropriate methods based on their assumptions and applicability, and to assist method developers in designing new
computational tools for unsupervised learning of scRNA-seq data.
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Introduction

Single-cell RNA sequencing (scRNA-seq) technologies have
emerged as a powerful tool to capture transcriptome-wide cell-
to-cell variability in gene expression [1, 2]. Compared with bulk
tissue RNA sequencing, scRNA-seq enables the quantification
of intrapopulation heterogeneity at a much higher resolution,
revealing gene expression dynamics in complex tissues [2, 3].
The rapid accumulation of scRNA-seq data has enabled the con-
struction of large-scale single-cell databases, including atlases
of mouse organs [4], human organs [5, 6], and comprehensive
human cell landscapes [7, 8]. These scRNA-seq databases and
atlases have allowed researchers to investigate fundamental bio-
logical and biomedical questions, including those about cellular
identity, cell cycle, cell development and cell-cell communica-
tion [9, 10]. In addition, scRNA-seq analysis has also become an
essential tool for understanding disease-related physiological
processes and identifying novel treatment approaches [9, 11, 12].

In order to exploit the biological signals in high-dimensional
single-cell gene expression data and evaluate various biologi-
cal hypotheses, many novel computational methods have been
developed [13]. A typical pipeline of scRNA-seq data analysis
involves the following major steps: (i) read processing and align-
ment to obtain the read or unique molecular identifier (UMI) [14])
count matrix, (ii) quality control to remove doublets and low-
quality cells and genes, (iii) selection of gene features that are
most relevant to the underlying structure of the data, (iv) further
dimensionality reduction and visualization, (v) unsupervised
analyses such as cellular clustering or trajectory analysis and
(vi) supervised analyses such as differential expression, gene
set enrichment, and network analysis [15-17]. Therefore, the
selection of gene features is a crucial step in scRNA-seq analysis
pipeline, and can greatly impact downstream computational
analyses and data interpretation [18, 19] (Figure 1).

We summarize the importance of gene feature selection in
scRNA-seq analysis in three aspects. First, in terms of biological
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Figure 1. A diagram showing typical unsupervised analysis of single-cell gene expression data with or without gene feature selection. Clustering analysis is the task of
grouping individual cells such that cells in the same cluster have more similar gene expression levels to each other than to those in other clusters. Trajectory analysis
is the task of computationally inferring the pseudotime order of individual cells along developmental trajectories. In general, unsupervised analysis of single cells has
increased accuracy when performed after gene feature selection. We refer readers to previous review articles [15, 20, 21] for a more complete workflow of scRNA-seq

analysis starting from processing of raw data.

interpretation, accurate identification of gene features can help
reveal heterogeneous cell populations and unique gene expres-
sion patterns in specific cell types or cell states. In particular,
isolating informative genes of rare cell populations is the key
to detecting novel cell types [22]. Second, in terms of statistical
modeling, gene selection can help overcome the so-called curse
of dimensionality problem and explore cellular similarities in
a lower dimensional space where cell-cell distances are more
reliable. For example, two fundamental unsupervised learning
tasks, clustering analysis and trajectory analysis [23, 24], both
heavily rely on the ability to faithfully model cellular similarities
given informative gene features [16] (Figure 1). Genes whose
actual abundance does not vary among different cell types or
cell states only contribute technical noises to the calculation of
cellular similarities, compromising the accuracy of unsupervised
analyses if not being excluded (Figure 1). Thus, a major goal of
gene feature selection is to remove these non-relevant genes and
retain those functionally important to the biological variability
in the data. Third, in terms of computational efficiency, gene fea-
ture selection can significantly reduce the memory consumption
and computational time of dimensionality reduction methods,
especially nonlinear methods such as tSNE [25] and UMAP [26].
Even though feature selection has been routinely used as an
intermediate step to solve diverse statistics and bioinformatics
problems [27, 28], selecting gene features from single-cell gene
expression data presents several unique challenges. First, read
counts of the same gene in different cells are subject to cell-
specific technical variability, so these counts cannot be treated
as identical samples from the same underlying distribution.
Thus, normalization needs to be either performed before the
modeling step or incorporated into the statistical models [29, 30].
Second, single-cell gene expression data are highly sparse as a
combined result of gene expression stochasticity, false negatives
(the so-called ‘dropouts’, indicating genes whose transcripts are
expressed in a cell but undetected in its mRNA profile), and over-
amplification [2, 31, 32]. As a consequence, the gene selection
methods need to account for the overdispersion of read counts
resulted from the above factors. Third, scRNA-seq experiments

are also subject to unexplained technical noises [33, 34], making
it challenging to identify gene features that show genuine biolog-
ical variability in their expression between different cell types or
cell states.

In this article, we review the recent advances in gene
selection methods for analyzing and modeling single-cell gene
expression data. As gene selection is performed before cell
labels are obtained in most cases, we focus on the context of
unsupervised learning, where gene features are selected by eval-
uating the distribution and variance of gene expression levels. In
summary, we divide the existing methods into three major cat-
egories: empirical-distribution-based, generative-model-based
and distribution-free. The key characteristics of these methods
are summarized in Table 1. For each category of methods, we
first introduce the statistical assumptions and approaches that
are shared by most methods, then discuss those that are unique
to specific methods. In addition to the methods summarized
in Table 1, there are single-cell studies that select genes purely
based on known gene signatures [35]. There are also feature
selection approaches embedded in computational methods for
downstream analysis, such as clustering [36] and trajectory
inference [37]. We do not include these two types of methods
as they are less generalizable for future method development
and have relatively limited applications in real practice.

The feature selection problem in scRNA-seq
data analysis

Notations

We first introduce a set of notations used throughout our dis-
cussion. After alignment, the summarized read (or UMI) counts
in single cells are denoted as an m x n matrix

X11 X12 e Xin
X21 X22 e Xon
X = [Xij] = . . . ) (1)
mxn . . .
Xm1 Xm2 e Xmn
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Table 1. Gene feature selection methods for unsupervised analysis of single-cell gene expression data

g —— “oun . — H hesi
Method Applicability Normalization 5 (‘(‘)u t. Ranking Criteria Default threshold potlicsis Reference
< Distribution est Av
A. Empirical-distribution-based methods
DISP (Seurat) UMTI/read Library size normalization \ Log(variance/mean) Top 2000 genes \ 2015 [38] (CRIXN)
MVP (Seurat) UMI/read Library size normalization \ Z statistic of (variance/mean) Z statistic > 2 \ 2015 [38] (CRl}AN)
Normalization & log Difference between global variance [Neighborhood variance < R
SLICER UMread transformation k and neighborhood variance sample variance \ 2016 [40] (CRAN)
. . o Negative  |Difference between sample CV and Tail probability of R
scVEGs UMI Library size normalization Binomial expected CV difference < 0.01 \ 2016 [43] (GitHub)
scran UMI/read | brary size normalization \ Significantly correlated HVGs \ \ 2016421 |.. R
& log, transformation Bioconductor)
VST (Seurat) UMI/read \ \ Variance of standardized counts Top 2000 genes \ 2019 [39] (Cle%N)
scGEAToolbox UMI DESeq2 normalization \ Difference between sample \ \ 2020 [45] | MATLAB
statistics and fitted values package
B. Generative-model-based methods
B.1. Methods requiring spike-ins
Brennecke UMI \ Poisson P value of squared CV \ Chi-squared 2013 [33] R
test (Script)
. Poisson Tail posterior probability of Upper tail posterior R
BASICS UMI } (with prior) biological variance probability > 2/3 \ 20151341 Bioconductor)
B.2. Methods not requiring spike-ins
: Negative Difference between sample and R
NBDisp UMI | Binomial expected dispersion ' ' 2019390 Ymioconductor)
Negative . . R
NBDrop UMI \ Binomial P value of dropout rate \ Binomial test | 2019 [50] Bioconductor)
Negative 5 : R
sctransform UMI \ Binomial Variance of Pearson residuals Top 3000 genes \ 2019 [49] (CRAN)
Townes UMI \ Multinomial Binpmial dev1anc§, or:Fyvalueiof \ Deviance test | 2019 [51] . R
the deviance Bioconductor)
. Z statistic of dropout rate, or the Z statistic > 2, or . R
HIPPO UMI \ Poisson Poisson deviance deviance > 150 Deviance test | 2020 [24] Bioconductor)
C. Distribution-free methods
5 . : . . . Tail probability of Gini R/Python
GiniClust UMI/read Library size normalization \ Normalized Gini index index < 0.0001 X 2016 [53] (GitHub)
Any normalization method . y ; Tail probability of log- R
M3Drop read that preserves zero counts i The:estimated Michaelis parameter normal distribution < 0.05 i 2019.[50] (Bioconductor)
EDGE UMIjread | 0Pty size normalization \ Information entropy \ \ 2020 [52] | R (GitHub)
& log, transformation

where x; is the read count of gene i in cell j, m is the number of
genes, and n is the number of cells. Given a count matrix X, we
introduce several commonly used statistics. The sample mean
of gene i is denoted as

- 1<
Xi=+ inj , @
j=1
and the sample variance is
1 n
2 __ . v.\2
o= g 2l R ()

The corresponding population mean and variance are denoted
as u; and o?, respectively. In addition, gene i’s frequency of zero
counts is calculated as

To be consistent with several methods that model the frequency
of zero counts, d; is also referred to as the observed dropout
rate of gene i. Depending on the models being used, some gene
selection methods need to perform normalization and/or log
transformation on the observed count matrix before the selec-
tion metrics can be calculated. With a slight abuse of notation,
for each method we will describe whether counts are normalized
and use X to denote either the observed or normalized count
matrix.

Empirical-distribution-based methods

Empirical-distribution-based methods directly calculate sum-
mary statistics of all genes based on the empirical distribution
of gene expression across single cells, and then select gene
features by ranking these summary statistics. Commonly
used statistics include empirical gene expression variance or
dispersion, so those genes with high ranks are often referred to
as highly variable genes (HVGs). Empirical-distribution-based
methods are computationally efficient and do not require
any prior knowledge of genes involved in relevant biological
processes, but they usually need an arbitrary threshold on
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the summary statistics or feature number to select genes
from the ranked list. In this subsection, we summarize seven
methods that implement empirical-distribution-based gene
selection (Table 1A). Four of them are stand-alone gene selection
methods and the other three perform gene selection as an
intermediate step in scRNA-seq analysis. These seven methods
are characteristic of empirical-distribution-based methods used
in real practice.

DISP, MVP and VST

We first introduce three methods provided by the Seurat package
[38, 39]. It is also worth noting that the Python toolkit SCANPY
[40] reproduces the implementations of Seurat for gene selec-
tion. The first method is DISP (short for dispersion) and it is
applied to the count matrix after library size normalization. The
DISP method performs gene selection based on log transformed
gene expression dispersion, which is defined as the variance-
to-mean ratio s?/X;. Genes with larger expression dispersion are
selected with higher priority. This method is connected to the
Negative Binomial models that will be discussed in the next
subsection, which use the dispersion parameter to account for
possible overdispersion of read counts.

The second method is MVP (short for mean-variance plot),
which tries to identify variable genes while controlling for the
relationship between gene expression variability and expres-
sion mean. Its rationale is to pool genes with similar average
expression into several subsets and then calculate expression
variability within each subset. The MVP method is applied to
the normalized count matrix. It divides genes into B equal-sized
subsets based on their natural logarithmic average expression
log(X;). MVP calculates a Z statistic of the gene expression dis-
persion for gene i, using the mean expression and standard
deviation of the subset that gene i belongs to:

2 2
A T
X; \Sbi\ (l':l'ESb() Xy

2
BT e 1 > s
S, 11 2iitesy) \ Xy~ Byl 2liiieSy) X,

Zi =

: ()

where Sy, is the subset that gene i belongs to. Genes are finally
ranked based on the Z statistics.

The third method is VST (short for variance stabilizing trans-
formation), which accounts for the variance-mean relationship
of gene expression with a regression model. VST first com-
putes the gene expression mean X; and variance s? using the
observed counts and then applies logy, transformation on both.
Next, it uses a LOESS regression model [41] to fit the relation-
ship between them, with logarithmic variance (log,,(s?)) as the
response and logarithmic mean (log,,(X;)) as the predictor. We
denote the estimated variance by the regression as v? for gene
i. Using the estimated variance, VST standardizes read counts
without removing higher-than-expected variation. It calculates
a Z statistic of geneiin cell j as

Xijj — Xl'

Ui

(6)

Zjj =

To reduce the impact of technical outliers, VST clips the Z statis-
tics to a maximum value of /n (n is the cell number). Then, for
each gene i, it computes the variance of the Z statistics across
all cells, which is denoted as ¥?. Finally, genes are ranked based
on 7?2

scran

Next, we introduce the gene selection method provided by the
scran package [42]. scran first normalizes the observed counts
by library size and then applies log, transformation to the gene
expression. It then selects HVGs with two major steps: (i) iden-
tifying HVGs, and (ii) identifying highly correlated gene pairs
among the HVGs. In the first step, scran searches for HVGs while
accounting for the variance-mean relationship of gene expres-
sion, which is achieved by fitting a polynomial or LOESS [41]
curve between the gene expression variance and the expression
mean across all genes. We denote the estimated variance as v?
for gene i. Then, scran defines the biological component of gene
i’s expression variance as s? — v?, which is used to rank and
select HVGs. In the second step, scran tries to remove falsely
identified HVGs caused by random noise. Among the candidate
HVG set, the correlation between every gene pair is quantified
by a modified version of Spearman’s correlation coefficient. The
significance of the correlation coefficients is assessed with a
permutation method, and significant HVG pairs are those with p
values < 0.05 after false discovery rate (FDR) correction. Then,
only genes that are significantly correlated with at least one
other gene are retained as the final HVGs, whereas other genes
are excluded from downstream analysis.

scVEGs

The fifth method, scVEGs [43], identifies HVGs while account-
ing for the relationship between genes’ coefficient of variation
and mean expression levels. scVEGs is applied to the count
matrix after library size normalization. Inspired by the Negative
Binomial distribution, scVEGs proposes an additive model for
expression variation to decompose it into technical and biologi-
cal components. It assumes the following relationship between
the population expression variance and expression mean

1
of =i+ Tuf +bu = pui+ant, )

where r denotes the dispersion parameter, bu; denotes an addi-
tive technical noise component, and g = 1 +b, « = 1.1t follows
that

1
log,o(C) = 5 1ogio(2 +a), ®

where C; is gene i’s coefficient of variation (CV). Then, scVEGs
uses sample CVs (s;/X;) and sample means (X;) to estimate § and
& by fitting a local regression model with the R package locfit [44].
Finally, scVEGs ranks genes based on the difference between the
sample CVs and the fitted values from the regression model.

scGEAToolbox

The sixth method, scGEAToolbox [45], also controls for the
variance-mean relationship of gene expression as scran and
scVEGs do. scGEAToolbox considers three sample statistics of
each gene: expression mean X;, coefficient of variation s;/X;, and
dropout rate d;. After normalization, it fits a spline function
based on piece-wise polynomials to model the relationship
among the three statistics, and calculates the distance between
each gene’s observed statistics to the fitted 3D spline surface.
Genes with larger distances are ranked higher for feature
selection.



SLICER

The seventh method that selects genes based on the empirical
distribution of gene expression is SLICER [46]. It aims to select
genes whose expression shows more gradual variation across
neighboring cells than at a global scale. SLICER first calculates
genes’ mean expression (X;) and variance (s?) after performs nor-
malization and log transformation. Then, it identifies K nearest
neighbors of each cell based on cell-cell distances of normalized
gene expression levels. Given the K-nearest neighbor graph, it
computes the neighborhood variance of each genei as

1 n
nkK—-1

‘ >y —xi) ©)

J=1 k=1

@ =

where k; is the index of the k-th nearest neighbor of cell j. Finally,
SLICER selects all genes whose overall variance is greater than
the neighborhood variance (s? > g?) as the retained features.

Generative-model-based methods

In this subsection, we introduce generative-model-based
methods, which use generative statistical models to describe the
joint probability distribution of read counts and subsequently
select gene features based on estimated gene expression
parameters (Table 1B). Unlike empirical-distribution-based
methods, generative-model-based methods first set up models
and assumptions for gene expression and read generation
processes, and then derive parameter estimates that can be
used to identify HVGs. Some methods also provide inference
tools for testing the significance of HVGs, eliminating the
need to arbitrarily set a threshold on estimated parameters for
gene selection. Compared with empirical-distribution-based
methods, generative-model-based methods are often computa-
tionally more intensive, but they have the following advantages.
First, they are more flexible to account for various sources of
cell-specific effects. Second, they are able to borrow information
across cells and/or genes, leading to more robust estimates
given sparse and noisy single-cell gene expression data. Third,
they allow decomposition of gene expression variability into
biological and technical components, enabling the selection of
gene features based only on biological variability. Even though
some empirical-distribution-based methods, including scran
and scVEGS, also involve the concept of estimating biological
variation, generative-model-based methods allow explicit and
separate models for the gene expression process and read
generation process during estimation.

An important factor for selecting a proper generative-model-
based method is whether or not extrinsic spike-in control genes
have been used in the scRNA-seq experiments. If included in
the experiments, the spike-in transcripts are added to each cell’s
lysate with theoretically constant and known concentration [47].
Therefore, we further divide generative-model-based methods
into two subcategories, depending on whether the methods use
the read counts of spike-ins in their models. Normally, meth-
ods that require spike-in information use the read counts of
nonbiological spike-in genes to quantify the effect of techni-
cal noises such as molecular capture efficiency or other unex-
plained sources, and then use the estimated technical effect
to decompose the variability of biological genes into technical
and biological components. In contrast, methods that do not
require spike-in information directly use overdispersed models
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to account for biological and technical variability of biological
genes.

Methods requiring spike-in information

We first introduce two methods developed to select HVGs given
the availability of synthetic spike-ins in scRNA-seq experiments
(Table 1B.1). The first method was proposed by Brennecke et
al. [33], and we refer to it as Brennecke for short; the second
method is BASICS [34]. We first discuss the common statistical
framework shared by both methods, then discuss the addi-
tional assumptions and modeling steps that are unique to each
method. When spike-in information is available, we assume
there are totally m + m; gene features, including m biological
genes and m; spike-in genes (or technical genes).

Both Brennecke and BASICS work with summarized UMI
counts, and they use the Poisson distribution to model the read
counts of biological and spike-in genes. Their major statistical
model can be summarized as:

i=1,....mj=1,...,n

| Poisson(y;Qy), (10)
gl i=m+1,....m+msj=1,...,n "’

Poisson(y;;Qj),

where y; and y; denote the library-specific effects; Q; and Q; rep-
resent the abundance of transcripts from a biological or spike-in
gene in library j, respectively. Since the abundance of spike-in
genes is only subject to technical variability, but the abundance
of biological genes is subject to both technical and biological
variability, different assumptions are applied to Q; and Q;. Both
Brennecke and BASICS use spike-ins to estimate the technical
effects, which are then used to deconvolve the variability of
biological genes into technical and biological components.

Brennecke

Based on model (10), Brennecke further assumes that the
expected abundance of each spike-in’s transcripts is the same
across libraries, and the variance of each spike-in’s abundance
depends on its mean through a quadratic function:

E(Q}) = mi

Val’(QS):ﬂ/.Ll‘-I—O[;LI-Z i=m+1,....m+m,j=1,...,n, (11)
s A s

]

where p; is the expected abundance of spike-in i in each library;
B and « are parameters to be estimated; y is the library size
normalization factor (as defined in the DESeq2 method [48])
calculated only using spike-in genes. For biological genes, in
addition to the variability of Q; (the transcript abundance of bio-
logical gene iin library j), Brennecke also considers the variability
of Ry (the transcript abundance of biological gene i in cell j). To
summarize, Brennecke models biological genes by integrating
the following assumptions with model (10):

E(Ry) = i

Var(Ry) = C7uf

E(QU"RU)=¢!}'RI'}' 1'=1,,..,m;j=1,~~~,n, (12)
Var(Q;lRy) = Agjui + ap?u?

=

where C? is the squared coefficient of biological variation for
gene i; ¢; denotes the proportion of biological transcripts in cell j
extracted to library j; y; is the library size normalization factor
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calculated only using biological genes;  and & are estimated
using spike-in genes. Note that a key assumption in this step
is that conditional on a biological gene’s abundance in cell j (Ry),
the expectation of its abundance in library j, E(Q;|R;;), depends
on the ratio of extracted biological transcripts to the amount of
spike-in transcripts.

Given parameters estimated with the above model, Bren-
necke detects HVGs based on the relationship between the esti-
mated gene expression mean (ji;) and squared coefficient of
variation (C‘lz) (i = 1,...,m). It defines HVGs as genes whose
expression variability substantially exceeds expected technical
variability. This detection is achieved by a hypothesis test. The
null hypothesis is Ho : C? < C%, meaning that a gene’s biological
CV? does not significantly exceed a predetermined level CZ.
Under Hy, it constructs a test statistic that approximately follows
a x? distribution with n — 1 degrees of freedom, from which the
p value can be derived.

BASICS

The BASIiCS method is also based on model (10), but is formu-
lated under a Bayesian framework. For spike-in genes, it assumes
that the unexplained technical noise (modeled with 6) depends
on library-specific effects, and influences the abundance of all
genes in a library in the same manner. Therefore, BASIiCS models
the spike-in genes’ abundance as follows:

Q=i
=y i=m+l.,m+mg,j=1,...n, (13)
¥ 1¥5,6 ~ Gamma(j,

>

1
&)

where u; is the transcript abundance of spike-in gene i in each
library; v; is the expected molecular capture efficiency of library
j; 0 is a hyperparameter denoting the strength of unexplained
technical noise. For biological genes, the key assumption in
BASICS is that the transcript abundance of biological gene i in
library j is affected by the total cellular mRNA content, which
is modeled through ¢;, and the heterogeneous expression of the
gene across cells, which is modeled through p;. BASiCS models
the biological genes’ abundance as follows:

Qj = pipjj

0ij18i ~ Gamma(a—li, 51‘)
vi £

¥il®j, ¥j,6 ~ Gamma(2, ﬁ)

(14)

where p; is the normalized transcript abundance of biologi-
cal gene i in each cell; p; is a measure representing biological
variability of gene expression across cells; §; is a gene-specific
hyperparameter; ¢; is a cell-specific factor representing the total
mRNA content in cell j.

Given the above model, BASiCS decomposes the variance of
each biological gene’s read count, x;;, into three components:
the variance introduced by the biological cell-to-cell hetero-
geneity (8 (0 + 1)(¢j¥jri)?), the sequencing process (gjy;ui, based
on the Poisson model) and the unexplained technical sources
(6(¢j¥ji)?). Therefore, HVGs can be selected by comparing ¢,
the proportion of read counts’ variation that is explained by

biological cell-to-cell heterogeneity in a typical cell:

56+ 1)
(median({¢; w}-}]“:lu,-)-l +0+8(0+1)°

Gi= (15)

BASICS quantifies the evidence of a gene being highly variable
using the upper tail posterior probabilities of ¢;. Given a threshold
¢y on the proportion of biological variation and an evidence
threshold oy, it selects HVGs such that

P(gi > ¢ulX) > an . (16)

Methods not requiring spike-in information

In this subsection, we introduce five generative-model-based
methods that only need the count matrix of biological genes to
select gene features (Table 1B.2). Three of these methods have
the same basic assumption that the read count of each gene in
each cell follows a Negative Binomial (NB) distribution:

X{jNNB(,LLU',]’i), i:l,...,m;j:l,...,n, (17)

where u; is the unknown true abundance of gene iin cell j, and
ri is the dispersion of gene i’s expression. Therefore, the variance

2
of geneiin cell j is uj; + MTJ
i

sctransform

We first introduce sctransform [49], which was developed to
model UMI counts based on the assumption of NB distribution.
The first step of sctransform is to fit a generalized linear model
(GLM) for each gene by integrating model (17) with the following
assumption:

log(uij) = Boi + rilogy ¥ » (18)

where y; = >, x; is the total number of UMI counts in cell j. This
step aims to correct for different sequencing depths among the
cells. After fitting the GLM, we denote the estimated parameters
as foi, f1i and ;. The second step of sctransform is to address
the overfitting issue caused by unconstrained NB models used in
the first step. To share information across genes, it constructs a
separate kernel regression model to fit the global trend between
each of the three parameters (,30{, B and 7;) and gene expression
mean. The regularized parameter estimates, denoted as f;, f1i
and 7;, are the fitted values from the regression models. These
regularized parameters are then used to standardize the counts
in the third step. In this step, sctransform standardizes the UMI
counts to obtain Pearson residuals:

Xij — Qj

Z{j = ) (19)

where f4j = exp(Boi + iilog,,¥), and &; = /iy + ”7" In par-
ticular, a positive residual of a gene in a cell suggests that
more UMIs are observed than expected, after accounting for the
gene’s mean expression and sequencing depths. To reduce the
impact of outlier counts, sctransform then clips the absolute
Pearson residuals to a maximum value of 4/n. In order to select
HVGs, sctransform ranks genes by the variance of their Pearson
residuals.



It is worth mentioning that sctransform can be viewed as a
model-based extension of the VST method. In VST, the estima-
tion of gene expression mean and regularized variance is based
on sample mean and variance, whereas in sctransform, the
estimation is based on an NB model to account for sequencing
depth.

NBDisp and NBDrop

The second and third methods, NBDisp and NBDrop [50], are
also based on the assumption of NB distribution. For gene i,
they first estimate the mean and dispersion parameters in the
NB model, which we denote as ji; and #;. Next, NBDisp selects
gene features based on expression dispersion whereas NBDrop
is based on dropout rate. NBDisp fits a linear regression model
between the estimated dispersion and log transformed mean
expression across all genes

log(fi) = o + B1 log(iy) - (20)

It then uses residuals from this regression model to rank genes
and select those with highly dispersed expression. In contrast,
NBDrop calculates the expected dropout rate of gene i as

and then obtains p values of observed dropout rates (d;) based on
a Binomial model.

HIPPO

The fourth method, HIPPO [24], leverages zero proportions in the
count data to detect cellular heterogeneity and identify gene
features. In contrast to the above three methods that assume an
NB distribution, which is a compound Poisson-Gamma distribu-
tion, HIPPO uses a finite mixture of Poisson distribution to model
the UMI counts. It considers the gene selection problem in the
context of hypothesis testing. For each gene, the null hypothesis
assumes that its expression is not subject to biological variabil-
ity, and its counts follow a Poisson distribution: x; ~ Poisson(;),
where 1; is the mean parameter (i = 1,...,m). The alternative
hypothesis assumes that its expression presents biological vari-
ability, and the counts follow a mixture Poisson distribution:
Xj ~ Zf‘zl mPoisson(ri), where K; > 1 indicates the number
of cell subpopulations, 7, and 1y are the proportion and mean
parameter for the corresponding subpopulation, respectively. To
test the hypotheses, HIPPO evaluates if the observed dropout rate
of a gene, d;, is significantly larger than the expected proportion
under the null hypothesis, exp(—2i). The test statistic is a Z
statistic, and genes can be selected by ranking the Z statistics or
setting a threshold on their corresponding p values. In addition
to this criterion, HIPPO also allows the selection of genes based
on a deviance statistic derived from the Poisson model.

Townes

The fifth method uses the Multinomial distribution to model
the UMI counts [51]. We refer to the method as Townes for
short. Townes assumes that the UMI counts in each cell follow a
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multinomial distribution,

m
(X4j, Xaj, - -+ , Xmj) ~ Multinomial(y; = ZXU, {4, ..., Tmj}),
i=1

m
Smy=1, j=1,-,n, (22)
i=1

where y is the total UMI count in the cell j, and =y is the
unknown true relative abundance of gene i in cell j. Ignoring
the correlation between the genes (as m’s are small), Townes
further approximates the count distribution of gene i in cell j
with a Binomial distribution: x; ~ Binomial(y;, 7;). Like HIPPO,
Townes also selects HVGs in the context of hypothesis testing.
The null hypothesis is that a gene’s true relative abundance is
constant across cells: 7y = m;1,j = 1,---,n. A deviance statistic
can be derived based on the Binomial model under the null
hypothesis to assess the goodness of fit. Although Townes et al.
suggested to directly select genes by ranking them according to
their deviances, it is also possible to obtain p values of the genes
using the Binomial deviance.

Distribution-free methods

In addition to empirical-distribution-based methods and
generative-model-based methods for gene feature selection,
there are also methods adapted from other commonly used vari-
ability measures to identify gene features. These methods often
do not assume a specific statistical model, and instead directly
calculate a dispersion measure to quantify the variability of gene
expression in single cells. We focus on three methods, among
which EDGE [52] uses the entropy measure in information theory,
GiniClust [53] uses Gini index from economics, and M3Drop
[50] derives a measure based on the Michaelis-Menten kinetics
model [54].

EDGE

EDGE [52] is an ensemble method for simultaneous dimensional-
ity reduction and feature gene extraction. Here we only discuss
its feature gene selection procedure. EDGE first normalizes the
count matrix by library sizes and then applies the log, transfor-
mation. Then, the gene selection procedure takes L sets of single
cell partitions as the input. Each partition is a grouping of all
cells into nonempty and nonoverlapping subsets, and is inde-
pendently learned by randomly selecting B genes as the features
and comparing cellular similarities based on the normalized
expression of the selected B genes. Based on each partition, a
binary similarity matrix is constructed with 1 indicating that
the corresponding two cells are assigned to the same cluster. A
clustering algorithm based on a nearest neighbor graph is then
applied to the average similarity matrix across the L partitions.
We use T to denote the number of obtained cell clusters. Next, for
the ¢-th partition, the entropy of its selected B genes is calculated
as

1 Hy T
E = 1_Tg Z(_ Zpth logpth) ’ (23)
h=1 t=1

where H, is the number of cell groups in partition ¢, and p;, is the
proportion of the t-th cell cluster in the h-th cell group. It then
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calculates the entropy of each gene i as

>, E/1{gene i used by I-th partition)

i=1,---,m. (24)

Zf;=1 1{gene i used by I-th partition} ’

Let . and o, be the mean and standard deviation of e;. EDGE uses
e — 1.50, as the cut-off value on the entropy scores to select top
gene features. In addition to EDGE, there are also discussions
of using information theory measures to select gene mark-
ers in the context of supervised learning, when cell labels are
known [55].

GiniClust

GiniClust [53] was designed to identify rare cell types using
single-cell gene expression data, and it includes a gene selection
procedure based on the Gini index [56]. Its developers have
found that the Gini index could effectively identify rare cell-
type-specific genes. The procedure consists of three steps. In the
first step, the Gini index is calculated using normalized gene
expression levels. For each gene i, GiniClust ranks the single
cells based on the gene’s expression level from the lowest to
the highest. A Lorenz curve [56] is then obtained to represent
the relationship between the gene’s accumulated expression
levels and cell proportions. The x-axis of the curve denotes the
proportion of cells taken from the top of the ranked list, and the
y-axis denotes the ratio between the summed gene expression
levels in these cells and the summed gene expression levels in
all cells. Next, the Gini index, G;, is defined as two times the area
between the Lorenz curve and the diagonal curve (y = x). In the
second step, GiniClust normalizes the Gini indices calculated in
the first step to remove the correlation trend between the Gini
index and the genes’ maximum gene expression levels. This is
achieved by a LOESS regression model, and the normalized Gini
index G; is calculated as the residual from the LOESS regression.
Finally, GiniClust selects gene features by ranking the normal-
ized Gini index or by thresholding tail probabilities estimated
with a Gaussian approximation.

M3Drop

Lastly, we introduce M3Drop [50], which performs gene feature
selection based on the Michaelis-Menten kinetics model, after
normalizing the read counts. M3Drop assumes that dropout
events are due to failure of the reverse transcription, a sim-
ple enzyme reaction, and thus should be modeled using the
Michaelis-Menten equation,

d=1-_—"_, (25)

where K; is a parameter representing the expected expression
level of gene i when the dropout rate is 50%, and d; is the observed

dropout rate of gene i. It follows that K; = ff;' In addition,
;

Kn+X;
across all genes, and we denote the estimate as K. For gene i,
M3Drop determines if the gene-specific parameter significantly
differs from the global parameter using the tail probabilities of
(Ki — Kum) calculated based on a log-normal approximation.

M3Drop estimates a global parameter Ky by fittingd; =1 —

Comparing gene feature selection methods
used in real practice

A summary of gene selection methods used in real
practice

To find out the choices of gene selection methods in real practice,
we surveyed 415 studies published in 2020 or the first quarter of
2021, based on a curated database of published single-cell tran-
scriptomics data [57]. Among these studies, 314 described the
gene selection methods used before unsupervised downstream
analyses such as clustering or trajectory analysis (Figure S1A).
We found that Seurat is currently the most commonly used pack-
age, with more than half of the studies using it (DISP, VST, or MVP)
for feature selection. The second most popular tool is sctrans-
form, which has also been implemented in the Seurat package.
Another frequently used tool is SCANPY [40], which is a Python-
based toolkit for analyzing single-cell gene expression data. We
have also noticed studies that proposed their own statistics for
selecting HVGs [58, 59]. Like many methods discussed in this
article, they define a dispersion statistic after accounting for the
mean-variance relationship in single-cell gene expression data.

We also summarized the number of gene features selected
in the above studies (Figure S1B). Overall, 153 studies have
reported the number of selected genes. The minimum number
of used gene features was 242 [60], and the maximum was 16
471 [61]. More than 65% studies chose 1000-3000 gene features,
and this is possibly because the default number set in most
software is within this range. In cases where multiple single-
cell gene expression datasets were analyzed in the same study,
researchers often selected 1000-2000 feature genes in each
dataset, and then either took the union or the intersection of
these genes as the selected gene features [62, 63].

Comparing gene feature selection methods
with a case study

According to the above summary, most recent studies chose to
use software toolkits (such as Seurat and SCANPY) to perform
gene feature selection with default parameters in the software.
To investigate how the choices of gene selection methods and
selection criteria affect scRNA-seq analysis, we performed a case
study by evaluating the downstream clustering accuracy. We
used a scRNA-seq dataset (with UMI counts) from an R package
DuoClustering2018 [64, 65]. We chose this dataset because the
cell populations have been sorted by the flow cytometry technol-
ogy, providing ground truth information of true cell clusters. The
original dataset contains 3994 cells and 15 716 gene features. The
cells were grouped into eight cell types: B cells, naive cytotoxic T
cells, CD14 monocytes, regulatory T cells, CD56 NK cells, memory
T cells, CD4 T-helper cells, and naive T cells.

To evaluate the gene selection performance with data of
different sparsity levels, we considered three datasets in our
analysis: (i) the original count matrix (Dataset 1); (ii) subsetted
count matrix using 50% cells with the largest gene detection
rate from each cell type (Dataset 2); (iii) subsetted count matrix
using 50% cells with the lowest gene detection rate from each cell
type (Dataset 3). We included thirteen gene selection methods
that are directly applicable to the above UMI datasets in our
analysis. In addition to selecting genes based on software’s
default parameters, for nine methods that can output calculated
gene-wise statistics, we also tried to select different numbers of
gene features (500, 1000, and 2000) to better compare their perfor-
mance in different scenarios (see details in the Supplementary
Methods). For each dataset and gene selection method, we first
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Figure 2. A comparison of clustering accuracy based on gene features selected by different methods. The methods were compared based on their performance on
Dataset 1 (A, the original dataset), Dataset 2 (B, relative low sparsity level) and Dataset 3 (C, relative high sparsity level). For each dataset and gene selection method, the
clustering accuracy was measured by ARI using genes selected with default parameters or the top 500/1000/2000 genes ranked by the corresponding selection criteria.
Please note that only nine software tools allow users to select an arbitrary number of genes based on their output.

selected gene features, then applied Seurat to perform cluster-
ing just using the selected genes. The clustering accuracy was
evaluated using the adjusted Rand index (ARI) (Supplementary
Methods).

Comparing the thirteen gene selection tools with their
corresponding default parameters (Figure 2), we found that
scGEAToolbox and HIPPO had the best performance on data
with relatively low sparsity, whereas NBDisp and Towns were
the best on data with relatively high sparsity. Comparing the
same method’s performance with different number of selected
genes, we found that some methods, including sctransform,
NBDisp, scGEAToolbox, and GiniClust, were more sensitive to
the number of selected features, whereas Townes and NBDrop
were more robust (Figure 2). In addition, for NBDrop, scran, DISP,
and GiniClust, the default parameters did not always lead to the

highest clustering accuracy. Overall, generative-model-based
methods tended to have more advantageous performance when
data were sparser. Lastly, we also compared the computational
time of these gene selection tools, and all methods, except for
SLICER and scran, were able to finish the computation within
100 seconds (Figure S2).

Discussion

In this article, we summarize and discuss 17 computational
methods for selecting gene features in unsupervised analysis
of single-cell gene expression data, with unified notations and
statistical frameworks. These methods include seven empirical-
distribution-based methods, seven generative-model-based
methods, and three distribution-free methods that depend on
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popular uncertainty measures such as the Shannon entropy
and Gini index. Unlike empirical-distribution-based methods
that do not depend on distributional assumptions, generative-
model-based methods directly use count models to account for
biological and technical sources of variability, so they do not
need special normalization and data transformation before the
modeling step. Even though the two categories of methods use
different statistical frameworks, most methods account for the
relationship between gene expression variance and expression
mean to select truly informative gene features. Otherwise, genes
with high mean expression levels would have a greater chance
of being selected than those with low expression levels.

Our review provides the most comprehensive summary of
currently available gene selection methods in scRNA-seq analy-
sis. It is complementary to existing reviews that focused on a few
methods and computational performance in clustering analysis
[18, 19]. We focus on gene selection methods that have been
implemented as software packages or stand-alone functions.
There are also additional gene selection methods embedded
in tools for unsupervised analysis of single-cell gene expres-
sion data [58, 66]. For example, STREAM [67] internally imple-
ments empirical-distribution-based gene feature selection to
reconstruct single-cell trajectories. RaceID3 [68] also uses an
empirical-distribution-based gene selection method before per-
forming clustering analysis.

Our survey of recently published scRNA-seq studies shows
that the majority of these studies used software toolkits for
scRNA-seq analysis, such as Seurat and SCANPY, to perform
gene feature selection. However, it is yet unclear which selec-
tion method would lead to the optimal performance for dif-
ferent downstream analyzing tasks. In addition, evaluation of
whether and how the number of retained gene features influ-
ences downstream analysis is also in need to optimize the
current practice for feature selection. Our case study, based on
one real dataset of peripheral blood mononuclear cells and the
clustering method in Seurat, demonstrates that the generative-
model-based methods tend to outperform the others when data
is relatively sparse. Our analysis also shows that it would be
helpful to output calculated selection statistics in addition to
an arbitrary list of selected genes, allowing users to adjust the
number of selected gene features when the default settings do
not lead to a satisfying performance. When additional data with
ground truth cell type labels and spike-ins become available, it
would be interesting to investigate if the same conclusions hold
for other datasets and clustering methods. As multiple simula-
tion tools have become available to generate synthetic single-
cell gene expression data under various experimental settings
[69-71], we anticipate that these gene selection methods can
be comprehensively benchmarked across sequencing platforms
and for various downstream analyzing tasks.

In addition to scRNA-seq technologies for profiling single-
cell transcriptomes, other methods have also emerged to profile
DNA modifications, DNA accessibility, chromosome organiza-
tion and proteomes in single cells [72]. As the identification of
cell identities or cell states is a key step in unsupervised analysis
of single cells, the gene selection methods developed for scRNA-
seq data could be modified and extended to identify highly
variable proteins or variable peaks resulted from epigenome
profiling [73, 74]. Meanwhile, as spatially resolved transcriptomic
methods have become available [75], the additional layer of
spatial localization information leads to a new computational
problem. That is, to identify spatially variable genes that have
expression patterns associated with spatial coordinates [76, 77].
In summary, we expect this article to provide a useful summary

to practitioners in the field about the applicability and key
assumptions of major gene selection methods. It also summa-
rizes the statistical frameworks used in single-cell gene selection
for method developers.

Key Points

® Gene feature selection is a key step in unsupervised
analysis of single-cell gene expression data in order to
identify functionally important genes, reduce dimen-
sionality, and improve computational efficiency.
According to the statistical frameworks, gene selec-
tion methods for scRNA-seq analysis can be classified
as empirical-distribution-based methods, generative-
model-based methods, and distribution-free methods
that depend on popular variability measures such as
Shannon entropy and Gini index. These methods vary
in terms of their applicability, distributional assump-
tions, and gene selection criteria.
® Unlike empirical-distribution-based methods that
do not depend on distributional assumptions,
generative-model-based methods directly use count
models to account for biological and technical
sources of variability. Even though the two categories
of methods use different statistical frameworks, most
methods account for the relationship between gene
expression variance and expression mean to select
truly informative gene features.
® Generative-model-based methods often provide infer-
ence tools to select gene features based on a user-
selected threshold on the statistical significance,
whereas the other methods require a threshold on
a variance or dispersion measure to select gene
features.

Supplementary data

Supplementary data are available online at Briefings in Bioin-
formatics.

Data availability

The source code used to replicate our analysis is available
at this link: https://github.com/JieShengm/Feature_Gene_Se
lection.
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