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SUMMARY Content Distribution Networks (CDNs) 
are highly advanced features for the Internet, and provide 
low latency, scalability, fault tolerance, and load balancing. 
One of the most important issues to realize these 
advantages of CDNs is to consider dynamic content 
allocation to deal with temporal load fluctuation. The 
dynamic content allocation provides mirroring of contents 
in order to distribute user accesses. Since user accesses for 
contents change depending on time, the contents need to 
be reallocated. In this paper, we propose a cost-effective 
content migration method named as a Step-by-Step (SxS) 
Migration Algorithm in CDNs. We can dynamically 
relocate contents while reducing the transmission cost by 
using our content migration method. We show that our 
method accomplishes sufficient performance and reduces 
the cost in comparison with the conventional shortest-path 
migration method. Furthermore, we present six life cycle 
models of contents to consider more realistic traffic 
pattern to the simulation experiments. Finally, we evaluate 
the availability of SxS Migration Algorithm for the 
dynamic content reconfiguration using our method across 
time. 
Key words: content distribution network (CDN), Internet, 
content migration, dynamic content allocation, shortest 
path 

1. Introduction 

There has been an explosive increase in the number of 
users in multi-media networks, particularly in the Internet. 
Furthermore, the progress of access line, e.g., ADSL and 
optical fiber, has enabled users to obtain more bandwidth 
at reasonable price, and many content providers are 
providing more and more attractive contents. Content 
Distribution Networks (CDNs) have attracted growing 
interests [3], [7], [8]. A CDN is a network optimized to 
deliver specific contents, such as static Web pages, 
transaction-based Web sites, streaming media, or even 
real-time video or audio. It is essential to make efficient 
use of the limited network and the server resources to 
ensure that users can enjoy the service in a stress-free 
manner. Since user requests concentrate on specific 
servers including popular contents, an effective load 

balancing technique is essential to maintain high 
availability of networks and quality of service (QoS). 
Popular contents are frequently replicated in multiple 
servers or caches in the Internet to load origin servers off 
and to improve the response time of users. A CDN is 
useful to balance traffic among multiple servers within a 
network. Load balancing for both servers and a network is 
possible, if multiple copies of contents are provided in 
several servers at different locations and requests are 
distributed among these servers. 

One of the most important issues to realize these 
advantages of CDNs is the content allocation. Currently, 
the caching technology is well used in CDNs. However, 
we consider this is insufficient to adapt to users' demands 
that are explosively increasing. It is much more preferable 
solution to allocate multiple copies of contents in several 
servers geographically separated. Since the content 
allocation strongly affects the system cost and 
performance, it is quite important for content providers to 
find how they can efficiently allocate contents in their 
networks. In addition, requests for contents change 
depending on time. A large number of requests for 
particular contents which are not replicated to multiple 
servers may decrease load balancing performance in a 
network significantly. There have been many research 
works on the content allocation problem, but none of them 
have considered the load fluctuation across time [1], [2], 
[9], [10]. It is essential to dynamically reallocate contents 
in the server group of the network to maintain the benefit 
of load balancing. In recent works, dynamic content 
allocation methods have been widely considered for this 
reasons [4] ~ [6], [11], [12]. 

In this paper, we focus on the content migration method 
for dynamic content reconfiguration. The reconfiguration 
means to change the entire content allocation in the whole 
system. The reconfiguration of the entire content 
allocation obviously causes to increase a number of 
content migration and thus the transmission cost. As far as 
we know, it is hard to find out the research works on this 
issue. In this paper, we propose a Step-by-Step (SxS) 
Migration Algorithm. This SxS Migration Algorithm 
consists of the following two. 
1) A new reconfiguration model of the content allocation 

that makes it possible to reduce the transmission cost. 
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2) An effective migration algorithm that can be applied to 
this reconfiguration model. 

This reconfiguration model considers the time that it takes 
to carry out the reconfiguration as a constraint, and aims to 
minimize the reallocation cost within the restriction of the 
reconfiguration time. We compare SxS Migration 
Algorithm with the conventional shortest-path migration 
method, and show this SxS Migration Algorithm is 
efficient in terms of the cost and useful for CDNs where 
popularity of contents dynamically changes. Moreover, we 
present six life cycle models of contents to consider more 
realistic traffic pattern to the simulation experiments. 
Finally, we evaluate the validity of SxS Migration 
Algorithm for the dynamic content reconfiguration across 
time. 

The rest of this paper is organized as follows. We 
introduce the proposed content reconfiguration model and 
algorithm in section 2. In section 3, we show the 
comparison results of the proposal content reallocation 
method and the conventional method. We conclude this 
paper in section 4. 

2. SxS Migration Algorithm 

2.1 A System Model 

Fig.1 shows an example of a system model used in this 
paper. There exist n servers in the system, and each server 
is denoted by Si ( )ni ≤≤1 . It is assumed that each user in 
the system is connected to one of the servers, called a local 
server. The users are connected with the servers. Server Si 
has the storage capacity of SCi. We give a topology of a 
network by an adjacency matrix A(aij), whose elements 
have weights relating to the distance between a pair of 
nodes. We calculate the shortest path matrix Q(qij) from 
A(aij) for estimating the transmission cost and delay. 

There exist l communication links between servers in 
the system, and each link between the server Si and Sj is 
denoted by Lij. We define Bij as the bandwidth of the link 
Lij. The number of distinct contents in the system is m, and 
each content is denoted by Ck ( )mk ≤≤1　 . Also, it is 
assumed that the size of the content Ck is denoted by uk. 

The content allocation in the whole system is expressed 
by the allocation matrix whose elements is the 0-1 
variables FAik(t), which determine whether each content is 
allocated in each server. The 0-1 variable FAik(t) on the 
allocation of contents in the sever is defined in equation 
(1). 
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Fig.1  Example of CDN System Model 

 

2.2 Reconfiguration Model of Content Allocation 

In the content migration method, the problem we deal with 
is to select the best server from which we get a content to 
the other server and the best route to this server in terms of 
reducing the transmission cost. 

We propose the content reconfiguration model for this 
purpose. Here, we assume the old content allocation 
(Old_FA(t)) before the reconfiguration and new content 
allocation (New_FA(t)) after the reconfiguration are 
known and given using the allocation matrix defined 
above. The difference between the old and new content 
allocation gives us the sets of contents and servers to be 
allocated additionally ikFAA _ (t) and to be deleted 

ikFAD _ (t). 
We show an example of the migration method in Fig.2. 

The value on a link in Fig.2 is a distance between adjacent 
servers. The left figure shows the old content allocation 
before the content reconfiguration. The right figure shows 
the new content allocation after the content 
reconfiguration. In this figure, for example, the content C2 
is added to the server S1 after the reconfiguration, and thus 
A_FA12 = 1. Also, C3 and C5 is removed from S1 and thus 
D_FA13 and D_FA15 = 1. Using this figure, we explain 
how to reconfigure the content allocation in the 
conventional method. Suppose, we would pay attention to 
the content C1. The server S1 and S2 have the content C1 
before the content reconfiguration. On the other hand, 
after the content reconfiguration, the server S1, S5, and S6 
need to have the content C1. The conventional method 
determines the source and destination server depending on 
only the shortest route. Thus, the server S5 gets the content 
C1 from the server S1, and the server S6 gets the content C1 
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from the server S2. In our SxS Migration Algorithm, we 
attempt to reconfigure the content allocation more 
efficiently. First, the server S5 gets the content C1 from the 
server S1, and next, the server S6 can get the content C1 
from the server S5 which is closer. The reason why we 
select the server S5 first is that the distance from the server 
S1 to the server S5 is shorter than the distance from the 
server S2 to the server S6. Our algorithm first deals with 
the server that gets one content in the shortest distance. 
Consequently, we can reduce the total cost to migrate 
contents in the whole system. 

In this paper, we propose the reconfiguration model of 
the content allocation, such that the total cost in the 
reconfiguration of the content allocation in the whole 
system (the reconfiguration cost, hereafter) is minimized. 
Moreover, we consider the reconfiguration time that it 
takes to carry out the reconfiguration as a constraint. In the 
following, we give the details of the formulation of the 
objective function and the constraint. 
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Fig.2  Example of Reconfiguration Model 
 
(a)  Objective Function 
 
In this paper, we define the reconfiguration cost as the cost 
to change the old content allocation to the new content 
allocation in the whole system. We especially consider the 
transmission cost. However, we don’t consider the initial 
setup cost. It is assumed that the reconfiguration cost 

)(__ tCostFATotal  consists of the transmission cost CT(t) 
and the deletion cost CD(t). The transmission cost CT(t) is 
similar to that in [11]. Let Ctr be the transmission cost 
coefficient and Cd be the deletion cost coefficient. The 
total cost is formulated as follows.  
 

)2(
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The ikq min_  is the shortest path to migrate the content Ck 
to the server Si. 

( )illklik q  tFA_q ⋅+= )(minmin                   (3) 

Here, the 
l
+min  is the minimum function on the positive 

side and qil is the element of the shortest path matrix Q. 
 
(b)  Restrictive Condition 
 
We set the reconfiguration time as the restrictive condition 
regarding link capacity. Let T be the restriction of the 
content reconfiguration time and ijkE (t) be the 0-1 
variables whether each content migration uses each link. 
The expression of the restrictive condition is as follows. 
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2.3 Content Migration Algorithm 

We propose the content migration algorithm for the 
content reconfiguration, which can be applied to the 
reconfiguration model proposed in section 2.2. 

When each content needs to be migrated to multiple 
servers, this algorithm doesn’t migrate it to these servers 
simultaneously, but to each server incrementally. And thus, 
we can include the server which newly store the content in 
the candidate. This gives us more opportunities to select 
closer servers and reduces the transmission cost. 

In the following, we give a description of this algorithm. 
 
Step.1 Set   tFA_Old  tFAO ikik )()( =  

  tFA_A  tFAA ikik )()( =  
( )mkni tFA_D  tFAD ikik ≤≤≤≤= 1,1)()( 　

 

Step.2 Sort all added contents in the decreasing order of     
their content size. 

Step.3 Repeat Step.4~7 for the largest content Ck which 
is not migrated yet, until the migration of all 
added contents is completed. 

Step.4 List the combination of the source servers Sj for 
which jkFAO (t) = 1 and the destination servers Si 
for which ikFAA (t) = 1. 

Step.5 For each combination, find a shortest path 
between the source server and the destination 
server subject that all the links included in the 
path satisfies the restrictive condition. 

Step.6 Select the combination of the servers which have 
the shortest distance, and determine the 
destination server and the source server. 
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Step.7 Migrate the content from the source to the 
destination server, and update ikFAO (t) to “1” 
and the ikFAA (t) to “0”. 

Step.8 Delete contents from servers where ikFAD (t) 
equals “1”. We update All “1”s of ikFAD (t) to 
“0”s. 

 

3. Performance Evaluations 

3.1 Content Migration Methods for Performance 
Comparison 

In this section, we compare two methods, that are the SxS 
Migration Algorithm based on our proposal algorithm and 
the conventional method based on the shortest path. When 
content reallocation in the entire system (i.e. 
reconfiguration) is executed at every unit time to deal with 
load fluctuation, there exists different content allocation 
before and after the reconfiguration. When the old and 
new allocations are given, we carry out the reconfiguration 
using our proposal method and the conventional method. 

In the conventional method, contents are simply 
migrated along the shortest route. On the other hand, in 
the SxS Migration Algorithm, we migrate the content 
using our cost-effective proposed algorithm. Here, we 
don’t consider the multicast protocol in this paper. The 
multicast may use the UDP for the transport protocol in 
which no sophisticated control is implemented such as the 
retransmission control of data, the error control, the order 
control, the flow control, and the response confirmation. 
Consequently, the multicast is likely to increase the re-
delivery traffic, and decrease the reliability of data. 
 

3.2 System Parameters for Numerical Results 

We set the values of system parameters, considering video 
on demand (VoD), as follows. The capacity of each server 
is 100 (Gbyte) (SCi. = 100000). There exist 200 kinds of 
contents in the whole system (k = 200), and the size of 
each content is 300~700 [Mbyte] (uk = 300~700). Also, 
there must be at least one or more replicated copies of 
each content allocated in the system. The bandwidth of 
each link Lij has the identical value 100 [Mbps] (B =100). 
We assume the initial content allocation (Old_FA(t)) is 
determined randomly, that is, each file is allocated to at 
least one server up to the number of allocated contents 
(1000~9000) randomly. Similarly the content allocation 
after the reconfiguration (New_FA(t)) is determined 
randomly. The difference between the old and new content 

allocation lead the contents to be added (  tFAA ik )(_ ) and 
to be deleted (  tFAD ik )(_ ). 
 

We evaluate the total cost and the reconfiguration time 
with changing the number of contents, the number of links, 
the restriction of reconfiguration time, and the number of 
servers. In the next section, we show the comparison 
results of the conventional and the proposed method, and 
describe our considerations regarding these results. 
 

3.3 Performance Evaluation of SxS Migration 
Algorithm 

In this section, we evaluate the performance of our 
proposed method on a certain time when the content 
reconfiguration is carried out. We make 100 experiments, 
where network configuration is generated randomly. Each 
result in this section is an average. 
 
(a)  Reconfiguration Cost Characteristics 
 
We show the characteristics of the reconfiguration cost 
under the constraint condition. In Fig.3, we show the 
reconfiguration cost vs. the restriction of reconfiguration 
time T in the two methods. Here, there exist 50 servers (n 
= 50) such that servers have enough capacity to store all 
contents. The both old and new content allocations include 
3000 contents, where each content is allocated to 15 
servers among 50 servers on the average. The network 
model (I) has 150 links, which means this network is 
sparse. The network model (II) has 350 links, which is 
general. The network model (III) has 1000 links, which is 
dense. We use the same network models for the rest of the 
section. 
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In this figure, first we can see that the reconfiguration 
cost in our SxS Migration Algorithm is smaller than the 
cost in the conventional migration method. Second, the 
more the number of links is, the less the reconfiguration 
cost is. This is because we can select nearer servers as the 
number of links increases. We can say that our proposed 
method can reduce the reconfiguration cost more 
efficiently for sparse networks where the number of links 
is less. 

In terms of the influence of the constraint, when the 
restrictive time for the content reconfiguration is long 
enough, the total cost in the proposal method is smaller 
than in the conventional method. However, when the 
restrictive time is very short, the reconfiguration cost in 
the proposal method is almost similar with in the 
conventional method. We can consider that the stricter the 
restrictive time is, the less capacity of links the algorithm 
can obtain. Consequently, it becomes difficult to select 
nearer servers and the transmission cost increases even in 
the SxS Migration Algorithm. 
 
 (b)  Reconfiguration Time Characteristics 
 
In Fig.4, we show the reconfiguration time characteristics 
vs. the number of the allocated contents. We assume the 
old content allocation and the new content allocation 
include the same number of contents. Here, the restriction 
of the reconfiguration time T is 10000 that means we 
consider no influence of the restriction, and thus the 
reconfiguration takes minimum time. 
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Fig.4  Reconfiguration Time Characteristics 

 
The reconfiguration time in our SxS Migration 

Algorithm is larger than in the conventional method. In the 
proposal method, reconfiguration cost can be reduced 
using the cost-effective algorithm, while the time it takes 
to carry out the reconfiguration becomes longer. Namely 
there is a trade-off between the reconfiguration cost and 

the reconfiguration time. However this disadvantage is 
indeed negligible. Now we demonstrate it by using an 
example in the network model (I). We compare the two 
values of the reconfiguration time in the conventional 
method and the proposal method. When the number of 
allocated contents is 3000, the reconfiguration time in the 
conventional method is about 1200(sec.), while in the 
proposal method it is about 1500(sec.) in Fig.4. Now go 
back to Fig.3, and see the correspondent points in the case 
that the restrictive time is 1200(sec.) and 1500(sec.) in the 
proposal method. The reconfiguration costs of the case of 
restrictive time 1200(sec.) and 1500(sec.) are 
approximately 30800000 and 30500000 respectively. We 
consider that the reconfiguration costs in the both cases 
are almost equal. This means even if we set the restrictive 
time as 1200(sec.), the increase of the reconfiguration cost 
is very little in the proposal method and it still superior to 
the conventional method obviously. 
 
(c)  Characteristics on the network scale 
 
We show the characteristics on the network size in which 
the density is fixed. In Fig.5, we show the reconfiguration 
cost vs. the number of servers in two methods. Here, we 
assume the both old and new content allocation includes 
5000 contents. Each content is allocated to 25 servers on 
the average. The average degree of each node (server) is 
set as 6, 14, and 20 - sparse, general, and dense, 
respectively. 
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In this figure, similarly to shown in Fig.3, the 
reconfiguration cost in our SxS Migration Algorithm is 
smaller than in the conventional method. Also, the more 
number of servers is, the more the reconfiguration cost is. 
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And, the more degree of servers is, the less the 
reconfiguration cost is. Moreover, we can see that as the 
number of servers increases, the difference of the 
reconfiguration cost between the proposal method and the 
conventional method becomes large. It is remarkable that 
our proposed method can reduce the reconfiguration cost 
more efficiently for larger networks. 
 

3.4 Dynamic Reconfigration Characteristics 

In the previous section, we have shown the performance 
of our proposed method on a certain time when the content 
reconfiguration is carried out. As a result, it has shown 
that our proposed content migration method is useful for 
the content reconfiguration. In this section, we apply our 
proposed SxS Migration Algorithm to show the dynamic 
content reconfiguration characteristics across time. Here, 
the content reconfiguration is carried out at every unit time 
to deal with load fluctuation. 

We propose the life cycle models of contents to make 
the simulation experiments more realistic. The traffic 
pattern for each content changes along with time. It is 
necessary to reallocate or remove some contents according 
to the demand of users for the load balancing among 
servers. 

There are many kinds of the life cycle models 
depending on the type of contents. We classify the life 
cycle models of contents into six kinds through checking 
up contents on the internet, and define the access flow to 
contents ( )tiλ  of each life cycle model in Table 1. The 
access flow to each content determines the number of 
allocated contents. 
 

Table 1.  Access Flow of Contents 
 

Type of Life 
Cycle  Access Flow 

Video ( ) ( ) ( ) ( )0exp <≤≤−⋅= idaaiii TtTTtt ααβλ

R-video ( ) ( ) ( ) ( )0exp >≤≤−⋅= idaaiii TtTTtt ααβλ
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aT : start time;   dT : end time; 

iα , iβ , iK , ia , ik , iW : parameters defined randomly; 

First, we explain the life cycle model of Video type 
contents. Fig.6 shows an example of access flows of the 
Video type life cycle model. In this model, we assume the 
contents on video on demand systems. The feature of this 
Video type life cycle model is that the access flow to 
contents is the largest when appeared and then decreases 
as time goes by. In the other hand, the life cycle model of 
R-video type contents has the reverse feature of the Video 
type life cycle model. Namely, the access flow to contents 
increases gradually. In the life cycle model of Live type 
contents, we assume the contents of live streaming. The 
feature of this type is that the access flow to contents is 
concentrated during the live streaming. In the life cycle 
model of Campaign type contents, we assume the contents 
in websites with prizes. The feature of this type is that the 
access flow to contents becomes largest in the beginning 
and the end (Fig.7). The life cycle model of Season type 
contents has the feature that the access flow to contents 
becomes large periodically, and the access flow to 
Constant type contents is constant regardless of time. 
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In this paper, we show the simulation results under 
applying the combination of the above 6 kinds of access 
flows. Fig.8 shows the reconfiguration cost in the whole 
system vs. the unit time in the two methods. Lines show 
the averages on the two methods. We generate the access 
flows to contents at the unit time 0 and show the results 
from the unit time 100 as the access flows become steady. 
Here, the network model has 50 nodes and 350 links, and 
there exist 200 kinds of contents (100 kinds of Video type 
contents, 15 kinds of R-video type contents, 10 kinds of 
Live type contents, 30 kinds of Campaign type contents, 
30 kinds of Season type contents, and 15 kinds of 
Constant type contents). We allocate replicated copies of 
each content to servers randomly every unit time, whose 
number is proportional to the access flow of each life 
cycle model. And, the restriction of the reconfiguration 
time T is 10000 that means we consider no influence of 
the restriction. 

In this figure, first we can see that the reconfiguration 
cost in our SxS Migration Algorithm is smaller than in the 
conventional method, which is clear when we compare the 
average reconfiguration cost. When paying attention at the 
temporal change, there exits time when the difference of 
the reconfiguration cost is large. We can imagine many 
contents are migrated in these unit times. The more the 
number of reallocated content is, the more the cost of our 
SxS Migration Algorithm is improved. We think that these 
life cycle models make it possible to simulate more 
realistic network environments. 
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4. Conclusions 

In this paper, we have proposed SxS Migration 
Algorithm as a cost-effective content migration method 
for the dynamic content reconfiguration in CDNs. In this 
content migration method, we have aimed to relocate 
contents in an efficient way such that we can reduce the 
transmission cost. We have compared the SxS Migration 
Algorithm with the conventional shortest path method, 
and have shown that our method is capable of reducing 
the transmission cost while accomplishing enough 
performance. We have also presented the life cycle 
models of contents, and evaluated the dynamic content 
reconfiguration characteristics in more realistic 
simulation environments. Consequently, we can 
conclude that our content migration method is useful to 
relocate contents and expected to be applicable to CDNs 
where popularity of contents dynamically changes. 
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