
2280
IEICE TRANS. COMMUN., VOL.E89–B, NO.9 SEPTEMBER 2006

INVITED PAPER Special Section on Networking Technologies for Overlay Networks

Overlay Network Technologies for QoS Control
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SUMMARY Overlay networks are expected to be a promising tech-
nology for the realization of QoS (Quality of Service) control. Overlay
networks have recently attracted considerable attention due to the follow-
ing advantages: a new service can be developed in a short duration and it
can be started with a low cost. The definition and necessity of the overlay
network is described, and the classification of various current and future
overlay networks, particularly according to the QoS feature, is attempted.
In order to realize QoS control, it is considered that routing overlay and
session overlay are promising solutions. In particular, session and overlay
networks are explained in detail since new TCP protocols for QoS instead
of current TCP protocols that control congestion in the Internet can be used
within overlay networks. However, many open issues such as scalability
still need further research and development although overlay networks have
many attractive features and possess the potential to become a platform for
the deployment of new services.
key words: overlay network, QoS, quality, routing, session, transport,
TCP/IP, relay

1. Introduction

Overlay networks are not a new technology; however, they
have recently been widely noticed. Thus, we would like
to understand why it attracts a considerable amount of at-
tention. The two main features of this overlay network—
development of a new service in a short duration and start
with a small cost—are suitable to fulfill the present needs of
users.

The following two backgrounds can explain overlay
network deployment:

(1) Broadband network deployment
(2) Borderless users and infrastructure

First, broadband access lines such as FTTH (Fiber to
the Home), ADSL, and IEEE 802.11 wireless LAN are
rapidly being deployed. A broadband access network rarely
experiences a bottleneck when a new service is provided out
of the network, i.e., in end hosts. Thus, new applications
such as the so-called P2P (Peer to Peer) and VoIP (Voice
over IP) have recently been developed. Some of the new
applications handling “rich contents” have individual and
strong requirements for QoS in public networks.

Next, Internet usage is expanding among people who
are not familiar with Internet technology, that is, people
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with low information literacy. This rapidly increases the
social demand for technology to protect such people from
virus/spyware threats and from becoming unintended at-
tackers as hosts of botnets. There is, however, no effec-
tive countermeasure to prevent attacks that rapidly change
(evolve) their protocols or exploit applications. Thus, a
countermeasure always lags behind the threats. Therefore,
the rapid deployment of novel and low cost countermeasures
is necessary.

In order to meet the above network requirements, there
are three countermeasures as follows:

(1) Adding new features to an existing network
(2) Constructing a new independent network
(3) Realizing new features on a virtual network on top of

the existing network

The first approach, however, seems unrealistic because
the addition of new features, which are efficient only for
specific applications, cannot be justified from a viewpoint
of quality and cost. For example, adding a new feature on
routers often increases the number of processing steps in
forwarding packets. For the applications that do not benefit
from it feature, this feature merely increases their delay (de-
creases their quality) and imposes costs on them. Moreover,
the first countermeasure is not practical since it requires a
significant investment from the beginning; this is because
the addition of a new feature to an existing network requires
the modification of all the routers and switches that have
been deployed. Most of the newly proposed features have
not been realized because it is difficult to formulate a con-
vincing business plan that promises good returns for a high
initial investment.

Service providers and investors are usually caught in
a dilemma. This is because service providers initially re-
quire finance from investors to start new services, whereas
investors prefer to wait until these services actually start
drawing revenues. This is one of the possible explanations
why most of the proposed methods for adding a new feature
or service to an existing network have not been realized.

The second countermeasure (construction of a new in-
dependent network) is more difficult than the previous one
from a practical viewpoint, except for few promising ser-
vices, e.g., the VoIP service.

The third countermeasure—an overlay network appr-
oach—will be discussed in this paper. The following are the
advantages of the overlay network approach:

(1) Virtual or logical networks with new features can be re-
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alized using the existing network without the addition
of new features

(2) A “small start” is possible
(3) Standardization is not necessary

These advantages enable us to construct a (virtual) net-
work and start new services that are comparatively faster and
cheaper than the existing approaches.

An overlay network provides a solution for the
dilemma between investors and service providers. This net-
work enables service providers to develop new features with
small investments and provide experimental service to ad-
vanced users. Due to this, service providers can demonstrate
the feasibility of new services to investors; this approach is
expected to decrease the obstacle for the investments.

There are two categories to be considered while realiz-
ing overlay networks. P2P file sharing applications, such as,
Napster [1], Gnutella [2], and Kazaa [3] are the most pop-
ular examples of overlay networks provided by end hosts.
In a legacy network, since the network nodes have to be re-
configured, it takes a long time to provide a new type of
content distribution or a new type of connectivity. On the
other hand, the abovementioned applications do not require
any network support and an overlay network can be instantly
set up by installing these applications into user hosts. This
feature of overlay networks should be one of the reasons for
the rapid and wide deployment of these applications. In the
future, overlay network technology seems inevitable for in-
corporating new Internet applications.

The other category of overlay networks is those com-
prising network nodes; this type of network is typically
called PEP (performance enforcement proxy) or middle box.
In this paper, this network is generally referred to as overlay
nodes. These nodes are provided by network operators such
as carriers or ISPs, and not by end users. Further, opera-
tors can attain high incomes from the new services realized
by these nodes. This type of overlay network is also used
for providing content distribution and is often referred to
as CDNs (content delivery networks) or virtual connectivity
that is commonly known as VPN (virtual private network).

In addition to these scenarios, QoS has attracted con-
siderable attention. The rapid deployment of high speed In-
ternet access environments has facilitated the emergence of
diverse applications like IP telephony, IP broadcasting, on-
line games, and so on; these have indeed increased the re-
quirements for QoS mechanisms. These mechanisms have
been extensively studied as those that strictly or statistically
share network resources enforced at each network node, re-
sulting in slow deployment. On the other hand, overlay net-
work technology is a promising mechanism to provide QoS
because of its flexible deployment. As shown in Fig. 1, with
the recent growth of network capacities, and the potential
ability of tuning transport behaviors between overlay nodes
to meet specific application requirements, overlay networks
are becoming suitable candidates for providing QoS.

In this paper, we overview the overlay network tech-
nology that realizes QoS, which has recently attracted con-

Fig. 1 Session overlay network for QoS control.

siderable attention. In the first half of the paper, we describe
the overlay network technology that is proposed in order to
provide QoS control. In the second half of the paper, we
focus on a session layer overlay network that uses session
layer connections such as TCP and UDP in order to con-
struct virtual or logical networks. Further, this network has
been extensively studied to achieve QoS control. Currently,
TCP protocol that is used in end hosts plays a major role in
QoS control in the Internet. Thus, the authors expect that
TCP can be successfully used for QoS control in the Inter-
net.

2. Overlay Network

2.1 Overlay Network and Its Services

First, we define an overlay network for the following discus-
sions. An overlay network is a virtual or logical network that
is constructed using the same or higher layer technologies
rather than using underlay or legacy networks (see Fig. 1).

A virtual network can be constructed on the basis of
two approaches:

(1) Higher-layer-protocol-based network (Here, we define
this virtual network as an overlay network.),

(2) Lower-layer-protocol-based network.

This means that a virtual network is not directly equiv-
alent to an overlay network since virtual networks can also
be realized by lower layer protocols. The wavelength path
network in WDM can be called a virtual network. The traffic
engineering service of MPLS (Multi Protocol Label Switch-
ing) establishes a tunnel on an IP network in order to achieve
QoS control and bandwidth management control in a man-
ner similar to ATM. Such lower-layer-protocol-based net-
works have a disadvantage in terms of scalability and de-
ployment.

Active network is another virtual network technology.
It is similar to an overlay network. An active network is de-
fined as a network with programmable nodes throughout the
network. In comparison with an active network, an overlay
network has functions only on the edge nodes or terminals.
An overlay network can thus overcome limitations that are
too difficult to be programmed into each core node on an ac-
tive network. An overlay network does not attempt to make
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any changes in the underlay network. In other words, it is
based on KISS—keep it simple, stupid [4].

Some applications and services, which are examples
of overlay networks, are as follows: Internet VPN [5], P2P
file sharing system [6], Application level multicast [7], SSL
VPN [8].

The following overlay networks have attracted consid-
erable attention because they are expected to realize the QoS
functions in practice.
- Routing overlay network: This network provides better

routing and bandwidth management than underlay net-
works,

- Session overlay network: This network provides QoS con-
trol by using session layer protocol relay.

It should be noted that not only these overlay network
technologies but also many new overlay network technolo-
gies have been evaluated on network test beds such as Plan-
etLab [9]. This test bed is constructed on the public Internet
and facilitates the testing of new technologies

2.2 Conventional Approaches and Problems in QoS Con-
trol

In order to realize QoS, many conventional approaches,
including DiffServ and IntServ, have been slow in their
deployments in public networks because they need spe-
cial router functions to underlay networks. That is why a
paradigm known as hourglass paradigm has been paid much
attention when discussing whether underlay networks such
as IP networks are the ones providing new such functions
as QoS. Based on the paradigm, it is a source of a potential
disruptive innovation to keep underlay networks as simple
as possible. It also helps the network be scalable and robust
infrastructure.

With regard to this paradigm, common functions such
as IP network functions should be minimized. Special func-
tions such as QoS mechanisms should be employed on net-
work edges or end hosts. This is a central principle of over-
lay network

On the other hand, if the functions of an IP layer are
enhanced by adding a new function, an architecture failure
is possible due to the complexity caused by various related
functions. Traditional QoS controls such as Intserv and Diff-
serv have not yet been able to solve the following problems:

(1) The chicken and egg problem in business is as discussed
in Sect. 1

(2) Traffic engineering for QoS;
There is no single way of traffic engineering for satisfy-
ing widely diversified QoS requirements of every appli-
cations or services. Moreover, once a network is opti-
mized for a certain set of applications, it can hardly be
optimized again for new applications.

(3) Other network parameters such as reliability, flexibility,
and fairness;

In order to provide QoS for end users, there are a bunch
of unsolved problems, as well as how to realize QoS mech-

anisms. For example, network operators have to consider
business issues like billing and authentification, as well as
operation and management issues.

It should be noted that it is necessary to continue to
make efforts on IP network enhancement. If the cost advan-
tage is greater than the disadvantage of modifying the exist-
ing IP network, the modification can be carried out. How-
ever, we have to consider the deployment cost in terms of
time because of the extensiveness of the existing IP network.

3. Characteristics of Overlay Network

3.1 Characteristics and Categories of Overlay Networks

Various categories of overlay networks have already been
proposed in terms of their objectives and functions. For bet-
ter understanding, it is useful to categorize overlay networks
based on their characteristics. The followings categories are
hereby listed (see Fig. 2):

(1) Objective,
(2) Control using underlay network QoS information,
(3) Processing on an overlay node, and
(4) Protocol layer on which an overlay network is con-

structed.

(1) Objective
Objectives of overlay networks are divided into two cate-
gories; QoS and the others. It is most difficult to realize
QoS functions on the Internet. QRON [10], SON [11], ses-
sion overlay [12], OverQoS [13], and so on use overlay net-
works in order to overcome QoS drawbacks such as delay
and loss of packet level. RON [14] focuses on the QoS of
the connectivity level.
(2) Control using underlay network QoS information
It is very useful if the overlay networks which try to improve
end-to-end QoS can get accurate QoS information from the
underlay networks. It is, however, difficult with today’s real
network. Typically, in one case, network operators may have
overlay nodes in their networks for providing their own ser-
vices. Or end users may provide their own hosts to organize
overlay networks independent of the network operators.

It is assumed that the network operator installs the
overlay network. In this case, the overlay network is only
expanded within the range of the operated network. Be-
cause the current network is divided into the access network,
metro network, core network, etc. and is separately oper-
ated, the effect of end-to-end control cannot be expected.
Therefore, it is appropriate to construct the overlay network
within the network in order to improve the QoS when SLA
(service level agreement) should be achieved for an individ-
ual network. Further, solving the problem of interference
between the underlay network and overlay networks [15],
[16] appears to be easy because the network operator can
serve as a single resource manager among coexisting over-
lay networks, or between overlay networks and the under-
lay network. A typical case is an overlay network where IP
broadcasting is performed by using the multicast node of an
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Fig. 2 Overlay network categories.

application level multicast.
When an overlay network is installed outside the net-

work, the probability of realizing the end-to-end function is
high; however, interference from the underlay network can
pose a problem. In particular, an underlay network may en-
force a traffic control policy that is not desirable for over-
lay networks, for example, when a P2P file sharing program
generates an elephant flow [17], the flow is restricted within
the underlay network. The typical applications that fall into
this category are CDN, Internet VPN, GRID and softether
[18], [19], the file search of P2P file sharing, and the data
transfer of Freenet-type P2P file sharing [20].
(3) Processing on overlay node
Only some overlay network applications process relayed
data. Payload data is generally not modified although the
protocol header used by the relaying protocol is generally
modified. In application multicast and trans-code [21], [22]
services, payload data is processed on the overlay node.
Node-by-node encryption data transfer and FEC (forward
error correction) or redundant transport technologies pro-
cess payload data in a similar manner.

Store-and-forward is another processing technique.
However, this is not a payload processing technique and is
time consuming. Freenet-type P2P application and Caching
overlay network [74] are introduced. In the Caching over-
lay network, cached data is stored or forwarded when the
forwarding link is busy or idle, respectively.
(4) Protocol layer on which an overlay network is con-

structed
An overlay network is constructed on either of proto-

col layers including, network layer (IP), transport layer
(TCP/UDP), or application layer. Which layer should be
used?

Assume an IP network as an underlay network. “IP
in IP” is an overlay network and is termed IP tunneling as
in IP VPN. A relay on the IP layer has a light processing
overhead. However, it is difficult to analyze the upper layer
protocol. This implies a coarse-grain QoS control such that
it is difficult to meet individual QoS requirements. X-bone
[27] gives an application developer a readily available IP in
IP overlay networks.

An overlay network in the session layer is referred to
as a session overlay network in this paper. One of the ses-
sion overlay networks [12] is dedicated to QoS control. It
relays session protocols and instead of only standard pro-
tocols, namely, TCP/UDP, it can also use various session
protocols. Although TCP/UDP port numbers can be used
as a clue to application discrimination for applying QoS
policy, there emerges an exceptional case where the well-
known port 80 is also used in tunneling protocols as well as
in web-based applications.

It is possible to meet an application requirement when
an application overlay network is used. However, we have
to pay much cost for protocol processing overhead for han-
dling application. In addition, overlay nodes have to have
all application protocols that should be treated and relayed.

3.2 Routing Control and Session Control

Applications and services on an overlay network function
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satisfactorily without any problems; this is based on the as-
sumption that an IP network is sufficiently fast, wideband,
and stable with respect to an overlay network. However, this
type of network cannot be fitted into the current public net-
work. Thus, it is becoming increasingly important to know
the physical network (IP network) state and to control an
overlay network by using the state information. In particu-
lar, this is essential if specialized QoS control is desired.

Most of all QoS control methods that have been imple-
mented and proposed are categorized into the space-domain
or the time-domain control. For example, MPLS traffic en-
gineering is fallen in space-domain control category, and
buffer priority control and connection admission control
are considered to be time-domain control methods. Since
in overlay networks, the same approach can be employed,
there have been many attempts to realize QoS control. The
two most promising approaches, routing overlay and session
overlay, are introduced in the following section.

The routing overlay and session overlay hereby men-
tioned are considered to correspond to space-domain control
and time-domain control, respectively. The two approaches
can be implemented together in the same overlay networks
or be separately implemented depending on a specific QoS
requirement.

3.2.1 Routing Overlay

Unstable IP route is a well-known problem encountered in
many applications; this problem needs to be resolved imme-
diately. In order to obtain stable IP routes, overlay routing
as an integral part of the fundamental functions is proposed
[23]. The objectives of overlay routing are as follows:

(1) Reliability routing
(2) QoS routing.

(1) Reliability routing
The objective is to get a smaller cost for routing, failure dis-
covery and recovery than current IP routing such as given
by BGP. The cost of IP routing is higher cost than overlay
routing because of the large number of IP nodes.

IP reachability is the most important and basic function
of the Internet. RON [14] showed that an unreachable state
occurs due to route failure. For an application, since an un-
reachable state means infinite delay, a better path selection
ensures reachability.

RON describes the experiment for ensuring reachabil-
ity in the Internet. RON exhibited path outages of tens of
minutes or more. Twelve RON nodes can avoid outage paths
of more than 30 minutes 32 times in a 64-hour experiment.
It also shows that even one more hop in addition to a direct
hop can significantly improve reachability. By improving
delay and loss performance, the TCP throughput is also im-
proved. Based on RON, it is concluded that overlay rout-
ing is effective and is useful for shifting routing functions to
hosts.
(2) QoS routing
Other experimental results in [24]–[26] show that overlay

routing can improve packet level performance by avoiding
congestion even if the underlay network is stable and reli-
able. In practice, however, we have to consider costs such
as scalability and control overhead. A study in [25] has indi-
cated that the performance metrics of overlay routing are (1)
the number of overlay nodes, (2) the number of nodes that
exchange routing information, (3) the frequency at which
routing information is updates, and (4) the maximum num-
ber of hops.

SON [11] uses a different approach whereby routing
is decided after confirming the availability of the required
bandwidth on a selected path by using a bandwidth broker.

These studies suggest that QoS improvement is possi-
ble without changing the routing in an underlay network.
Although the effectiveness should be discussed as a tradeoff
between improvement and routing overhead, overlay rout-
ing works satisfactorily under various conditions. This is
because routing in the underlay network is not expected to
be optimum, partly due to political selections of a route, as
in BGP routing among ISPs. It should be noted that schemes
for routing information exchange and for the notification of
congestion information in overlay networks are still under
study.

3.2.2 Session Overlay

Session overlay has attracted considerable attention with
regard to TCP overlay and application overlay for QoS
control. Current high speed networks reveal throughput
bottlenecks caused by the TCP acknowledgement mecha-
nism. Some network equipment vendors announced a TCP
throughput improvement mechanism or a new performance-
enhanced TCP implemented in their products. The authors
also confirmed that the experiments performed in the Inter-
net revealed a throughput improvement that is three to ten
times higher than ordinary TCP, which only gets a maxi-
mum of 10% of the available bandwidth [42].

The TCP acknowledgement mechanism piggybacks
congestion control information in order to manipulate this
information on an overlay node; this is attempted in order to
attain fairness and QoS differentiation. Session overlay in
detail will be described in Sect. 4.

3.3 Experimental Overlay Network

Some experimental networks for overlay network research
are available in a dedicated network or in a virtual network
over the public Internet. There are two types of experimental
networks—one is expanded on the public Internet and the
other is a dedicated network for experimental purposes only.

If an overlay node consists of only end hosts, it is not
very difficult to establish an overlay network. The X-bone
[27] research team offers freeware for constructing a user-
defined overlay network. PlanetLab [9], [28] is an exper-
imental network, which is constructed is the public Inter-
net, and offers several programmable overlay nodes. Mem-
bers who provide their hosts as an overlay node to Planet
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Lab can use the virtual machines implemented on the pro-
vided nodes. Over 600 of PlanetLab’s virtual machines, i.e.,
overlay nodes, are currently being used and over 500 experi-
ments are currently being performed concurrently as of Jan-
uary 2005. If the public Internet is the underlay network, it
is difficult to identify network states that change rapidly with
time. Further, it is difficult to identify the reasons for the dif-
ference between the experimental results and the expected
results. The reasons may come from a traffic enforcement by
the underlay network. On the other hand, PlanetLab-like ex-
perimental networks are very beneficial for users who plan
to start a service on the public Internet in the near future be-
cause they can understand how the underlay network reacts
or how the underlay traffic affects the service.

Examples of a dedicated network are Internet2 or JGN
II [75]. In this type of network, experiments are managed
or preorganized and users determine the characteristics of
underlay traffic characteristics. Traffic control policy in un-
derlay networks is already known or does not exist.

4. Session Overlay Network

4.1 Definition of Session Overlay Network

In this section, we describe a certain type of overlay net-
work technology that we refer to as session overlay network.
“Sessions” are established between a sender and a receiver
in order to provide transport functions; this is typically per-
formed by using TCP/UDP. A session overlay network is
defined as an overlay network that relays multiple sessions
between a sender and a receiver. An overlay node terminates
user initiated sessions and relays these sessions to connect-
ing sessions at the next overlay node or final destination.

4.2 Objectives and Advantages of Session Overlay Net-
work

Although there are many objectives of session overlay net-
works, in this paper, we will focus on QoS control. QoS
mechanisms have been extensively studied as a mechanism
that strictly or statistically shares network resources en-
forced at each network node, thereby resulting in slow de-
ployment. On the other hand, the overlay network technol-
ogy is another promising mechanism to provide QoS be-
cause of its flexible deployment.

Since transport protocols play an important role in traf-
fic control, new variants of transport protocols, which have
differentiated traffic control functions based on application
requirements, have been extensively studied. Based on this,
a session overlay network, which provides a variety of ses-
sion controls for QoS within transport traffic, should be a
worthwhile objective of overlay networks.

An advantage of providing QoS controls over session
overlay networks is that the former can be provided without
modifying the existing routers or end hosts. More specifi-
cally:
(1) It is not necessary to modify application software or the

operation systems of end hosts or servers. However, new
variants of transport protocols can be introduced in end hosts
and servers in order to achieve QoS control. However, the
modification of a large number of end hosts in corporate net-
works or those in residential networks will be difficult; this
would lead to substantial delays in the deployment of new
services.
(2) It is not necessary to modify existing routers and
switches in the underlay physical networks. QoS
mechanisms—Intserv and Diffserv—executed at routers
have been studied extensively; however, their deployment
has been slow due to their high cost and diverse architec-
tures and functionalities. In addition, the provision of new
services would be prolonged with this approach.

4.3 Standardization

There are no specific discussions with regard to the stan-
dardization of session overlay networks; however, some re-
lated technologies have been discussed at IETF (Internet En-
gineering Task Force).

In the PILC working group [29] and the WAP Forum
[30], split TCP technologies have been discussed for wired-
wireless-combined networks. Originally TCP was designed
for a wired environment in the Internet, where congestion
accounts for most of the packet losses. It is well known
that the TCP throughput deteriorates in a wireless envi-
ronment, where link errors cause non-congestion random
losses. Thus, in split TCP technologies [21], [22], [33], [34],
PEP [35]–[38] is used to connect split TCP sessions; one
technique uses the standard TCP version for wired networks
and the other uses new TCP variants, such as Wireless-
profiled TCP [39], [40] for wireless networks.

PEPs are also used for other environments. For exam-
ple, PEPs are used to enhance the TCP throughput in fast
and long distance environments, such as satellite links and
transcontinental links.

4.4 Relaying TCP Sessions

One of the fundamental technologies of session overlay net-
works is the relay of data streams between two (and possibly
more) TCP sessions. They include the following:

(1) Session setup,
(2) Connecting two split TCP sessions,
(3) Connecting heterogeneous transports, and
(4) Reliability of PEPs.

(1) In order to set up and maintain a series of TCP sessions
between an original sender and a final destination, several
technologies, including (a) a decision whether to split the
TCP session, (b) splicing split TCP sessions, and (c) main-
tenance of the session status, are involved.

(a) In order to decide whether to split a TCP session or
maintain an end-to-end TCP session, several factors have to
be considered. For example, when the CPU load of PEPs or
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the number of maintained TCP sessions exceeds a predeter-
mined threshold, newly arriving sessions will not split and
cannot be handled at the PEP. On the other hand, sessions of
specific applications are split, while those of the others are
not split. In other words, the sessions from specific servers
or to specific hosts are split while those of the others are not
split. In addition, once the split of a session is confirmed,
the relay is also determined, i.e., using high-speed TCP ver-
sions, or low-priority TCP versions, etc.

(b) There exist several methods to split and splice TCP
sessions. A typical method is to first set up a session be-
tween a sender and a PEP, followed by setting up another
session between the PEP and the next PEP or a receiver.
When the PEP snoops a TCP-SYN packet from the sender, it
terminates the session setup and instead of sending a SYN-
ACK packet the receiver, it sends this packet back to the
sender. The PEP then sends out a new TCP-SYN packet to
the receiver. This method seems simple and easy; however,
the maintenance of a series of TCP sessions is a drawback.
For example, there arises a problem when PEP finds mal-
function of the succeeding PEPs and can not set up a ses-
sion downwards. In this case, a session is already set up
between a sender and the PEP, while successive sessions are
not; thus, the sender and receiver become inconsistent in
their session status.

Another method is to hold the session setup until a
SYN-ACK packet is received from successive PEPs. In
this case, as shown in Fig. 3, the PEP does not terminate
the TCP-SYN packet, but passes it downwards [41]. At the
same time, the PEP prepares and holds the session setup.
Then, if it receives a SYN-ACK packet from its successor
PEPs, the session setup is confirmed, otherwise, the PEP
abandons the session setup.

(c) In order to maintain a series of split TCP sessions,
the PEPs involved in these sessions have to consistently
maintain the status of these sessions. For example, when a
PEP has to abandon a session due to scarcity of resources

Fig. 3 Communication diagram between hosts and PEPs.

or any other reason, it has to ensure that the other PEPs
along with the sender and the receiver should also abandon
the session. Further, when the sender or the receiver aborts
the session without a formal teardown procedure, the PEPs
involved in the sessions have to identify the abortion and
abandon their session.

(2) In order to connect two split TCP sessions, several
technologies including (a) conveyance of congestion infor-
mation among split TCP sessions, (b) store-and-forward re-
lay, and (c) high-speed protocol processing, are involved.

(a) PEPs must convey congestion information among
the split TCP sessions, i.e., when a PEP detects conges-
tion in a downward session, it has to slow down the upward
session in order to balance the throughputs between them.
When a downward session slows down due to congestion,
the data stream queues at the PEP buffer. Further, when the
buffer is full, the zero window size is advertised upward; this
halts the transmission from the sender. In some cases, this
behavior causes serious throughput degradation and several
countermeasures have been proposed [41], [43]

(b) At the PEPs, the received segments may be trans-
mitted as soon as they are received, or they might wait at
the PEP till suitable transmission timing. For example, seg-
ments have to wait until unused bandwidth to the next PEP
or end host is obtained in order to provide nonintrusive back-
ground transfers [44], [45].

(c) There are two methods of improving the protocol-
processing performance. One method is to tune protocol
stacks for splicing TCP sessions. The optimization of buffer
structure to produce non-negligible performance improve-
ment is discussed in [46]. The other method is the employ-
ment of hardwired TCP engines implemented in LSI macros
[47], [70], TOEs (TCP offload engine) [28], [71], [72], and
hardware PEP [49], [73]. In spite of the high performance
of the hardwired engines, the flexibility of software imple-
mentations is very advantageous particularly since new vari-
ations of TCP algorithms are continuously added to new ap-
plications or new environments.

(3) Besides TCP, any arbitrary transport protocol can be
relayed by TCP sessions. For example, any UDP session can
be relayed by HTTP over a TCP session in order to traverse
firewalls, which prohibits any direct UDP communication in
default.

When end users begin using their own transport proto-
cols that are not compatible with legacy protocols and could
deteriorate other communications, any such protocol is re-
layed by the standard TCP at the edge of the network in
order to protect the network from selfish resource occupa-
tion.

(4) The reliability of PEPs is another crucial issue.
Since PEPs store “on-the-fly” segments, which are acknowl-
edged by the senders, but not by the receivers, PEP failures
cause unrecoverable segment loss that goes unnoticed by the
senders. Thus, the receivers wait for these lost segments that
are not retransmitted by the senders. In this situation, some
applications may terminate the session and abandon the data
received thus far; this causes inconvenience for users since
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they have to wait for long periods for timeouts. In the worst
case, applications may not notice the transport layer failure
and this inconsistent status may cause false behaviors.

In order to avoid these situations, either (a) the recov-
ery of lost segments or (b) the auto-termination of failed ses-
sions, is required.

(a) The recovery of lost segments can be accomplished
by the redundant operation of a PEP. A pair of PEPs—an ac-
tive and a standby PEP—is operated redundantly. When the
active PEP fails, the on-the-fly segments and session status
are transferred to the standby PEP that takes over the op-
eration. Since this redundant operation requires packet-by-
packet synchronization of active and stand-by systems [48],
realizing efficient synchronization mechanism is a signifi-
cant challenge.

(b) The auto termination of failed sessions will be per-
formed by the active PEPs around the failed PEPs. When a
PEP identifies the failure of a neighboring PEP, it cannot re-
cover the lost segments but it can at least reset the session in
order to indicate the failure to the applications. This is per-
formed by generating a TCP reset packet on behalf of the
failed PEP [50].

4.5 Overlay Traffic Control Using New TCP Variants

Various overlay services can be provided by applying vari-
ous traffic control algorithms between TCP PEPs. For ex-
ample, PEPs connected to a very fast and long-distance
link would apply high-speed versions of TCP to provide
high-speed communication services without modifying end
hosts. Also, low-priority versions of TCP would be used for
background transfer services without modifying underlying
physical networks. In the same way, new network services
can be realized by relaying end-to-end sessions using en-
hanced transport protocols having specific behaviors.

Since such overlay services rely on appropriate en-
hancements to TCPs at PEPs, traffic control algorithms play
a key role to determine service menus and service perfor-
mances. Therefore, in this section, to explore potential
overlay services, we focus on new TCP variants poten-
tially available for overlay traffic control. There variants
are mainly used for the following objectives; (1) higher effi-
ciency, and (2) QoS control.

With regard to coexistence, some of these variants are
compatible with the legacy versions of TCP, namely, TCP-
Reno and its variations, while the others are not. A friendly
version of TCP does not deteriorate coexisting legacy TCP
sessions more than the one that uses legacy TCP versions.
Therefore, one can use friendly TCP versions without con-
sidering the interference; and thus, overlay networks can be
built independently of the underlay physical networks. On
the other hand, overlay networks using incompatible vari-
ants should be managed by the managers of physical net-
works so that applications on both the overlay and underlay
networks can appropriately share the network resources.

(1) There are a number of TCP-related proposals for in-
creasing the efficiency in the utilization of path bandwidth;

they are as follows: (a) Some of them are proposed for fast
and long distance networks in which TCP sessions have to
maintain very large congestion window size, (b) Some are
proposed for wireless networks with non-negligible random
packet losses; these losses should not be considered as con-
gestion signals. (c) Some are proposed to prevent through-
put degradation caused by the burstiness of sent packets.

(a) Because of the window-based flow control nature
of TCP, the maximum throughput of a TCP session is lim-
ited by its maximum window size or its congestion window
size. For example, when the maximum window size is lim-
ited to 64 KB, which is the default value for major opera-
tion systems, the TCP throughput is limited to 25.6 Mbps
on a network path with a 20 ms round-trip propagation de-
lay. In order to avoid time constraints, either an increase in
the socket buffer sizes of both the sender and receiver or a
reduction in the round propagation delay is required. A TCP
PEP in the middle of a network path is useful for both these
requirements.

To increase the efficiency of TCP sessions with a lim-
ited throughput due to the by congestion window size, a
number of TCP variants with improved congestion window
controls, have been proposed to maintain a large congestion
window size. High speed TCP [51] and FAST TCP [52]
are major examples of these TCP variants; however, it has
been demonstrated that they are not compatible with TCP-
Reno flows. In other words, high speed TCP deteriorates
the throughputs of coexisting TCP-Reno sessions and FAST
TCP suffers from low throughput. Therefore, a TCP-Reno-
friendly version of these protocols have recently been pro-
posed [53], [54]. TCP-AdaptiveReno (TCP-AR) achieves
this goal by dynamically adjusting congestion window pa-
rameters based on the congestion measurement, whereas
high speed TCP adjusts these parameters based on the con-
gestion window size. This behavior ensures that TCP-AR
flows fairly share the bandwidth with TCP-Reno flows when
a network is already utilized to its fullest capacity. However,
the flows obtain higher throughput when the network is un-
derutilized as shown in Fig. 4.

(b) A number of TCP variants are proposed for wire-
less networks with non-negligible random packet losses.
Since, in wireless network, packet losses that should not be
counted as a congestion signal occur due to link errors, TCP
must recognize whether the loss indicates congestion or not.
Some of the variants utilize link layer information provided
by wireless network equipment, while the others utilize their
own estimation of packet losses [55].

(c) In order to reduce the burstiness of sending pack-
ets, paced TCPs are proposed [56], [57]. In the slow start of
congestion window, in particular, packets are often sent in
bulk; this will cause multiple packet losses at a router buffer.
As a result, TCP sessions suffer from retransmission time-
outs and correspondingly severe throughput degradation. In
order to space the sent packets, several approaches are pro-
posed; these include the ones that use OS timers, special
NIC hardware, and dummy ether frames [58].

(2) For realizing QoS control on session overlay net-
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works, variants of TCPs with differentiated congestion con-
trols are used. For this purpose, low-priority TCPs such
as TCP-LP [59], TCP-Nice [60], and TCP-Westwood Low-
Priority [61] have been proposed.

In Fig. 5, an experimental result is shown for an overlay
network using TCP-Westwood Low-Priority on a PEP. This
figure shows that a background traffic using TCPW-LP fully
utilize the link capacity, whereas it defers to foreground traf-
fic using TCP-Reno when they coexists. Thus, this example
indicates that prioritized QoS can be provided on the session
overlay network without requiring specific router supports.

Mul-TCP [62] is also proposed to differentiate the TCP

Fig. 4 Overlay network for high-speed communication.

Fig. 5 Overlay network for QoS.

throughput. A Mul-TCP session has specialized conges-
tion control parameters such that it achieves a throughput
N times larger than those of normal TCP-Reno flows.

TCP-BC [63] is proposed in order to guarantee mini-
mum bandwidth. A TCP-BC session attempts to maintain a
congestion window size that is large enough to maintain the
specified minimum guaranteed bandwidth. It also tries to
avoid severe congestion by monitoring the congestion level
via RTT measurement.

4.6 Multi-Path Communication

Two or more simultaneous sessions, possible on different
physical paths, may be set up between a sender and receiver,
or between neighboring PEPs in order to increase efficiency
and reliability.

GridFTP [64] is proposed for high-speed file transfer.
It divides a file into several fragments and sets up mul-
tiple TCP sessions to transmit these fragments simultane-
ously; thus, theoretically, Gri pFTP can obtain a throughput
N times larger than the total throughput using N multiple
sessions.

A similar approach is proposed for general TCP trans-
fers and not only file transfers, by dispatching TCP segments
rather than file fragments to PEPs [65], [66]. In order to
achieve high speed and reliable transmission using multi-
ple, and possibly unstable paths, this scheme optimizes the
segment distribution so that the sorting of segments at the
merging point will not halt transmission due to buffer over-
flows.

5. Current and Future Overlay Network Issues for
QoS Control

Finally, we address overlay network issues that may pose
problems in the future in order to solve these issues. The
issues listed below are not limited only in QoS control but
also are expandable to general overlay networks.
(1) Platform for various types of overlay networks
In the absence of unified platform, interests of overlay net-
works coexisting over an underlay network may conflict and
the overlay network acts or is operated as if it exists alone or
try to selfish to form optimally for it. This may result in sub-
optimal performance or a collapse of all the networks. Thus,
we have to investigate the interference between mutual over-
lay networks (horizontal interaction) as well as that between
overlay and underlay networks (vertical interaction) [15],
[16], [67]–[69]. The important functions of a platform are
stability, reliability, robustness, etc.

Since several selfish overlay routings work without se-
rious problems [67], we need to further discuss the necessity
of a platform.
(2) Deployment scenario
A minimum cost of the overlay network depends on the
target service. Management complexity might increase the
cost. A tradeoff between increased cost and the advantages
of management is not evident. Thus, a new network the-
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ory for overlay networks with a new performance metric is
needed.
(3) Scalability
As typically observed in the flooding problem of the P2P
search, unless an overlay network has sufficient scalabil-
ity, which is the most important and attractive feature, such
overlay network may disappear before being widely de-
ployed.
(4) Function
Does an overlay network provide functions that are origi-
nally provided by an underlay network? When overlay net-
works provide routing functions and logical address assign-
ment functions, current ISPs, which provide underlay net-
works, will exist only for bit transfer.

On the other hand, the routing or session QoS control
of overlay networks generally exhibits lesser accuracy than
underlay network. A comparison of their accuracies or the
quantitative accuracy evaluation of the QoS control of over-
lay networks should be investigated in order to meet the ser-
vice requirements.
(5) Dependability
Can overlay networks be dependable? IP networks have
evolved in terms of features such as diagnosis, reliability,
failure recovery, and dimensioning. The application of such
technologies to overlay networks needs to be discussed.
(6) Efficiency
Some overlay networks are interested in QoS improvement
and try to efficiently use the underlay network. Others, how-
ever, is not interested in efficiency and may waist network
resources.

There is a contradiction between network operators and
end users for a tariff for bit transfer. The network operators
pay based on a distance and on a traffic volume. It, how-
ever, is common for the end users that charge is not based
on a distance. Moreover, flat rate for traffic volume is not
extraordinary. A routing overlay network which end users
establish could improve QoS without increasing traffic it-
self. This results in higher efficiency in terms of network re-
source consumption. On the other hand, an overlay network
formed by end users may not be interested in efficiency, if
a P2P file sharing application or redundant transfer appli-
cation such technologies are running in the network. Thus,
such application seems selfish from network operation point
of view.

6. Conclusion

We have described overlay network that have recently at-
tracted considerable attention; they have the following ad-
vantages: development of a new service in a short duration
and start with a low cost. The necessity of overlay networks
as a disruptive innovation platform was described, and the
classification of various overlay networks, particularly ac-
cording to the QoS feature, was attempted. In order to real-
ize QoS control, it is considered that routing overlay and ses-
sion overlay are promising solutions. In particular, session
and overlay networks are explained in detail since new TCP

protocols instead of the current TCP protocols that control
congestion in the Internet can be used for QoS within over-
lay networks. Finally, several issues that need to be solved
with regard to overlay networks are listed. We conclude that
many issues such as scalability still need further research
and development although overlay networks have many at-
tractive features and possess the potential to become a plat-
form for the deployment of new services.
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