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On-Line Relaxation Algorithm Applicable to Acoustic Fluctuation
for Inverse Filter in Multichannel Sound Reproduction System

Yosuke TATEKURA ", Member, Shigefumi URATA'", Nonmember, Hiroshi SARUWATARI ™,

SUMMARY  In this paper, we propose a new on-line adaptive relaxation
algorithm for an inverse filter in a multichannel sound reproduction system.
The fluctuation of room transfer functions degrades reproduced sound in
conventional sound reproduction systems in which the coefficients of the
inverse filter are fixed. In order to resolve this problem, an iterative relax-
ation algorithm for an inverse filter performed by truncated singular value
decomposition (adaptive TSVD) has been proposed. However, it is diffi-
cult to apply this method within the time duration of the sound of speech
or music in the original signals. Therefore, we extend adaptive TSVD to
an on-line-type algorithm based on the observed signal at only one control
point, normalizing the observed signal with the original sound. The result
of the simulation using real environmental data reveals that the proposed
method can always carry out the relaxation process against acoustic fluctu-
ation, for any time duration. Also, subjective evaluation in the real acoustic
environment indicates that the sound quality improves without degrading
the localization.

key words: sound reproduction, room transfer function, inverse filter, re-
laxation of inverse filter, on-line adaptation

1. Introduction

To achieve a sound reproduction system with loudspeaker
reproduction, for example, ‘transaural stereo’ [1], it is im-
portant to design inverse filters which cancel the effects of
room transfer functions (RTFs). The RTFs vary depending
on environmental variations (such as variations in the speed
of sound due to temperature fluctuations and changes in re-
flection conditions due to changes in the locations of indoor
items) and are not time invariant. Therefore, the reproduc-
tion accuracy is degraded by environmental variations in the
sound reproduction system using fixed inverse filter coef-
ficients. Also, if unstable inverse filters which enlarge the
original signal are used, the variation of the RTFs causes a
deterioration in sound quality, and it becomes necessary to
either re-estimate the RTFs after the variations or to adap-
tively relax the inverse filters.

As an adaptive design procedure for the inverse filters,
a method has been proposed for updating the inverse filter
coefficients using reference microphones set up at several
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control points [2],[3]. In this procedure, it is possible to
adaptively update the inverse filters to compensate for vari-
ations of room configuration or of temperature. However,
since these reference microphones must be placed in close
proximity to the ears of the listener, hearing is significantly
impaired. For re-estimation of the RTFs that vary due to
changes in room temperature, a method has been proposed
for extending or contracting the time axis of the impulse re-
sponses [4]. However, only temperature variations are dealt
with by this method; the variation of the reflection due to
changes in room configuration cannot be handled.

One method for preventing the degradation of sound
quality by environmental changes is to relax the inverse fil-
ters. In general, inverse filters are designed by deriving the
inverse of the matrix consisting of the impulse responses of
the RTFs. If the linear independence of the column vec-
tors comprising this matrix is low, there is a danger that this
inverse matrix may expand the solution in the presence of
a small amount of error. Methods for resolving this prob-
lem include relaxation methods involving the regularization
method [5] and the truncated singular value decomposition
(TSVD) method [6]. In both methods, the parameters for
performing the relaxation of the inverse filters (i.e., the reg-
ularization coefficients or truncation number) can be deter-
mined only by considering the RTF matrix. However, it is
likely that sufficient control accuracy cannot be obtained as
indicated by the fact that excessively relaxed inverse filters
can be designed.

To resolve this problem, Nagata et al. have proposed
a method for the relaxation of the inverse filters based on
adaptive TSVD [7]. In this method, the relaxation of inverse
filters is autonomously performed depending on the amount
of expansion of the observed noise. Also, a monitoring mi-
crophone can be placed at a location that does not restrict the
listener. However, it is difficult to adapt the inverse filters
within the time period which contains the sound of speech
or music in the original signals. Therefore, we develop the
adaptive TSVD into an on-line type algorithm. In this pa-
per, we propose a new on-line adaptive relaxation algorithm
for inverse filters based on the observed signal at only one
control point, which normalizes the observed signal with the
original sound.

The organization of this paper is as follows. In Sect. 2,
the configuration of the sound reproduction system is de-
scribed and a design method for the inverse filter in a multi-
channel sound reproduction system is presented. An on-line
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relaxation method for an inverse filter is described in Sect. 3.
In Sect. 4, the effectiveness of the proposed method is stud-
ied by a simulation experiment. In Sect. 5, a subjective eval-
uation of the sound quality and the sound localization accu-
racy is carried out by applying the proposed method to a real
environment. Conclusions are presented in Sect. 6.

2. Design Method for Relaxed Inverse Filter

2.1 Inverse Filter Design with Moore-Penrose General-
ized Inverse Matrix

In this section, we describe the design method for the in-
verse filter in the frequency domain. In the following, we
assume a multichannel sound reproduction system with M
secondary sound sources and N control points, as shown in
Fig. 1. We define the matrices representing the RTF, inverse
filter, original sound source signal, and reproduced sound
as G(w), H(w), X(w), and X(w), respectively. The matrices
can be expressed as follows.

[G11(w) Gp(w) Gim(w)
Gr(w) Gn(w) Gru(w)
G(w) = : : : (1)
lGyi(w)  Gra(w) Gym(w)
[Hij(w) Hip(w) Hyy(w)
Hy(w)  Hxn(w) Hon(w)
H(w) = : ; ; 2)
LHm(w) Huyp(w) ... Hyn(w)
X(w) = [X1(@), X2(w), -+, Xp(w)]" (3)
5 . " x T
X() = [£1(w), @), Ky(w)] )
Here, w denotes the frequency, G j;(w) is the RTF and H,;(w)
is the inverse filter coefficient. i (= 1,2, --, M) is the order
of the secondary sound source and j (= 1,2,---,N) is the

order of the control point. X;(w) is the original sound repro-
duced at control point j and X ;(w) is the reproduced sound
at control point J.

X(w) H(w) Loudspeakers
X, Hyy Cﬂ .
. 'S X (w)
X, {1, . T e
. . : : ‘X (@)
N : , . LGlo) #—
. .I__ 0 ® - E 9
° i ° ° - '._AX\ ((z))
° ° ) " Control
X, H, [Q points
Original Inverse
signals filters

Fig.1  Multichannel sound reproduction system.
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The reproduced signal X(w) can be expressed as fol-
lows in terms of the matrices given above:

X(w) = G(w)H(w)X(w). (5)

Since our objective is to achieve control such that X(w) =
X (w) in sound reproduction, the inverse filter H(w) can be
obtained by deriving the inverse matrix of the room transfer
function G(w). That is, the inverse filter design method is
reduced to solving the following linear equation:

G(wH(w) = Iy, (6)

where Iy is the N x N identity matrix. The inverse filter
H(w) can be derived as the generalized inverse matrix of
G(w) in the case of M > N. Since the solution becomes un-
derdetermined if there is no rank reduction, the generalized
Moore-Penrose (MP) inverse matrix with the least norm so-
lIution (LNS) [8] is used. In the following, the generalized
MP inverse matrix of G(w) is expressed as G'. In order to
derive the generalized MP inverse matrix, the singular value
decomposition (SVD) of G(w) is carried out as follows:

G(w) = Uw) - [Ty(w), Onp-n]- V' (w) @)
Ty() = diaglui (@), ..., uy (@), ()

where U(w) is the N X N orthogonal matrix, V(w) is the
M x M orthogonal matrix, V(w) is the conjugate trans-
posed matrix of V(w), and Oy p—y is the N X (M — N) null
matrix. Also, u(w) (k =1, ..., N, ip(w) > pi1(w)) de-
notes the singular values. By using Eq. (7), the generalized
MP inverse matrix of G(w), G'(w), can be given by

G'(w) = V<w>~[ Skl ]-U”<w>, ©
M-N.N
where
An() = diag|&1(@), ... &x(w)] (10)
1
-] @ m(w) #0
Sulw) { 6 otherwise an

By computing the inverse matrix G'(w) for each frequency,
the inverse filter H(w) can be designed.

2.2 Relaxation of Inverse Filter

The inverse filter can be designed on the basis of the impulse
response measurements of the RTFs. However, the mea-
sured impulse responses may contain infinitesimal noise.
Also, due to environmental variations, the inverse filters
may not accurately emulate the inverse characteristics of
the actual transfer characteristics. For these reasons, the
noise components contained in the original signal may be
amplified in sound reproduction. This is caused mainly by
a low linear independence of the column vectors composing
the matrix G(w) which expresses the transfer characteristics
used in the inverse filter design [9].

Such amplification of the noise components is not de-
sirable from the viewpoint of sound quality, and therefore,
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relaxation of the instability must be performed. One con-
ventional relaxation method used in sound reproduction sys-
tems is regularization [10]. However, it is necessary to cal-
culate the inverse matrix at each frequency every time the
regularization parameter is determined. Also, the parameter
must be optimized at each frequency.

Another relaxation method is truncated singular value
decomposition (TSVD). When the generalized MP inverse
matrix is derived by SVD, it is necessary to be cautious
about the existence of small singular values. This is because
they may contain round-off errors and may have a low linear
independence, so that the norm of the solution may be ex-
panded. Hence, the solutions of the inverse matrix obtained
with all singular values have the potential to be unstable.
Therefore, by limiting the number of singular values used in
the SVD of the matrix, the inverse matrix is stabilized. The
inverse matrix with relaxation by TSVD can be obtained by
replacing & (w) with 0 even if y(w) # 0 and py(w) = 0 in
Eq. (11). Then, the number of singular values in the matrix
G(w) replaced with 0 is called the truncation number on w.

3. On-Line Adaptive TSVD Method
3.1 Outline

In the adaptive TSVD which Nagata et al. have proposed
[7], the relaxation of the inverse filter can be carried out
using the noise signal amplified by variations of the RTFs.
By applying this method, amplification of the noise is au-
tonomously reduced and the sound quality can be improved.
However, a silent duration in the original sound source is
used for the adaptation of the inverse filters. Therefore, this
method cannot adapt the inverse filters when the original
sound source does not contain the silent duration.

To resolve this problem, we propose an on-line adap-
tive algorithm that can always adapt within any time dura-
tion. Figure 2 shows an overview of the multichannel sound
reproduction system based on our method. The microphone
for signal observation is set apart from the listener so that it
does not prevent agreeable listening. In this section, our pro-
posed algorithm, which is called “on-line adaptive TSVD”

V.

I Me filter

4

Original
signals | |
I i

Normalized
observed sound

Secondary sources

/ie@oio

Control points for
listening

7
Monitoring microphone

on control point for signal observation

Fig.2  Sound reproduction system based on proposed method.
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(OATSVD) in this paper, is described. This algorithm intro-
duces the truncation number based on the observed signal
and relaxes the inverse filters by TSVD. First, in order to
observe the fluctuation of RTFs, a silent signal (zero signal)
is reproduced at the control point for signal observation. To
eliminate the effect of the original signal, the observed sig-
nal is normalized by the original signal. Next, the truncation
number of the singular value is obtained using the normal-
ized observed signal, and the relaxed inverse filters are de-
signed.

3.2 Reproduction of Silent Signal

In OATSVD, the silent signal (zero signal) is reproduced
at the control point for signal observation, which is set apart
from the listener as shown in Fig. 2. In the cases in which the
RTFs do not fluctuate, the observed signal f((w) can be writ-
ten as Eq. (5). If the RTFs G(w) are fluctuated into G(w), we
assume that the fluctuated RTFs G(w) is given by

G(w) = G(w) + AG(w), (12)
where
AG(w) AGp(w) AGy(w)
AGH(w)  AGxn(w) AGHry(w)
AG(w) = . . .
AGyni(w) AGyr(w) AGyp(w)
(13)

expresses the difference Abetween the original RTFs G(w)
and the fluctuated RTFs G(w). In such a case, the observed
signal X(w) can be expressed as

)A((w) = G(w)H(w)X(w)
= X(w) + AG(w)H(w)X(w). (14)

Let the Nth control point be the control point for signal ob-
servation. The observed signal Xy(w) observed at the mon-
itoring microphone is also given by

Xn(w) = Xy(w) + AGy(w)H(w)X(w), (15)

where AGy = [AGyn(w), AGy>(w), -+, AGyy(w)] and
Xn(w) is the original sound signal for the monitoring control
point. Here, Xy(w) is regarded as the error signal obtained
by the fluctuated RTFs it Xy (w) is zero (silent signal).

3.3 Normalization of Observed Signal by Original Signals

From Eq. (15), the observed signal )A(N(w) is influenced by
the original signals X(w). Because the original signals are
time variant, it is difficult to obtain only the fluctuation of the
RTFs AG(w) from the result of the observed signal. There-
fore, we introduce the normalized power spectrum level
(indB scale) of the observed signal normalized by the orig-
inal signals at the i-th iteration, P,[fll,‘.,,](w,,), which is defined
das
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n+ 5]

Phbm(@,) = 10logyg {7 D Ry (16)
k=l 4]

: X (w,)

R w,) = — (17)

LIIIV]C(a)H)
) N-1 7
Xikon = | 57 2@l (18)
=1

where X!/ (w,) is the averaged amplitude spectrum of
the original signal at the control point for listening,
XY(w,) (j = 1,---,N = 1). Here, L is the window length
of the moving average, index ! denotes the iteration time i,
and w,, is the discrete frequency with index n. Hereafter, the
observed signal which is normalized by the original signal
is called the normalized observed signal.

3.4 Update Algorithm of Inverse Filter

Figure 3 shows the flow for updating the inverse filter based
on OATSVD. In the first frame, the original sound is repro-
duced with initial inverse filters in the sound reproduction
system, and the reproduced sound is observed by the mon-
itoring microphone. Using the observed sound signal, the
inverse filters are updated. In the next frame, the original
sound is reproduced with the updated inverse filters. Us-
ing above-mentioned procedure, we can obtain the relaxed
inverse filters.

The update algorithm falls into three steps: (1) per-
form sound reproduction with the inverse filters obtained by
TSVD, and observe the reproduced sound, (2) normalize re-
produced sound and determine the truncation number, and
(3) back to first step.

Let the truncation number at each stage of the iterative
updating process be /;(w,), the variation sign of the normal-
ized observed signal be p;(w,), and the variation magnitude

Original sound source signals

4 4 i

Inverse Inverse Inverse Inverse
]—> g -~

filters filters filters filters

=0 Fal = ¢ =2 & =3

] e
V '0' "' w a
[

Observed sound signals

Fig.3  Flow of proposed algorithm.
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of the truncation number in the stages between (i — 1) and i
be (1,((1),,).

[Step 0] Let us initialize as ly(w,) = 0, po(w,) = 1 and
(7()((4)”) =0.

[Step 1] Using the relationship expressed by Eq. (9), an in-
verse filter H'(w,,) relaxed using /i(w,) is designed:

o ALl
A (w,) = V(w,) [ Ay (@) ]-U”(w,,), (19)
Oy-nnN
where
Alw,)
|

dlag [ 5 ¥ Ty » OL(w, (wn)] .
M1 (wn) ,uNf[,(w,,)(wn) n)

(20)

Here, 0., indicates the 1 X /;(w,) zero matrix. Let us as-
sume that G(w,), which is used for designing the inverse
filter A (w,,) is a full (row) rank matrix. The sound is re-
produced using the inverse filter H/(w,,), and it is then ob-
served with the monitoring microphone.

[Step 2] The observed signal is normalized using Eq. (16).
Also, pi(w,) is defined as

pz(wn) =+1 when T < Pyljﬁ(w”,)
pi(wn) ==] when P[d‘ilff(w”/) & =T (21)
pilw,) =0 otherwise
where
Pgi]tf(w”) = PL’«J)rm(“)n) - PLI(;H((UH) (22)

Pfjii]rf(w,l) is the difference in the normalized observed signal
between iteration time i and i — 1. Let n’ be

n—k<n <n+(V-k), (23)

where & is assumed to satisfy 0 < k < V. Also, V expresses
the signal length needed to prevent the sharp transition of
pi(w,), and T denotes the threshold for the quantization of
pi(w,). Here, T must be tuned moderately because a very
large T causes only a small effect of truncation and a very
small T aggravates the convergency of the proposed algo-
rithm.

Using the result of p;(w,) and the variation magnitude
of the truncation number at iteration time i — 1, a;_(w,),
aij(w,) is obtained on the basis of Table 1. Here, the point
regarding the decision rule of a;(w,) is as follows.

1. (@i (wp) = =1, pi(w,) = —1) To avoid excessive
truncation, the truncation number will be remained if
pi(w,) is equal to zero in with decreasing truncation

number.

2. (ai-1(wy) = 0, pi(w,) = -1 If Ph"]ﬁ«(a),,) decreases
with remaining truncation number, the truncation num-
ber will be remained in order to avoid excessive trun-
cation.

3. (@) = +1, pilw,) = =1) If Pik(w,) decreases

with increasing truncation number, the truncation can
be regarded as successful. So the truncation number
will be increased in the next iteration time.
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Table 1  Decision rule of a;(wy).
ai-1(wy)

| 0 +1

pl(ﬂ)n) = =] 0 0 +1

pi(wn) =0 0 0 | -1

pilwy) = +1 +1 | +1 | -1

4. (ai—l(wn) = -1, pi(a)n) = 0) If Pgi]ff(wn) does not
change with decreasing truncation number, the trunca-
tion can be regarded as convergent. So the truncation
number will be remained in the next iteration time.

5. (ai-1(wy) =0, pi(w,) = 0)If pi(w,) is equal to zero
with remaining the truncation number, the truncation
number will be remained because the truncation can be
regarded as an propriety.

6. (ai_1(w,) = +1, pi(wy) = 0) To avoid excessive
truncation, the truncation number will be decreased if
pi(w,) is equal to zero in spite of increasing truncation
number. ‘

7 (@) = =1, pil@) = +1) If Pl(w,) in-
creases with decreasing truncation number, the trunca-
tion number will be increased in the next iteration time

because increase of P([ji.] (w,) 1s prevented.

iff

8. (@i1(wy) = 0, piwy) = +1) If Pik(w,) increases
with remaining truncation number, the truncation num-
ber will be increased in the next iteration time because
increase of Pfj'ijﬁ(w,,) is prevented.

9. (a;i_1(wy) = +1, pi(wy) = +1) If Pgi]ﬁ(w,,) increases
with increasing truncation number, the truncation num-
ber will be decreased in the next iteration time because

the truncation can be regarded as an impropriety.

Table 1 is obtained under the above-mentioned assumption

and preliminary experiment. And this table is tuned in order

to achieve sufficient effect with few truncation number.
Therefore, we can obtain /;;|(w,) as

li+l(wn) = li(wn) + ai(wn)- (24)

To prevent sharp truncation, which is often the cause of the
degradation of the reproduced sound, a projection on ranks
within a short signal length W is smoothed. The parameters
V and W also must be tuned to small values, which do not
cause sharp truncation.

[Step 3] The process returns to Step 1 and the original sound
is reproduced.

4. Numerical Evaluation
4.1 Experimental Setup

To investigate the effect of the proposed method, a numeri-
cal simulation was carried out with real environmental data.
The sound reproduction system used in this experiment con-
sisted of 16 secondary sound sources and 7 control points (6
for listening and 1 for monitoring) within a room with a re-
verberation time of 0.15 seconds. Figure 4 shows a plan
view of the secondary sources and the control points. The
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Fig.4  Plan view of room with sound reproduction system used in nu-
merical simulation.
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Table 2  Measurement conditions of room impulse responses.
TSP signal length 65536 points
sampling frequency 48000 Hz
quantization 16 bits
addition for averaging 4 times

Table 3  Experimental condition.

FFT point length 32768 points
(inverse filter length)

control bandwidth 150-4000 Hz
Lin Eq. (16) 81 points
T in Eq.(21) 2dB
Vin Eq. (23) 50 points
W shown in Sect. 3.4 50 points
original signal speech, piano

control points for listening were placed at both ears of the
head and torso simulator (HATS), and 0.05 m in front and to
the rear. The control point for signal observation is placed
0.3 m away from the HATS.

The impulse response used in the present experiment
is measured with a time stretched pulse signal (TSP signal)
[11],[12]. The measurement conditions are listed in Table 2.

In this simulation, the temperature variations in the
room are considered as the environmental change of the
transfer system. The impulse responses measured at a room
temperature of 18.0°C are used for the inverse filter design,
and those measured at a room temperature of 28.0°C are
used as the room impulse responses after variations of the
transfer system. The inverse filters with 32768 points are
designed on the basis of the room impulse responses with
9600 points. With these points, the effect of circular convo-
lution in the inverse filter can be neglected.

The experimental conditions are listed in Table 3, in
which L, T, V and W are obtained empirically.

To compare with the conventional method, LNS-based
inverse filters are also designed using Eq. (9), where the reg-
ularization method is not carried out at all. The inverse fil-
ter length and the control bandwidth are the same as those
shown in Table 3.



1752

4.2 Results

Figures 5-8 show the normalized power spectrum of the ob-
served signal and the number of ranks of the inverse matrix

5 : : - . ;
— On-Line Adaptive TSVD |
--- LNS
0 b
s
]
g
—-15¢
-20

500 1000 1500 2000 2500 3000 3500 4000
Frequency [Hz]

Fig.5 Normalized power spectrum of normalized observed signal with
one-minute adaptation (speech).

RANK

500 1000 1500 2000 2500 3000 3500 4000
Frequency [Hz]

Fig.6  Number of ranks with one-minute adaptation (speech).

5 : . .
—— On-Line Adaptive TSVD
--- LNS
OR A
\I I'4 ‘II ,"‘:: “"’ ‘, %
. [TERY ' '| A
g -5 ':
o v
2 \
!JO. -10 [}
15}
-20

500 1000 1500 2000 2500 3000 3500 4000
Frequency [Hz]

Fig.7 Normalized power spectrum of normalized observed signal with
one-minute adaptation (piano).
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before and after 1-minute adaptation. Considering these re-
sults, it is apparent that because the shapes of the spectra are
almost alike, this algorithm does not depend on the type of
original sound, as confirmed by comparing the speech case
and the piano case.

In the proposed method, the silent signal is reproduced
at the control point for signal observation. So, the normal-
ized observed signal indicates the leakage of the reproduced
sounds which reproduced on the control points for listening.
Therefore, the reduction of the normalized power spectrum
means that the proposed method is effective. From the re-
sults shown in Figs. 5 and 7, the relaxation of the inverse
filters is particularly effective at low frequencies. This is
due to the numerical instability of the matrix G(w,). Hence,
the condition number relevant to the instability of G(w,) is
calculated. Figure 9 shows the condition number of G(w,)
at every w,, which can be computed by the following equa-
tion:

cond(G(w,)) = Einan(Fdg) (25)

,umin(wn)
where fax (w,) is the maximum singular value and pimin(w,,)
is the minimum singular value. Because the condition num-
ber is large at low frequencies, the inverse filters are instable

RANK
@ b

500 1000 1500 2000 2500 3000 3500 4000
Frequency [Hz]

Fig.8 Number of ranks with one-minute adaptation (piano).

800

700

600}

o
o
o

Condition Number
5
o

560 1000 1500 2000 2500 3000 3500 4000
Frequency [Hz]

Fig.9  Condition number of room transfer functions.
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5 . . .
— On-Line Adaptive TSVD
--- LNS
O»
Cél -5
)
g
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-15
-20

500 1000 1500 2000 2500 3000 3500 4000
Frequency [Hz]

Fig. 10  Normalized power spectrum of the normalized observed signal
with five-minute adaptation (speech).

500 1000 1500 2000 2500 3000 3500 4000
Frequency [Hz]

Fig.11  Number of ranks with five-minute adaptation (speech).

at these frequencies. The reason for this is that the values
of the RTF are very similar because the wavelength of the
reproduced sound is longer than the intervals of the control
points.

To investigate the convergency of the proposed method,
Figs. 10 and 11 show the results of 5-minute adaptation,
where the original signal is a speech signal. By compar-
ing these with the results of the 1-minute adaptations shown
in Figs. 5 and 6, it is found that the algorithm can converge
into a constant value, and also it implies that the conver-
gence was complete after 1-minute adaptation.

5. Subjective Evaluation

In the previous section, we demonstrated the efficiency of
OATSVD using numerical simulations. It is found that the
LNS method can reproduce the sound with sufficient sound
localization accuracy [8],[13]. On the other hand, in the
adaptive TSVD method, there is a trade-off relationship be-
tween the improvement in sound quality and the sound lo-
calization accuracy when the RTFs are fluctuated [7]. In this
section, we describe the results of a subjective evaluation
test for the comparison of the conventional LNS method and
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Loudspeaker as primary source: &
Loudspeaker as secondary source: D]
Monitoring control point ®

Control point for listening o
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39m
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Fig. 12 Sound reproduction system for subjective evaluation.

4

Table4  Types of presentation sound.

Original:  original signal directly from the primary sources

LNS: sound reproduced by the inverse filters based on
LNS

Low: sound reproduced by OATSVD at the applied
band of 150-1000 Hz

High: sound reproduced by OATSVD at the applied
band of 1000-4000 Hz

Full: sound reproduced by OATSVD at the applied

band of 150-4000 Hz

the proposed method in terms of sound quality and sound lo-
calization accuracy in an actual sound reproduction system.

5.1 Experimental Setup

The configuration of the sound reproduction system is
shown in Fig. 12. Six control points for listening are placed,
one at each of the two ears and the others 0.05m in front
and behind them, to allow effective sound reproduction even
during rotation of the head [13],[14]. The monitoring mi-
crophone is placed 0.3 m from the listener. These setup
conditions are the same as those described in the previous
section. The 12 loudspeakers as primary sound sources are
placed at intervals of 30 degrees on a circle with a radius
of 1.5m, with the frontal direction of the listener taken as
0 degrees. The conditions of the environmental variations
are identical to those described in the previous section. The
speech sound and the piano sound are used as the original
sound source signals. The adaptation time for the relaxation
of inverse filters by the proposed method is one minute,
using the normalized observed signal averaged every four
frames, where the frame length is 32768 points (by approx-
imately 0.7 sec.). The types of presentation sound are listed
in Table 4. For discussion of the effectiveness of the ap-
plied frequency band, inverse filters relaxed on the basis of
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three different passbands are prepared in the inverse filters
adapted to the proposed method.

The listeners are 10 males and females with normal
hearing capabilities. For each presentation sound in Table 4,
the speech sound and the piano sound are prepared for each
direction and are randomly rearranged. The evaluation of
the sound quality is judged using a 5-point opinion scale (5:
very good, 4: good, 3: fair, 2: poor, 1: very poor). With
regard to the evaluation of sound localization accuracy, any
one of the 12 directions is judged. First, the listener turns
his or her head toward the direction of the arrival of the pre-
sentation sound. Then, the perceived direction is evaluated.

5.2 Results

The sound quality evaluation results are shown in Figs. 13
and 14. The error bars in the figure indicate the 95% confi-
dence interval. When an analysis of variance is carried out
for these results, there is a significant difference with a sig-
nificance level of 5%. However, there is no significant dif-
ference between LNS and High, or between Low and Full
in the speech sound case. Also, there is no significant dif-
ference between LNS and High, or between High and Low
in the piano sound case. This reveals that the sound quality
is improved when we apply the proposed method to the low
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Fig. 13 Result of subjective evaluation for sound quality (speech).
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Fig. 14 Result of subjective evaluation for sound quality (piano).
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band in both cases.

Figures 15 and 16 show the percentages of correct an-
swers for the perceptual directions. When an analysis of
variance is carried out for these results, there is no signifi-
cant difference with a significance level of 5% between LNS
and the proposed methods. The results show that the sound
localization accuracy of the sound reproduced by the pro-
posed method is similar to that of the sound reproduced by
the conventional LNS method. The 95% confidence inter-
val of the sound localization accuracy is higher than that of
the sound quality. Moreover, the piano sound case has per-
centages of correct answers lower than those in the speech
sound case. This probably indicates the variation in human
capability for sound localization according to the direction
of sound and the frequency band.

On the basis of these results, we expect to improve the
sound quality of the reproduced sound without degradation
of the sound localization.

We listened to the reproduced sounds. In the case of
NS, the sound quality was degraded by the amplification
of background noise in the low-frequency band. Moreover,
particularly in the speech sound case, there was echoic noise
prior to the actual reproduction in the case of LNS, whereas
in the case of the proposed method, these noise and echo
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Fig. 15  Percentages of correct answers for perceptual direction (speech).

100

P

40+

20r 1

Percentage of correct answers [%]

Original LNS  High  Low Full

Fig. 16  Percentages of correct answers for perceptual direction (piano).
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sensations were markedly reduced.
6. Conclusion

We presented an on-line algorithm for the adaptive relax-
ation of inverse filters by normalizing the observed signal
with the original signals, called OATSVD. In the simula-
tion using real environmental data, it was found that the pro-
posed method can always carry out adaptation processing to
acoustic fluctuation. According to the subjective evaluation
of sound quality and sound localization of the reproduced
sound, the proposed method can improve the reproduced
sound quality while maintaining sound localization. Sum-
marizing these results, the proposed method, OATSVD, is
applicable for achieving a sound reproduction system that is
robust against variations in the listening environment.

In this method, we assume that the causes of environ-
mental variation are temperature fluctuation or object move-
ment. However, in this paper, we discuss only the situation
of temperature fluctuation. Therefore, we must further in-
vestigate the performance of the proposed method assum-
ing various other environmental fluctuations such as object
movement. On the other hand, because ill-condition of the
RTFs concentrates at low frequencies, OATSVD is effec-
tive for low frequencies in particular. On the basis of this
assumption, in future studies, we intend to combine this
method and the method for compensation of temperature
fluctuation introduced [4], to achieve a sound reproduction
system which is more robust against environmental fluctua-
tion.
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