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I PAPER Special Section on Concurrent/Hybrid Systems: Theory and Applications 

Stability Analysis of Hybrid Automata with Set-Valued Vector 
Fields Using Sums of Squares 

Izumi MASUBUCHIta), Member and Tokihisa TSUJItt, Nonmember 

SUMMARY Stability analysis is one of the most important problems 
in analysis of hybrid dynamical systems. In this paper, a computational 
method of Lyapunov functions is proposed for stability analysis of hybrid 
automata that have set-valued vector fields. For this purpose, a formula
tion of matrix-valued sums of squares is provided and applied to derive an 
LMI/LME problem whose solution yields a Lyapunov function. 
key words: hybrid automata, robust stability, L2-gain, sums of squares, 
!.MIs 

1. Introduction 

One of the most important notion in theory of dynamical 
systems is stability, under which the variables of systems 
evolve in an adequate region. Though it is the most basic 
property of dynamical systems, analysis of stability is not 
very easy except for such as linear systems. A consider
able amount of attention has been paid to stability analysis 
of hybrid dynamical systems (HDS) in the last decade. Var
ious extensions of notions of stability for differential equa
tions have been proposed for HDS [3], [9]-[11], where the 
theory of Lyapunov has been generalized to deal with ex
ecutions of HDS, which consist of continuous and discrete 
evolutions. Computational methods have been shown for 
piecewise linear systems [4], [9] and more general classes 

, of HDS [5], [7], where the latter utilize sums of squares [6], 
[8] with which semidefinite programming is applicable to 
problems of seeking positive functions. 

In this paper, extending the results of [5], we propose 
a computational method of Lyapunov functions for stability 
analysis of hybrid automata [1J, [2], [5J, [12] that have set
valued vector fields for continuous evolution. Admitting set
valued vector fields enables to handle more general classes 
ofHDS than those ever considered before such as in [5], [7]. 
Then stability analysis involves what corresponds to robust
ness analysis in continuous dynamical systems. We reduce 
a Lyapunov-like stability condition to a condition of ma
trix inequalities of functions and apply matrix-valued sums 
of squares to solve those inequalities. For this purpose we 
generalize the formulation of scalar-valued sums of squares 
[6] to matrix-valued and show linear matrix inequalities and 
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equations (LMls and LMEs in short) whose solution yields 
a Lyapunov function of HDS. LMIs are convex inequalities 
and solving LMIs/LMEs enjoys fast and globally convergent 
numerical algorithms. 
Notation. Denote by R P, Rqxr and RPxqxr the sets of vec
tors, matrices and (3,0)-tensors of real numbers, respec
tively. Elements of v E R P, M E Rqxr, T E RPxqxr are 
represented as vi, M jk, Tijk, respectively. The elements of 
the tensor product T = v 0 M are Tijk = viM jk. Let Mio and 
Moj stand for the i-th row vector and the j-th column vector 
of matrix M, respectively. We define inner products for RP , 
R qxr, RPxqxr by 

(M, N) = I MjkN
j\ M, N E Rqxr, 

j,k 

(T, U) = I TijkUijk T, U E Rpxqxr. 

i,j,k 

For v E RP and T E RPxqxr, we denote by (v, T) the contrac
tion of v E RP and T E RPxqxr, where (v, T) is a q X r matrix 
whose (j, k )-element is given as [(v, T) Jjk = 2:i Vi Tijk . Let 
F(·) be a linear map from R Pxqxr to R sxt . Then the adjoint 
of FO is defined as the map F*(-) that satisfies 

(F(T), Z) = (T, F*(Z) 

for all T E RPxqxr and Z E Rsxt. Let MT denote the 
transpose of a matrix (or vector) M. For a symmetric ma
trix M the inequality M > (~)O means that M is positive 
(semi-)definite. The standard Euclidean norm is denoted by 

11·11· 

2. Preliminaries 

2.1 Hybrid Automata and Executions 

Let us define a class of hybrid automata and their executions 
based on [12]. For a finite collection V of variables v, let 
V (in boldface) denote the set of valuations of the variables. 
Variables whose set of valuation is finite or countable are re
ferred to as discrete and to variables whose set of valuations 
is a subset of a Euclidean space or a manifold as continuous. 

Definition 1: A hybrid automaton HA is a collection 
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HA = {Q,X, Init, F,D,E, G,R}, where 

• Q is a finite collection of discrete variables with Q be
ing a finite set. An element of Q is referred to as mode; 

• X is a finite collection of continuous variables with X = 
R"q for q E Q, where nq is the dimension of X for 
q E Q; 

• Init c :s: is a set of initial values, where :s: = {(q, x) : 
q E Q,x E R"q}; 

• F : (q, x) E :s: ~ Fq(x) E 2TX t is a set-valued vector 
field; 

• D : q E Q ~ Dq E 2
R nq 

js a maptt assigning a subset 
'mode-invariant set' of X for each q E Q; 

• E c Q X Q is a set of edges, where e = (r, q) E E means 
that the graph of the automaton has an edge from q to 
r; 

• G : e = (r,q) E E ~ Ge E 2
R nq 

is a map assigning a 
subset 'guard' of R"q for each e = (r, q); 

• R : (e, x) E Ex Ge ~ Re(x) E 2
R nr 

with e = (r, q) is 
a map called reset that assigns a subset of R"r for each 
e = (r, q) E E and x E Ge• 0 

Example 1: Let us consider a hybrid automaton of the 
class of Definition 1 with: 

Q={+,-}' 

F±(x) = {[ 

X+=X_ =R2, 

-3XI + xi + ~Xl 
-X2 + ~Xl 

D+ = Ix : Xl ~ -I}, D _ = {x : Xl ~ I}, 

E = {el = (-,+), e2 = (+,-)}, 

Gel = {x: XI = -I}, Ge2 = {x: XI = I}, 

Rei (x) = Re2 (x) = {X}, 

Init = {(q, X) : q E Q, X E Dq }. 

Then the hybrid automaton HA represents a hybrid dynami
cal system with two modes '+,' '-' and the continuous vari
able in R2. The continuous variable X evolves in R2 with x 
belonging to the set Fq(x) as far as X remains in the mode 
invariant set Dq . Suppose q = '+.' If X arrives at a point in 
Gel' i.e., if Xl = -1 , then the mode changes to ' - ,' where 
e] = (- ,+) corresponds to mode transition from '+' to ' - .' 
The edge E is the set of all possible transitions of the modes 
and thus the mode can change also from '-' to '+.' Accord
ing to R of this example, the continuous variable X does not 
jump at mode transitions. 0 

The descriptions of the evolution of the variable (q, x) 
in Example 1 are formalized below by defining hybrid time 
trajectory and executions, which follow those in [12]. The 
hybrid time trajectory is a sequence of time intervals in 
which the discrete variable is constant. The execution is 
defined as a function of a hybrid time trajectory that is ac
cepted by the hybrid automaton HA. 

Definition 2: A hybrid time trajectory is a sequence of in
tervals I = {h}~=o with N < 00 or N = 00 such that 

• lk = [tk. t~] for all 0 ~ k < N, 
• if N < 00 then IN = [tN, t:Vl or IN = [tN, t~), 
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• tk::; t~ and t~ = tk+l for all 0::; k < N. 

Denote by (I) the sequence of integers {O, 1, ... ,N} and let 
Ihl = t~ - tk for a hybrid time trajectory I. 0 

Definition 3: Consider a triplet X = {I, q, x}, where I = 
{h}~=o is a hybrid time trajectory, q : k E (I) ~ qk E Q 

and x = {XkO : k E (I)} with Xk(t) being a C1 map from h 
to R"qk. If X satisfies the following conditions 1-3, we say 
that X is an execution of the hybrid automaton HA, or HA 
accepts X. 

1. (Initial condition) (qo, xo(to» E lnit. 
2. (Continuous evolution) For each k E (I) such that Ihl > 

0, it holds that 

{ 
Xk(t) E Fqk(Xk(t», t E h, 
Xk(t) E Dqk, t E [tk. ~). 

3. (Discrete evolution) For each k E (I), it holds that 

2.2 Stability of Executions 

(1) 

(2) 

o 

We define the following equilibrium set to consider stability 
of executions. 

Definition 4: Let Qo be a subset of Q. A set Equi = 
{(q, xq) : q E Qo, Xq E Dq } is an equilibrium set if 

• Fq(xq) = {O}, q E Qo, 
• if e = (r, q) E E and q E Qo, then r E Qo and ReCxq) = 

{x,}. 0 

Below we assume Xq = 0 for all q E Qo without loss 
of generality. Then Equi = {(q,O) : q E Qo}. We define a 
notion of stability ofthe continuous variable as a generaliza
tion of Lyapunov stability of continuous dynamical systems. 

Definition 5: The set Equi is said to be stable if for any 
s > 0 there exists 8 > 0 such that 

Ilxo(to) 11 < 8 ::::} Ilxk(t)11 < s, Vk E (I), Vt E h 

holds for every execution X = {I, q, xl accepted by HA. 0 

Based on [9], [10], we use a Lyapunov-like stability 
condition of executions shown below. Denote by R+ the 
set of nonnegative real numbers. A continuous function 
a : R+ ~ R+ is said to be a class-X function if a(O) = 0 
and a(rl) < a(r2) for any 0::; rl < r2. 

t rx is the tangent space of X. In this paper we can always 
identify it as R nq . 

ttWe sometimes use notation such as Dq, Fq(x) to represent 
maps with discrete variables such as q. 
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Proposition 1: The set Equi is stable if there exist Vq(x) : 
(q, x) E 3: ~ R, where Vq is C1 for fixed q, and class-']( 
functions a('),/3(') for which the following conditions hold: 

a(lIxlD S; Vq(x) S; /3(llxll), Vq E Q, Vx E D q, (3) 

aVq(x) 
-a;-v S; 0, Vv E Fq(x), Vq E Q, Vx E Dq, (4) 

Vr(Re(x» S; Vq(x), 

Ve = (r,q) E E, Vx E Ge• (5) 

o 

We call Vq(x) satisfying the conditions of the above 
proposition Lyapunov function. 

Example 2: Consider the hybrid automaton given in Ex
ample 1. Let Qo = Q. Then Equi = {(q,O) : q E Qo} is 
stable as seen below. Set Vq(x) = (xi + x~)/2. Then the 
conditions (3) and (5) are obvious. For v E F ±(x), 

aVq(x) 2 3 2 2 
-a;-V = -3XJ =+ Xl - x2 + Ll(x1 + XIX2) (6) 

for some Ll E [-1, 1], which implies 

(6) S; -3xi =F x~ - x~ + (xi + IXlxzl) 

= -Ixi (1 ± ~Xl) - Glxd -Ixzr (7) 

From the definition of Dq, 1 + 4xl/7 ~ 3/7 if q ='+' since 
x E D+ implies XI ~ -1. The same holds also for q =' -.' 
Therefore (7) is nonpositive. 0 

2.3 Matrix-Valued Sums of Squares 

In Sect. 3, we consider stability analysis of a class of hybrid 
automata via numerical methods. This subsection is devoted 
to formulate matrix-valued sums of squares as a generaliza
tion of (scalar-valued) sums of squares shown in [6]. Sums 
of squares have been widely used to derive positive func
tions, such as Lyapunov functions (e.g., [5], [7]). We utilize 
matrix-valued sums of squares to compute positive semidef
inite matrices that are functions of (x, q), by which stability 
analysis is solved via convex optimization. 

Let w(m)(x): x E Rn ~ RP, m ::: 1, ... , M be linearly 
independent vector-valued functions. Denote the set of these 
functions by 

S = {w(l)(x), ... , w(M\x)} 

and the span of S by 

res) = span {S} 

= {sex) = f cmw(m)(x) : c], ... , CM E R}. 
m=! 

Let ,](S) be the set of finite linear combinations of dyads of 
elements of S: 
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Kw 

,](S) ::: {W(x) = ~ ii)(x)sCi)(x)T: 
i=! 

P), ... , sCKw ) E S}, 
where the number of summand Kw depends on W(x). This 
is a subset of p x p-matrix-valued functions and we refer 
to elements of ,](S) as matrix-valued sums of squares. De
note Q(x) ::: [w(l)(x) . . . w(M)(x)] and define a vector-

valued function lex): x E Rn ~ RN whose elements l(i)(x), 
i = 1, ... , N are linearly independent and a linear map 
A(T) : T E RNxpxp ~ RMxM that satisfy 

A(l(x) ®R) = Q(x)TRQ(x) (8) 

for all x E Rn and R E RPxP. 

Remark 1: The map A(·) in (8) is a generalization of that 
defined in [6] and they coincide with each other for p = 1. 
Since AO is linear, it is represented in terms of elements 
as [A(T)]mn = L:ij'kAl1!knTijk, where Al1!nk's are the coef-

, , IJ IJ 
ficients of the linear map A(} Then (8) is equivalent to 
L:i A;jZ[l(X)]i = wjm)(x)w~n\x). 0 

The following lemma gives a representation of '](S). 

Lemma 1: A matrix-valued function W(x) belongs to 
,](S) if and only if it is represented with a positive semidef
inite matrix Y E RMxM as 

W(x) = Q(x)YQ(x)T = (l(x), A*(Y». (9) 

o 

Proof. Suppose that W(x) E '](S). Then for some sCi) = 
"M C. ·w(j) (x) we have Lop! IJ 

W(x) = t (t C;jw(J) (x) 1 (~ c;,w",<x) f 
= itJ ~ C;jC. wUl (x)w(k,<x)T 1 

Define yjk = L:~~ CijCik. Then Y ~ 0 and 

M 

W(x) = ~ yjkw{j)(x)w(k) (x)T ::: Q(x)YQ(x)T. 
j,k=1 

Following the above conversely, we see W(x) E 1(S) if 
W(x) = Q(X)TYQ(X), where Ci/S are defined as the elements 
of C that decomposes Y ~ 0 as Y ::: CCT . 

The second equality in (9) is shown as follows. For any 
Y E R MXM and R E RPxp , we have 

(A(l(x) ® R), y) = (l(x) ® R, N(Y» 

= ~[l(x)]iRjk ~ A;jzymn 

i,j,k m,n 

= (R, (l(x), N(Y») , (10) 
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while (8) and the first equality of (9) imply 

(A(l(x) (is) R), y) = (Q(x)RQ(x) T, Y) 

= TrQ(x)RTQ(X)Ty = TrRTQ(X)TYQ(X) 

= (R, Q(x) TYQ(X») = (R, W(x» . (11) 

Since R is arbitrary, we obtain W(x) = (l(x), N(Y» from 
(10) and (11). 0 

Remark 2: The representation of (9) in terms of lex) is a 
generalization of [6] for scalar-valued sums of squares to 
matrix-valued. Below in this paper we utilize this expres-
sion. o 

Remark 3: The element of the matrix W(x) in (9) is 
[W(x)]jk = L.m,n,i A7jzymn [l(x)f The elementwise represen

tation of [A*(y)]ij, which is N-vector valued as lex), is given 
by 

r 

'\' A
mn 

ymn 1 £..;mn "1 , IJ 

[A*(y)]i j = : . 
'\' Amn ymn £..;mn "N , IJ 

Thus we have [W(x)]jk = (l(x), [A*(Y)]ij), where (e,.) is 
the interior product of N-vectors. 0 

3. Stability Analysis via Matrix-Valued Sums of 
Squares 

3.1 Description of a Class of Hybrid Automata 

We consider hybrid automata that have the following ex
pressions, which we utilize to carry out stability analysis 
via a computational method based on matrix-valued sums 
of squares, as well as we make several assumptions. 

1. The map Fq(x), which assigns a set of vector field to 
(q, x), is represented as 

Fq(x) = (f:(x) + f:(x) l1 fq
c(x) : 

6'(11) ~ kq}, (12) 

where f:(x) E Rnq, f:(x) E Rnqxn: and l; (x) E Rn¥xnq 

with TX being identified as Rnq. The scalar kq ;::: 0 
gives the upper bound of the largest singular value, de
noted by 6'0, of 11 E Rn:xn¥. For each execution, Xk(t) 
satisfies the following differential equation 

Xk(t) = f~ (x(t» 

+ f~ (X(t))l1qk (t, x(t»~ (x(t» (13) 

for some I1q(t, x) satisfying 6'(l1q(t, x» ~ kq. 
2. The mode-invariant sets are given as Dq = (x : dqi(x) ;::: 

0, i = 1, ... ,NDq}. wheredqi : Rnq ~ R, i = 1, . . . ,NDq 
are smooth functions on Rnq. 

3. The reset map is a singleton: Re(x) = (R~(x)} with 
R~ (x): (e, x) E Ex Ge ~ Rnq with e = (r, q). 
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4. The guard Ge, e = (r, q) and the mode-invariant set 
satisfy Ur G(r,q) = 8Dq . 

5. The guard for e = (r, q) is represented as Ge = 

UNGe {g(;)(I:) . I: E o<;)} with 0<;) - (I: E Rnq-l . 
j= I eO" .., e e - ., . 

gW(I:) > 0 i = 1 NU)} where g(j) . Rnq- I ~ Rnq ez ~ -, , •.. , Ge ' eO . 

and g~) : Rnq-I ~ R, i = 1, ... , Ng; are smooth func
tions on Rnq-I. 

6. Init c (q,x): x E Dq,q E Q}. 

The explicit expressions of Fq(x) , Dq, Re(x) and Ge are 
given in the items 1, 2, 3 and 5, respectively, while the as
sumptions in the items 1, 4, 6 ensure the existence of execu
tions [5]. 

3.2 Stability Condition 

We invoke a widely-known technique to handle set-valued 
vector fields parameterized with norm bounded elements as 
(12). 

Lemma 2: The set Equi is stable if there exist Vq(x) : 
(q, x) E .3 ~ R, where Vq is CI for fixed q, a strictly positive 
function O"q(x) and class-X functions a('),f30 for which the 
following conditions hold: 

a(llxll) ~ Vq(x) ~ f3(llxll), Vx E Dq, q E Q, (14) 

8Vq(x) ---a;- f:(x) + O"q (x)Ji (x)T Ji(x) 

1 8Vq(x) B B T aVq(x) 
+ 40"q(x) ---a;- fq (x)fq (x) ----aT ::; 0, 

X E Dq , q E Q, (15) 

Vr(R~ (x)) ::; Vq(x), x E Ge, e = (r, q) E E. (16) 

o 

Example 3: The hybrid automaton in Example 1 can be 
represented as (12) with 

f:(x) = [ -3~x: xi ], f:(x) = [ ~ J, 

f~(x) = XI , kq = 1. 

This hybrid automaton satisfies (14)-(16) with Vq(x) = (xi+ 
x~)/2 and 0" q(x) = 1. In fact, it holds that 

(the left-hand side of (15» 

= -~~ (1 ± ~XI) - ~ (~XI - X2)2 
3 1 5 4 3 

2 3 (1 )2 < __ x2 - - -Xl - X2 < 0 -3 1 43 -, 

since 1 ± (3/5)Xl ;::: 2/5 due to x E Dq. o 

The proof of Lemma 2 follows easily as that of 
quadratic stability for linear uncertain systems, by observ
ing that the inequalities (14)-(16) imply (3)-(5). We focus 
on obtaining functions Vq(x) and 0" q(x) that satisfy the con
ditions of Lemma 2, based on matrix-valued sums of squares 
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in Sect. 2.3. 
First, in general, a symmetric-matrix-valued function 

A(x) is guaranteed to be positive on a given region Xg := 
{x E Rn : gi(X) ~ 0, i = 1, ... , k} whenever there exist 
functions il.i(X) satisfying 

k 

A(x) - I il.i(X)gi(X) ~ 0, il.iCx) ~ 0, i = 1, ... ,k 
i=I 

(17) 

for all x ERn. Now let il.i(X)'S and the left-hand side of 
the first inequality of (17) be sums of squares. Then with 
appropriate basis matrices Qi(X) and positive semidefinite 
matrices Yi for i = 0, 1 ... , k the inequality condition (17) is 
rewritten as 

k 

A(x) - I gi(X)Qi(X) TYiQi(X) = Qo(x) T YoQo(X) , 
,i=1 

which has the following alternative representation 

A(x) = Q(X)TYQ(x), 

where Y = diag{Yo, Yl , ... , Yd and 

Q(x) = 

Qo(X) 

-Vgl (X)Ql (x) 
, X EXg• 

From these observations, we can utilize positive functions 

that are defined and positive only in such as Dq and G~) by 
choosing appropriate basis, where we can adopt functions 

involving terms of -Vdqi(X) and m from the expressions 

of the mode-invariant sets and the guards, respectively. 
Now we consider sum-of-squares formulation to obtain 

a Lyapunov function Vq(x). Choose basis w~mJcx): x E Dq ~ 
R, m = 1, ... , Mq, q E Q defined on Dq and derive lq(x) 
and AqO as the counter parts of lex) and A(·) in Sect. 2.3, 
respectively. Then we set 

In the same way, let 

where lq(x) and AqO are generated from basis w~m)(x): 
X E Dq ~ R, m = 1, ... , Mq, q E Q. These parameteri
zations of Vq(x) and O'q(x) imply their nonnegativity on Dq 
if Yq ~ 0, Yq ~ 0. One can easily modify the development 
of this subsection to strictly guarantee (14) and O'q(x) > 0; 
the detail is omitted. 

Next, consider the condition (15). Schur complement 
yields the following equivalent matrix inequality: 
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aV (x) +. f:(x) + O'q(x)II~(x)112 

* 
1 aVq(x) B 1 ---J, (x) 
2 ax q =: Wq(x) so, 

-(J' q(x)I 

(18) 

where the left-hand side is symmetric and '*' represents off
diagonal elements abbreviated. Choose basis w~m)(x): X E 

nB+ 1 A • A 

Dq ~ R q ,m = 1, ... ,Mq, q E Q and denve lq(x) and 

Aq(·) as in Sect. 2.3. Then consider the following equation 

(19) 

which implies (15), where Yq = YJ E RMqxMq. We derive an 
equivalent equation to (19) that does not involve the variable 
x. Define matrices :Aq, 13qj, Cq, V q, 8q with appropriate 
sizes so that for some vector-valued function ¢: (x), x E Dq , 

q E Q, whose elements are linearly independent to each 
other, for which the following equalities hold 

Olq(x) A F ---a.;- fq (x) = :Aq¢q (x), 

Olq(X) B oj _ F . _ B ---a.;- [fq (x)] - 13qj¢q (x), ] - 1, ... , nq, 

- C 2 F - F 
lq(x)llfq (x)1I = Cq¢q (x), lq(x) = Vq¢q (x), 
A F 
Iq(X) = 8q¢q (x) 

for x E Dq , q E Q. Then it is easy to see that (19) holds if 
and only if 

Lastly, consider the condition (16). For e E E, let iej(q) 
and Ae/,) be a pair of a vector-valued function and a map 

that provide a sum of squares by J1e/x) = (ielx), A:/Yej» 
with a positive semidefinite matrix Yej. Define matrices rej, 
rJej, 1{ej and a vector-valued function ¢:/D with linearly 

independent elements satisfying lq 0 g;~(/;) = rej¢:/g), lr 0 

R~ 0 g~~(g) = rJej¢:/q) and iej(q) = 1{ej¢:/g) for g E G~j), 
j = 1, ... ,NGe , e = (q, r) E E. Then Vq(x) - Vr(R~(x» = 

(ie/X), A:/Yej» holds for all x E Ge if and only if 

~jA;(Yq) - rJ;jA;(Yr) = 1{~A:/Yej) (21) 

for j = 1, ... ,NGe , e = (q,r) E E. 

Remark 4: If R~ (x) is an identity map, i.e., the continuous 
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variable does not change in discrete evolutions of e, then it 
is often natural to set J.ie/g) = 0, by which the Lyapunov 
function is continuous at those discrete evolutions. 0 

We summarize the result: 

Theorem 1: Suppose that (20) and (21) hold for positive 
semidefinite matrices Yq , Yq, Yq, q E Q and Yef, j = 

1, . . . , NG" e = (r, q) E E. Then Vq(x) = (Zq(x), A~(Yq)) :::: 0 

and iT q(x) = (lq(x), A~(Yq)) :::: 0 satisfy (1S) and (16). 0 

Thus the stability analysis problem is reduced to a stan
dard semidefinite programming problem, which enjoys var
ious fast algorithms. 

4. Numerical Example 

Let us consider the following hybrid automaton: 

Q = Qo = {+, - }, X+ = X_ = R 2, 

Init = {(+,x): X E R
2

,XI > OJ, 

ft(x) = [ 
- Xl - X2 - xi - XfX2 - Xl -S - X~ ] , 2 3.2 2 3 XI - X2 + XI- IX2+ Xl X2- X2 

( -05x, - 4x,: 05;; ) 1 
f~(x) = 

-xfX2 - XIX2 - 4x2 

( XI - 4X2 + o.Sxi ) , 
-XiX2 + XIX~ - 4x~ 

f!(x) = f!(x) = [ 1 1 r, 
jf(x) = f<:(x) = Xl, 

D+ = {X : Xl :::: OJ, D_ = {X : XI ~ OJ, 

E = tel = (-,+), e2 = (+,-)), 

Ge l = G e2 = {X: Xl = OJ, 

R~I(X) = R~(x) = x. 

In this section the i-th element of x is denoted by Xi . We seek 
a Lyapunov function and find an upper bound of k+ and L 
for which Equi is stable. We choose basis for Vq(x), iTq(x) 
and Wq(x) as 

Qq(X) = [ XI X2 x2 
1 X,X2 X2 

2 

Qq(x) = [ XI X2 1 ] , 

x2 x2 X3 2 ~ [ Xl X2 XlX2 X,X2 
Qq(x) = 0 

, 2 I 
0 0 0 0 0 0 

2 XIX2 ~ 0 0 
0 0 Xl X2 

for q E Q, respectively, while we set J.ie/g) = O. A Lya
punov function is obtained as 

with 

V+(x) = xi - 0.SXIX2 + 0.2Sx~ + 0.22x{ 

-0. 12xjx2 + 0.23xT~ + 0.040xlx~ + 0.12xi, 

V_ex) = 0.30xT - 0.40XlX2 + 0.2Sx~ + 0.074x{ 

-0.31xix2 + o.4sxf~ - 0.22xlx~ + 0.12xi 
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Fig. 1 An execution and level surfaces of the derived Lyapunov function. 
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Fig. 2 Uncertainty profile. 
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Fig. 3 Response of the derived Lyapunov function. 

iT+(X) = 0.40xf + 0.014xlX2 + 0.36~ + 0.39 

iT-ex) = 0.061xT - 0.01Sx1x2 + 0.32x~ + O.lOS 

and an upper bound of kq is derived as k* = 1.997S. 
We plot Xk(t) of the execution satisfying (13) in Fig. 1 
for to = 0, qo = +, xo(to) = [0.7 0.7]T with setting 
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~+(t, X) = k* e(-t/8) cos(t/2) and ~_ (t, x) = k* sin(t/2), shown 
as in Fig. 2. Level surfaces of the derived Lyapunov func
tion Vq(x) are shown in Fig. 1, while Vqk(Xk(t» is plotted in 
Fig. 3. 

5. Conclusion 

We have shown a method of computing Lyapunov functions 
for stability analysis of hybrid automata with set-valued vec
tor fields. We generalized the formulation of scalar-valued 
sums of squares in [6] to matrix-valued ones and applied 
them to derive an LMI/LME problem whose solution yields 
a Lyapunov function. 
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