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[PAPER

Tree-Structured Clustering Methods for Piecewise
Linear-Transformation-Based Noise Adaptation

Zhipeng ZHANG'™, Nonmember, Toshiaki SUGIMURA', Member, and Sadaoki FURUI'', Fellow

SUMMARY  This paper proposes the application of tree-structured
clustering to the processing of noisy speech collected under various SNR
conditions in the framework of piecewise-linear transformation (PLT)-
based HMM adaptation for noisy speech. Three kinds of clustering meth-
ods are described: a one-step clustering method that integrates noise and
SNR conditions and two two-step clustering methods that construct trees
for each SNR condition. According to the clustering results, a noisy speech
HMM is made for each node of the tree structure. Based on the likelihood
maximization criterion, the HMM that best matches the input speech is se-
lected by tracing the tree from top to bottom, and the selected HMM is
further adapted by linear transformation. The proposed methods are eval-
uated by applying them to a Japanese dialogue recognition system. The
results confirm that the proposed methods are eftective in recognizing dig-
itally noise-added speech and actual noisy speech issued by a wide range
of speakers under various noise conditions. The results also indicate that
the one-step clustering method gives better performance than the two-step
clustering methods.

key words: robust speech recognition, noise adaptation, piecewise-linear
transformation, tree-structured noise clustering, GMM

1. Introduction

The performance of current speech recognition systems de-
grades significantly when applied to real-world systems.
With the increase of real-world applications such as dia-
logue systems and transcription systems, the need for ro-
bust speech recognition systems is becoming critical. Noise-
added speech § is modeled by:

§ = F(s,n, SNR) (N

where s, n and SNR represent the clean speech signal, noise,
and speech-to-noise ratio, respectively. F represents a non-
linear function in the cepstral domain. Since the noise spec-
trum and SNR usually vary over time, it is crucial to build
a model adaptation method that can handle the non-linear
effect as well as the noise variation.

Likelihood maximization is a common criterion used in
model construction and model adaptation for speech recog-
nition. Minami and Furui[1] proposed extending the PMC
(Parallel Model Combination) method to handle variable
noise through the use of the maximum likelihood (ML) es-
timation criterion. Experiments confirmed that this method
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greatly improves the recognition rate even when SNR and
noise spectral characteristics are variable. However, this
method is impractical in that it has huge computation costs
and the noise HMM must be trained in advance.

We have recently proposed an ML-based piecewise
linear-transformation (PLT) HMM adaptation method for
additive noise. This method offers an approximation of the
non-linear effect of additive noise[2]. In developing our
proposed method, a wide variety of noise data were col-
lected and classified into noise clusters. Noise-added speech
HMMs (noise-cluster HMMs) were constructed using noisy
utterances created by adding noise signals classified into
each cluster to clean speech at several SNR conditions. In
the recognition phase, the noise-cluster HMM that best fit-
ted the input speech was selected and further converted to
reduce mismatches with the input speech by the MLLR
method. In both processes, noise-cluster HMM selection
and linear transformation use the likelihood maximization
criterion. Figure 1 shows the flow diagram of the proposed
method.

Our original method has a fundamental problem: since
the optimum cluster number varies with the input noisy
speech, it is necessary to prepare multiple sets of clusters
with different numbers of clusters, and choose the optimum
model from among them. Therefore, it suffers from huge
computational costs. For the previous method [2], we car-
ried out experiments using multiple sets of clusters made
by doubling the cluster number such as 1,2,4,... 2t ..N,
where N is the total number of noise-cluster HMMs. Since
the amount of computation needed to choose the best match-
ing model is proportional to each cluster number, we needed
to evaluate 1 +2+4 +...+ N = 2N — 1 models in the above
case.

To avoid this problem, we propose a new method
that constructs a tree-structured noisy HMM for a PLT-
based adaptation method. The tree-structured clustering
method has been successfully applied for speaker adapta-
tion [3]. In this paper, we apply the tree-structured cluster-
ing method for PLT-based noise adaptation. We construct a
tree-structured HMM that represents both noise spectra and
the SNR. The root node includes all noises and SNR con-
ditions and each leaf node consists of only one noise at one
SNR condition. A noise-added speech HMM is constructed
for each node. An HMM in the leaf layer is selected if the
input noise speech is close to one of the kinds of noise and
the SNR condition used for training while a model in the
upper layer should be selected if the input noise speech dif-
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fers from the noises and SNR condition used for training.
The tree-structured hierarchical clustering method makes it
easy to select the optimum model, and reduces the compu-
tational cost of doing so. By applying the tree-structured
model space, the computational cost of finding the closest
model is reduced to 2* log, N or less.

The remainder of the paper is organized as follows.
Section 2 describes tree-structured clustering methods. Sec-
tion 3 describes the speech recognition experiments con-
ducted to evaluate the proposed methods. Sections 4 and
5 provide and analyze the results of the experiments. The
first experiment uses noisy speech created by adding noise
to clean speech. In the second experiment, actual samples
from a wide range of speakers collected under various noise
conditions are used. The paper concludes with a general
discussion and issues related to future research.

2. Tree-Structured Clustering Methods for Piecewise
Linear-Transformation-Based Noise Adaptation

Noise-added speech spectra vary as a function of both the
noise spectra and SNR. It follows that any tree-structured
HMM should represent both the noise spectra and SNR. We
propose three tree-structured clustering methods for PLT-
based noise adaptation: two two-step clustering methods
that construct trees for each SNR condition and a one-step
clustering method that integrates noise and SNR conditions
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Fig.2  Noise clustering method (Method 1); a common tree is used for
all SNR conditions.

yielding a single tree covering all SNR conditions. The
two-step clustering methods are the noise clustering method,
which constructs the same tree for all SNR conditions, and
the noise-added speech clustering method, which constructs
a different tree for each SNR condition.

2.1 Two-Step Clustering Methods
2.1.1 Noise Clustering Method

The first method (“Method 17), which uses noise clustering,
starts by building a hierarchical structure of noise, and then
uses it to create noise-added speech HMMs (noise-cluster
HMMs) for different SNR conditions. While models located
in the upper layers of the tree structure represent the spec-
tral features of global noise-added speech, models located
in the lower layers represent specific features of noise-added
speech. Figure 2 shows the concept of Method 1.

Since it is difficult to directly cluster noise data, we
first build a GMM for each noise and then cluster the noise
GMMs. The number of GMM components is 64. Noise
GMM clustering is performed using a procedure originally
proposed for the “SPLIT” speech recognition system [4].
This method clusters these noise GMMs in a top-down man-
ner: select the cluster having the smallest intra-likelihood
for clustering; choose two noise GMMs, the combination
of which maximizes the sum of likelihood from among all
noise GMMs; and then split all noise GMMs. This process
is continued until all noise GMMs are individually clustered
as leaves. This procedure has an advantage in that as the
number of clusters increases, the sum of likelihood values
increases. As the SPLIT method makes a binary tree that
can be easily handled for finding the best node, we use it in
noise clustering. The likelihood between each pair of noises
is defined as the value of feature vectors of one noise yielded
by GMM model of the other noise.

According to the noise clustering result, we construct
noise-added speech HMMs from a set of noisy utterances
created by adding noise signals for each cluster to clean
speech at each SNR. As the noise clustering result is di-
rectly applied to all SNR conditions, these trees at different
SNR conditions have the same structure.
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In the recognition phase, a test utterance is first de-
coded using the clean HMM to produce a phoneme label
sequence. In this paper, we assume correct sentence bound-
aries are given by some automatic method or the push-to-
talk strategy. The likelihood values averaged over each sen-
tence length using various HMMs are calculated according
to the phoneme labels. The noise-cluster HMM that best fits
the input sentence speech is selected using a two-step search
method. In the first step, the model having the largest like-
lihood is selected for each SNR by tracking the tree from
the root (top) to the leaves (bottom). Next, the best model
among all SNR conditions is selected. This method yields
the HMM that best matches the noise property as well as the
SNR of the input speech. The best-matching HMM selec-
tion process is repeated for each sentence.

Although it is possible to reproduce phoneme labels
having a higher accuracy by using the selected HMM, and
reselect the best-matching HMM, this method is not used in
order to reduce the amount of computation needed. Since
the phoneme labels are only used for model selection, we
consider the reproduction process using the selected HMM
has no significant impact on the final recognition results.

2.1.2 Noise-Added Speech Clustering Method

In Method 1, noise-added speech HMMSs are constructed
using the tree made by noise clustering. Therefore, opti-
mal clustering is not guaranteed for noise-added speech. In
the second method (“Method 2”), we directly cluster noise-
added speech to construct the tree-structured noisy speech
HMM. Various noise-added speech data are made by adding
noise signals to clean speech at each SNR condition. In the
same way as noise clustering, noise-added speech GMMs
are made and clustered for each SNR. In this method, the
noise-added speech GMMs for clustering at each SNR con-
dition are different. Therefore, the clustering results at each
SNR condition are different so that the tree structures at
each SNR condition are not the same. This means that
nodes of the tree contain different kinds of noise from that of
“Method 1”. The noise-added speech data set corresponding
to each cluster is used to construct the tree-structured noisy
speech HMMs.

The model selection process is performed in the same
way as Method 1.

2.2 One-Step Clustering Method

For Methods 1 and 2, we cluster the noise samples or noise-
added speech data to build a hierarchical structure of noise
at each SNR condition. The tree structure is then used to
create noise-added speech HMMs for different SNR con-
ditions. In such a tree-structured space, two-step search is
needed to find the best model. In the first step, the model
having the largest likelihood is selected for each SNR con-
dition by tracking the tree downward from the top (root).
Next, the best model among all SNR conditions is selected.
Although this method is an easy way to handle the variations
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Fig.3 A scatter diagram for noise-added speech at three SNR condi-
tions.

of both noise and SNR, it has a disadvantage in that it incurs
large computation cost to find the best model.

Figure 3 shows a projection of noise-added speech data
with three SNR values, 5, 10 and 15dB, and 30kinds of
noise on a two-dimensional space made by Hayashi’s quan-
tification theory [5]. The x and y axes indicate the two eigen-
vectors having the largest eigenvalues, which best represent
the differences between noise samples. The noise-added
speech data at 5, 10, and 15dB are indicated by circles, tri-
angles, and crosses, respectively. It is clearly shown that
noise-added speech data are not necessarily separated by
the SNR value. In other words, noise-added speech data at
different SNR values are closer than different noise-added
speech at the same SNR. This means that we should com-
bine noise-added speech data with different SNRs to create
a single tree.

Therefore, in this subsection, we propose a clustering
method (“Method 3”) that integrates noise as well as SNR
variations. We first construct noise-added speech data by
adding various noises to clean speech at multiple SNR lev-
els. We then cluster all the noise-added speech data at all
SNR conditions to build a tree, and a noise-added speech
HMM is made for each node in the tree. The HMM mod-
els in this tree are robust to the noisy speech in which SNR
can vary within one sentence as they were constructed from
data made at several SNR conditions. Figure 4 shows the
concept of Method 3.

In the recognition phase, the best matching HMM is
selected by tracking the tree from the root to the lower nodes
for each test sentence utterance.

2.3 Linear Transformation

In all clustering and model selection methods, the selected
HMM is converted by the MLLR adaptation method [6] to
further adapt the selected model to the input sentence ut-
terance. Transform sharing over Gaussian distributions can
allow all distributions in a system to be updated with just a
relatively small amount of adaptation data. A global trans-
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Fig.4  One-step clustering method (Method 3).

formation is applied to every Gaussian component in the
model.

3. Experiments
3.1 Task

The task of the system described below is retrieving infor-
mation about restaurants and food stores. A user utters one
kind of food, a station name, and conditions for narrowing
down the retrieval candidates. A database of restaurants and
food stores open to the Internet was used. The database con-
sists of 80 business categories and holds data on about 4,091
food stores and restaurants.

3.2 Language Models

Language models consisting of class-based word bigrams
and reverse class-based word trigrams were used. The mod-
els were trained using text corpora that were prepared sep-
arately for each dialogue content (topic) category. Some
training texts were transcribed from real dialogue utter-
ances, and other texts were manually typed in by human
subjects on the assumption that they were actually using
the dialogue system. Several sets of words, such as num-
bers, store names, fillers, and prices, were grouped to make
the class-based language models. Words belonging to each
class were given an equal word occurrence probability.

3.3 Acoustic Models

The acoustic features were 25-dimensional vectors consist-
ing of 12 MFCCs, 12A MFCCs, and Alog energy. 42
phonemes were used in the acoustical model. A tied-
mixture triphone HMM with 2,000 states and 16 Gaussian
mixtures in each state was used as the acoustic model. Utter-
ances from 338 presentations in the “Corpus of Spontaneous
Japanese (CSJ)”[7] produced by male speakers (approxi-
mately 59 hours) were used for training the clean speech
HMM. The same data were used to make noise-added
speech.
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3.4 Noise Data for Training

28 kinds of noises collected by JEIDA (Japan Electronic
Industry Development Association) were used as training
noises [8]. Noise-added speech were made using three SNR
levels (SNR = 5dB, 10dB, 15dB).

3.5 Evaluation Data

The following two kinds of test data were used to evaluate
the proposed method.

Test-1: 50 sentences uttered by 5 male speakers were used
to evaluate the proposed method. The average duration of
the test utterances was 1.54 seconds. Two noises, ““Station”
and “Hall” recorded at a station concourse and a department
store elevator hall, respectively, which differed from the 28
noise samples used for noise clustering, were digitally added
to the utterances at three SNR levels: 5, 10 and 15 dB. Ex-
periments were therefore performed under 6 different con-
ditions (2 noises X 3 SNRs).

Test-2: 540 sentence utterances from 12 speakers (45 per
speaker) collected over three days (2003/01/20-22), were
recorded in actual noisy environments (“‘Station” and “Of-
fice”) and used in the experiments. The average duration
of the test utterances were 4.86 seconds (‘““Station” noise-
added speech) and 4.89 seconds (“Office” noise-added
speech). The average SNRs were 10dB (“Station” noise-
added speech) and 12dB (“Office” noise-added speech).
The noise power was estimated using the noise periods im-
mediately before and after each sentence utterance. The
power of noise-added speech was estimated -as the mean
value averaged over the utterance period. The SNR was
estimated based on these values. This task was relatively
difficult, since the noise was non-stationary.

4. Experimental Results for Test-1

4.1 Effectiveness of Model Selection Using the Tree-
Structured Noise-Adapted HMM Made by Method 1

Recognition experiments were performed to evaluate
Method 1. The best matching noise-adapted HMM was se-
lected from the tree and used to recognize the input speech,
sentence by sentence. In these experiments, MLLR was not
applied.

Figures 5, 6 and 7 show the word error rates (WER
%) when the SNR of noisy input utterances was set at 5,
10 and 15dB, respectively.” The noise-cluster HMM that
maximized the likelihood of the input speech was selected
from those with the same SNR. The “Baseline” indicates the
case wherein the clean HMM was used for recognition. To
compare the effectiveness of the tree structure with that of
the previous method, we conducted experiments using fixed
numbers of noise clusters: 2, 4, 8, and 16, throughout the 50
sentences. This means that a model is selected only from the
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given number (2, 4, 8 or 16) of models for each input sen-
tence. These results indicate that the tree-structured method
gives the best performance at all SNR conditions.

Since the noises used in the experiments are non-
stationary, the optimum number of clusters varies for each
sentence utterance. Therefore, the optimum models for the
50 sentence utterances cannot be selected from the limited
number of clusters. On the other hand, the tree-structured
method can select the best-matching model from the tree
for each sentence utterance. If we select a model from
all the (flat structure) clusters without using the tree, the
same performance as the tree-structured method can be ob-
tained, but the amount of computation becomes excessive.
In this experiment, since 28 noise conditions were used
for clustering, the computational cost of searching all the
clusters by using the tree structure is approximately 1/6
([2 x10g,(28)]/[(2 x 28 — 1)]) of that using the flat structure.
Furthermore, the process of tracing the tree from the root
to the leaves for model selection stops when the optimum
model is selected. Therefore, the actual computational cost
with the tree structure is often much less than 2 x log,(28),
and the relative computational cost becomes less than 1/6.

4.2 Model Selection by Methods 1, 2 and 3 and Compari-
son with the Method Using Fixed Number of Clusters

Experiments were performed to evaluate the effectiveness
of the tree-structured clustering by Methods 1, 2 and 3. We
conducted the experiments to compare these tree-structured
methods (“tree structure”) with the previous method (‘“‘pre-
vious method”).

Figures 8 and 9 show the word error rates for the three
methods (Methods 1, 2 and 3) and the “Baseline” at three
SNR conditions (SNR = 35, 10, 15dB). In these figures,
“previous method” indicates the best result among the 2,
4, 8, and 16 clusters. These results show that the tree-
structured methods consistently give better performance
than the previous method at all SNR conditions. It is also in-
dicated that Method 2 has better performance than Method
1 in most cases. The reason is that Method 2 consistently
uses noise-added speech for clustering and constructing the
HMMSs. These results also showed that using Method 3
yielded the lowest processing time for selecting the best
model compared to Method 1 and Method 2.

Since these experiments used 28 noises at 3 SNR con-
ditions for clustering, the total number of leaf nodes was
3 x 28 and the reduction in computational cost achieved by
Method 3 was approximately 1/13 ([2 x log,(3 X 28)]/[(2 x
3x28) - 1]).

4.3 Comparison of MLLR, Model
Piecewise-Linear Transformation

Selection and

Experiments were performed to compare the performances
of MLLR, model selection and piecewise-linear transfor-
mation (“PLT”, the combination of model selection and
MLLR). In “Model selection”, the noise-cluster HMM that
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Fig.8 Comparison of baseline, proposed method (tree-structured-
clusters) and previous method (fixed number of clusters) for the three clus-
tering methods on Test-1 data (model selection only, “Station” noise-added
speech).
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Fig.9 Comparison of baseline, proposed method (tree-structured-
clusters) and previous method (fixed number of clusters) for the three clus-
tering methods on Test-1 data (model selection only, “Hall” noise-added
speech).

gave the maximum likelihood for each input speech was se-
lected from all the noise-cluster HMMs. In the PLT, for each
input utterance, the best matching noise-adapted HMM was
selected from the tree (created by Method 3) after which
MLLR transformation was performed. The selected model
was then used to recognize the input utterance after MLLR
adaptation. In the “MLLR”, MLLR adaptation was per-
formed directly for the clean HMM.

Figures 10 and 11 show the word error rate for
two kinds of noise-added speech at three SNR conditions
(SNR =5, 10, 15 dB). “Baseline” indicates the case wherein
the clean HMM was used for recognition. These results
show that the model selection and MLLR methods have al-
most equal effectiveness, and that their combination further
improves the performance. Relative to the “Baseline” re-
sults, the PLT (Method 3) reduced the word error rate by
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Fig.10  Comparison of model selection, MLLR and PLT using Method
3 on Test-1 data (“Station” noise-added speech).
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Fig.11  Comparison of model selection, MLLR and PLT using Method
3 on Test-1 data (“Hall” noise-added speech).

50% at 5dB, 59% at 10dB, and 33% at 15 dB on average.
4.4 GMM-Based Model Selection

In the experiments described above, the best model for each
input noisy speech was selected from among the HMMs for
the nodes in the trees. Since it needs a huge amount of
computation to calculate the likelihood values using HMMs,
GMMs were made using the same noise-added speech used
to construct the HMMs and used for model selection. The
number of mixtures in GMM was set to 64. The noise-
adapted HMM corresponding to the selected noise-adapted
GMM that yielded the largest likelihood for input speech
was used as the best model. The selected model was then
used to recognize the input utterance after MLLR adapta-
tion (“PLT”). In these experiments, Method 3 was used for
clustering.

Figures 12 and 13 compare the tree-structured method
“tree structure” to the previous method “previous method”
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Fig.12  Results by baseline, previous method and proposed method for
GMM-based and HMM-based PLT methods on Test-1 data (“Station”
noise-added speech).
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Fig.13  Results by baseline, previous method and proposed method for
GMM-based and HMM-based PLT methods on Test-1 data (“Hall” noise-
added speech).

for the HMM-based PLT “PLT with HMM”, and the GMM-
based PLT “PLT with GMM?”. Figures 12 and 13 also show
the result of “Baseline”. These results show that the tree-
structured method gives better performance than the previ-
ous method at all SNR conditions examined. These results
also show that “PLT with GMM” reduced the word error
rate by 47% at 5dB, 57% at 10dB, and 33% at 15dB. The
computational costs of the GMM-based method are approx-
imately 1/1000 of that using the HMM-based method. The
GMM-based method has slightly worse performance than
the HMM-based method, but the reduction in the computa-
tion costs made possible by using the GMM-based method
is so significant that it more than makes up for the slight loss
in performance.
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Fig. 15  Comparison result of previous method and tree-structured meth-
ods for three clustering methods on Test-2 data (“Office” noise-added
speech).

S. Experimental Results for Test-2

5.1 Comparison of the Three Clustering Methods with the
Previous Method

Experiments on Test-2 data were performed to compare the
three clustering methods (“tree structure”) and the previous
method (“previous method”) with a fixed number of noise
clusters. Figures 14 and 15 show the results for “Method 17,
“Method 2”, and “Method 3”. The “previous method” is the
best result from among 2, 4, 8, 16 clusters. In these experi-
ments, selection was performed by HMM, not GMM. These
results indicate that the tree-structured methods give better
performance than the previous method. This also confirms
that Method 3 has the best performance among the three
clustering methods. These results show that the proposed
method is effective in actual noisy environments.
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Fig.16  Results of baseline, previous method and tree-structured method
for GMM-based and HMM-based PLT methods on Test-2 data (“Station”
noise-added speech).
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Fig.17  Results of baseline, previous method and tree-structured method
for GMM-based and HMM-based PLT methods on Test-2 data (“Office”
noise-added speech).

5.2 GMM/HMM-Based PLT

Another experiment was performed to evaluate GMM/
HMM-based PLT methods including Method 3 using Test-
2 data. Figures 16 and 17 show the results for five con-
ditions: no adaptation “Baseline”, tree-structured method
(“tree structure”) and previous method (“previous method”)
for the HMM-based PLT “PLT with HMM?”, and the GMM-
based PLT “PLT with GMM”. These results show that the
tree- structured methods give better performance than the
previous method. These results also show that the “PLT
with HMM” reduced the word error rate by 35.0% while the
“PLT with GMM?” reduced the word error rate by 33.3%.
This confirms the effectiveness of the GMM-based method.
These results show that the proposed method is effective in
actual noisy environments.
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6. Conclusions

This paper proposed three tree-structured clustering meth-
ods for piecewise linear-transformation-based (PLT) adap-
tation: the noise clustering method (Method 1), noise-added
speech clustering method (Method 2), and one-step cluster-
ing method (Method 3). Model selection is performed by
tracing the tree from the root to the leaves and the selected
model is further transformed by MLLR. Both model selec-
tion and linear transformation are based on the ML criterion.

The proposed methods were evaluated using a dialogue
system and two kinds of test data. Experimental results
show that the proposed tree-structured methods give bet-
ter performance than the previous method for various test
data with a large reduction in computational cost. In this
experiment, which used 28 noises and 3 SNR conditions,
the reduction in computational cost was approximately 1/13.
Experimental results also show that Method 3, which deals
with noise and SNR variations simultaneously, gives the
best performance among the three clustering methods. In
combination with MLLR, it achieved error rate reductions of
49.8% and 35.0% on Test-1 (digitally noise-added speech)
and Test-2 (actual noisy speech) data, respectively.

Future research includes increasing the extent of noise
variation in both training and testing.
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