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Applicability of camera works to free viewpoint videos

with annotation and planning
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SUMMARY  This paper shows the effectiveness of a cine-
matographic camera for controlling 3D video by measuring its
effects on viewers with several typical camera works. 3D free-
viewpoint video allows us to set its virtual camera on arbitrary
positions and postures in 3D space. However, there have been
neither investigations on adaptability nor on dependencies be-
tween the camera parameters of the virtual camera (i.e., posi-
tions, postures, and transitions) nor the impressions of viewers.
Although camera works on 3D video based on expertise seems im-
portant for making intuitively understandable video, it has not
yvet been considered. When applying camera works to 3D video
using the planning techniques proposed in previous research, gen-
erating ideal output video is difficult because it may include de-
fects due to image resolution limitation, calculation errors, or
occlusions as well as others caused by positioning errors of the
virtual camera in the planning process. Therefore, we conducted
an experiment with 29 subjects with camera-worked 3D videos
created using simple annotation and planning techniques to de-
termine the virtual camera parameters. The first point of the
experiment examines the effects of defects on viewer impressions.
To measure such impressions, we conducted a semantic differ-
ential (SD) test. Comparisons between ground truth and 3D
videos with planned camera works show that the present defects
of camera work do not significantly affect viewers. The experi-
ment’s second point examines whether the cameras controlled by
planning and annotations affected the subjects with intentional
direction. For this purpose, we conducted a factor analysis for
the SD test answers whose results indicate that the proposed
virtual camera control, which exploits annotation and planning
techniques, allows us to realize camera working direction on 3D
video.

key words: free-viewpoint video, 3D video, camera work, cine-
matographic, semantic differential

1. Intoroduction

Such filming techniques as switching or moving cam-
eras based on expertise are intentionally applied when
movies or TV shows are filmed. Some treatises explic-
itly explain the expertise and claim that camera mov-
ing and switching makes it possible to attractively or
precisely explain and present the situation [1]-[3]. We
hereafter use the term “camera work” to refer to con-
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trolling cameras based on expertise. The importance
of camera work is also discussed in Computer Graph-
ics (CG). Automatic camera control methods for “cam-
era work” have been investigated that exploit planning
techniques on three-dimensional CG spaces [4]-]7].

Technology called 3D or free-viewpoint video has
generated views at arbitrary viewpoints in a 3D space
from multiple video streams with a Virtualized Real-
ity technique [8], and several practical methods that
exploit it have also been proposed. The goal of these
practical studies includes support for watching sports
[9]-[11], sending telepresence [12], watching traditional
performing arts [13],[14], and attending a teleconfer-
ence [15],[16].

3D video allows viewers to set the virtual camera
at arbitrary positions and postures in 3D space. Since
a virtual camera can freely move in 3D space, we as-
sume that in theory many camera works are adaptable
on 3D video. Precedent practical researches exploiting
3D video allowed users to manipulate virtual cameras;
however, they did not consider the camera working of
the virtual camera. Research has also failed to inves-
tigate the effects of outcome video, which depends on
positions, postures, or transitional parameters of vir-
tual cameras, on viewer impressions. However, when
applying camera works to 3D video using planning tech-
niques proposed in precedent research, generating ideal
output video is difficult because it may include defects
due to image resolution limitations, calculation errors,
or occlusions as well as others caused by the positioning
errors of the virtual camera in the planning process.

This paper clarifies the applicability of cinemato-
graphic camera control in 3D video by measuring the
psychological effects on subjects who viewed camera-
worked 3D videos containing such defects. Hereafter,
we call such video, which is made as 3D video with cam-
era work, Cinematographic 3D wvideo. First, we mea-
sured the effects of defects on viewer impressions by
conducting a semantic differential (SD) test. Second,
we examined whether cinematographic camera working
affected the subjects with intentional direction.

The cinematographic 3D videos used in the exper-
iment were made by general techniques, and thus the
concept and techniques can be used for diverse applica-
tions when adaptation of the camera work to 3D video
is worthwhile. For example, cinematographic 3D video
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may be used in educational applications for filming pro-
duction because it can re-create camera work whenever
required. In current film production, actors have to re-
peat the same scene shot by camerapersons to apply dif-
ferent camera works on identical scenes. Alternatively,
cinematographic 3D video may also be used for Previ-
sualization (also known as Previs or Animatics), which
aims to create preproduction video utilizing 3D CG to
check shots before actual shooting [17] because cine-
matographic 3D video allows directors to check shots
on more sophisticated video than video using 3D CG.

The rest of this paper is organized as follows. We
give an overview of related works in Section 2 and show
how to generate cinematographic 3D videos for the ex-
periment in Section 3. The experiment’s procedure and
results are shown in Section 4. We conclude with limi-
tations in Section 5.

2. Related works

The investigations on computers that control camera
work can be divided into two categories: automatically
switching cameras set in the real world [18],[19] and
controlling virtual cameras and CG characters in the
3D CG world [4]-[7].

Note the investigation by Inoue et. al [18] catego-
rized in the former group. Based on camera work rules
called imaginary lines and explained in the grammar of
film language, they tried to switch real cameras set in
appropriate positions. Based on the research, the as-
sertiveness of situational explanations improves when
switching is done along the rules. This research, how-
ever, deals with 3D video, and so its target field differs
from this paper.

Studies of the latter group are developing applica-
tions in the field of Artificial Intelligence by focusing on
virtual camera control in 3D CG animation. In these
studies, there are two kinds of worlds: where the cam-
era is independent from CG characters’ action [5]-[7]
and where it is dependent [4], [18].

For example, CamPlan [4] realized various camera
works on independent 3D CG animation from moving
cameras. This system decided the camera parameters
of camera works with distance, rotation, and height ad-
justments. On the contrary, TVML [5] focuses on con-
trolling 3D characters with a script as well as a virtual
camera and characters. In 3D video, since we focus on
objects and virtual cameras independent of each other,
our world is close to CamPlan’s world. However, these
studies will not also work on 3D video.

Several applications exploiting 3D video have been
proposed [9]-[12],[15],[20]. MR-PreVis project repre-
sents one of the method to support the previsualiza-
tion with mixed-reality techniques, which allows us to
combine a virtual model with a real scene [20]. No re-
search, however, has investigated the automatic control
of virtual cameras and their psychological effects.
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3. Making cinematographic 3D video for ex-
periment

This study focuses on the general applicability of cam-
era works on 3D video. For that purpose, we proto-
typed a system that generates 3D video to which we
applied camera works, because no appropriate 3D video
system has been reported that is applicable to cam-
era works and no method applies camera works to 3D
videos. The system consists of three sub-softwares:
capturing/generating 3D videos, annotating objects,
and planning virtual camera positions based on cam-
era works.

In the system each sub-software holds a general-
ity because it is used for well-known or simple methods
of making 3D video and planning camera works. Al-
though annotation, mentioned below, that notes object
areas is not proposed in any present study, it is simple
to use in other systems.

We captured two scenes as 3D video and generated
three cinematographic 3D Videos using this system.
This section briefly describes the system’s procedure
and cinematographic 3D Videos used on the psycholog-
ical experiments mentioned below. Detailed procedures
are found in references presented previously [21].

3.1 Captured scenes

Camera work treatises use a certain number of pages
to explain camera works which target less than two or
three people[1]-[3]. The technique discussed here fo-
cuses on ordinary scenes with a few people; for example,
people having trivial daily conversations are directed
and explained by camera work. .

Therefore, as filming subjects we chose two scenes:
a dialogue scene with two people and a walking scene
with one person. Fig. 1 shows the actor movements in
these scenes. Hereafter, the scene showing the upper
side of Fig. 1 is referred to as the “walking scene” and
the lower side as the “dialogue scene.” Such a situation
as a walking scene can often be seen in movie introduc-
tions, and dialogue scenes can be seen throughout the
whole story. An actress performed the walking scene
for 20 sec, and two actors performed the dialogue scene
for 8 sec.

We captured these scenes with eight (walking
scene) or five (dialogue scene) PCs and calibrated
USB2.0 color cameras that can capture VGA images
with 20 fps. The sizes of the captured spaces were
approximately 5.5 x 5.5 x 2.5 m (walking scene) and
5.5x 2.5x 2.5 m (dialogue scene), and environmen-
tal cameras were set on the wall to surround the space
shown as Fig. 1. Pentium IV 2.8-GHz PCs as envi-
ronmental cameras captured a video stream from each
camera and segmented the objects.
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Fig.1 Diagrams of action(s) of the target person/people and
positions of real cameras: (a) walking and (b) dialogue scene.
In the walking scene, a person walked around a room with eight
environmental cameras. In the dialogue scene two people talked
with each other and walked through a room with five environ-
mental cameras.

3.2 Composing 3D video

To generate 3D video, several approaches have been
proposed, including (1) blending two or more video
images pixel by pixel [22]-[24], (2) using a fine con-
trollable 3D model prepared manually in advance with
texture from real cameras [25], and (3) reconstructing
3D models from environmental cameras [26],[27]. We
adopted the third approach because it is the most stan-
dard scheme for capturing human activity indoors. We
used the following processes to generate 3D video in
this test.

stepl Segmenting the foreground regions, which in-
clude the object, by an intensity-based background
subtraction method [28]

step2 Reconstructing 3D models of the target objects
as a voxel volume with the “shape-from-silhouette”
method. The 3D space including the object was
modeled at a resolution of 300 * 300 * 300 on a 1
*1* 1 cm voxel grid.

step3 Rendering the 3D shape using a microfacet bill-
boarding technique and combining this and the
room model as an image of one frame

step4 Making a video stream by processing the above
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Fig.2 Screen shot of software for annotating target. Screen of
interface is divided into four regions: top, right, and front view
of the 3D model, and the input form area. Users can depict the
spatial region and direction of target at each frame by mouse.
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Fig.3 Angles for deciding initial planning positions. Horizon-
tal and vertical angles for target direction are set as the initial
parameters.

steps

3.3 Annotating targets for camera work

On one hand, since the above camera planning studies
on 3D animation premise a world completely reined by
the system, all parameters of objects are known by the
camera planners. On the other hand, in the world of
3D video, some information needs to be prepared sep-
arately from modeling because it is unknown by the
planner from their position: posture and direction pa-
rameters of models created with Shape-from-Silhouette.
Therefore, we assume the following set of information
called annotation:

(A1) Frame number

(A2) Parameters about existing space of the partial or
whole object

(A3) Direction of object

In the experiment, annotations are manually given
by the software shown in Fig. 2. This software, how-
ever, does not deal with the exact data of the 3D model
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Fig.4 Overview of camera positions and transition of camera work with annotations for
walking scene (SUSPENSE_W). Upper-left portion of figure shows movement of actress
with spatial annotations and camera positions of each shot from bird’s eye view. Upper-
right shows them from aerial view. Lower shows timing chart of shots with shot name,
arguments for the shot, and screenshots. In this camera work, dolly, long, medium, and
crane up shots were started at 0, 95, 220, and 341 frames, respectively.
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Fig.5 Overview of camera positions and transition of camera work with annotations
for walking scene (DRAMATIC_W)
as (A2) information, but the vertexes of a cuboid cover- cuboids and vectors are required. Thus, to reduce an-
ing the target 3D model as approximated information. notation efforts, the system has an automatically lin-
Because if exact model data are used, the number of ear interpolation function through early frames to later
vertexes that must be saved becomes huge. (A3) func- ones, when annotations are specified.

tions as a vector from the center of the cuboid. In
this case, when an object for N frames is annotated, N
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Fig.6 Overview of camera positions and transition of camera work with annotations

for dialogue scene (REVERSE_D)

Table 1  Shots supported by planning software
Action | Name of shot
Fixed Fix shot, Bust shot
Medium shot, Long shot
Crane up shot, Crane down shot
Raise up shot, Spin around shot
Time-slice shot
Pan shot, Dolly shot
Zoom out shot, Zoom in shot
‘Whip zoom shot

Moving independently

Moving with the target
Zooming

3.4 Planning for cinematographic virtual camera con-
trol

Treatises have explained camera works with minimum
elements called “shots.” A shot is defined as a contin-
uous strip of frames filmed with a single camera that
moves consecutively or rests quietly for variable dura-
tions. In the research, no definite solution describes
which shot is suitable for which scene, even though
shot effectiveness and combination restrictions are dis-
cussed.

For this reason, we consulted a film expert concern-
ing appropriate for the walking and dialogue scenes.
She suggested general camera works for each scene with
six kinds of shots: long, medium, dolly, crane up, crane
down, pan, and time-slice (bullet-time).

Here, we consider how to apply these shots to
the scenes captured as 3D video. TVML is a com-
puter language for camera planning in 3D CG space
with 3D objects. Because all related objects move si-
multaneously with the movement of virtual cameras in
TVML’s world, we cannot use TVML in this experi-
ment. Hence, we prototyped camera planning software

by Java that plans the positions and postures of virtual
cameras frame by frame by referring to the annotation.
The software can automatically calculate camera pa-
rameters on each frame when given an annotation, a
shot name, and initial angles (see Fig. 3) as arguments
[29]. The shot names listed in Table 1 are the shots
supported by the software.

3.5 Generated outcome videos with camera work

Following the suggestion, we created three cinemato-
graphic 3D videos from raw videos capturing the walk-
ing and dialogue scenes with the pilot software. First,
a camera work was applied to the walking scene utiliz-
ing dolly, long, medium, and crane up shots. The up-
per part of Fig. 4 represents the camera positions and
transitions of the virtual camera. The figure also pro-
vides annotations for the actress as “Annotation:***”.
The lower part of the figure shows the sequence of the
shots, arguments (angle information and annotation),
and snapshots. Since this camera work does not shoot
the bottom half of the actress’ face and leaves an uncer-
tain impression, we call this outcome SUSPENSE_W.

Second, we shot more camera working footage
of the same walking scene with different shots. The
schematic depiction of annotation and camera move-
ment is shown in Fig. 5. Since this camera work adopts
a dynamic shot often called time-slice, we call this out-
put DRAMATIC_W.

Finally, camera working for a dialogue scene was
conducted. It appears in Fig. 6. When shooting di-
alogue scenes with two people, cameras generally face
each person and are positioned on opposite sides of each
other and are then switched alternately. We adopted



1642

this technique and call this video REVERSE_D.

In these outcome videos, defects were caused by
errors of generating 3D videos. For example, arms are
cut in the third shot of Fig. 4, and the man’s face is col-
lapsed in the third shot of Fig. 6. These errors, which
are mainly caused by segmentation problems [30],[31]
and the limitations of Shape-from-Silhouette [32], are
difficult to completely overcome.

4. Evaluations
4.1 Camera parameter errors caused by planning

To examine the accuracy of camera parameters gener-
ated by planning software, we compared camera pa-
rameters SUSPENSE W and REVERSE D with the
ground truth data. The ground truth data were made
by the film expert we consulted about camera work for
the walking and dialogue scenes. To input the ground
truth data, she used the original software that enables
us to place and face the virtual camera in 3D space by
mouse operation. The software reads the 3D video data
of an arbitrary frame and displays it. In the following,
videos made from each ground truth datum are called
SUSPENSE_W_T and REVERSE_D_T.

Figure 7 represents the differences of cam-
era parameters between SUSPENSE W and SUS-
PENSE_W_T. (a) in Fig. 7 provides a plot chart of
the virtual camera positions on SUSPENSE_W and
SUSPENSE_W_T. Although both trajectories are rel-
atively close, an arc on the left side indicating SUS-
PENSE_W_T is widely discoursed from SUSPENSE_W.
This part is on the track of the crane up shot, and the
difference is caused by the camera positions of SUS-
PENSE_W that are affected by their target positions.
On the contrary, the camera of SUSPENSE_W_T in-
dependently rose toward the ceiling. (b) is the line
plot of the distances between the camera positions of
SUSPENSE_W and SUSPENSE_W _T. As shown in the
chart, errors remained constant from frames 95 to 220
and 225 to 340; however, they increased during the
crane up shot (after the 341th frame). (c) shows the
size ratio between screen height and target annota-
tion. The height of the annotations is calculated as
the maximum size of the vertical aspect viewed from
the virtual camera. (d) shows cos value of the angle
formed by three points: the camera position of SUS-
PENSE_W, the center point of the target annotation,
and the camera position of SUSPENSE_W_T. Although
there are three substantial spikes in (b) and (d) at ap-
proximately frames 95, 220, and 340, this is simply a
consequence of the timing differences of changing the
shots. Fig. 8 represents the differences of camera pa-
rameters between REVERSE_ D and REVERSE D_T.
Errors are more constant than SUSPENSE_W because
REVERSE_D was composed with undynamic shots.

These results indicate that some errors are un-
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avoidable when planning camera positions. Error in-
creases, especially when using transition shots.

4.2 Impression analysis
In this section, we verify whether the errors indicated

in the previous section are significantly noticeable by
viewers with a psychological evaluation called the Se-
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RAW_W

Fig.9 Screen shots of each video in walking scene

mantic Differential (SD) test. This test is widely used
for measuring people’s impressions of certain objects
with bipolar adjective pairs [33]. If the errors are not
critical, impressions between cinematographic 3D and
ground truth videos will not be measured as different.

4.2.1 Experimental procedure

Aside from SUSPENSE_W, SUSPENSE_E, DRA-
MATIC_W, REVERSE_D, and REVERSE_E, we pre-
pared the following videos to compare, and these were
also presented to the subjects. All of these videos are
shown in Figs. 9 and 10. Each picture of the figures
shows the screen shot of the videos, and the left is the
beginning and the right is the end.

- Raw video

Here are the raw video streams captured by six to seven
real environmental cameras. Each stream is synchro-
nized and displayed in tiled order into one video. Here-
after, we call the walking scene video RAW_W and the
dialogue scene RAW _D.
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Fig.10 Screen shots of each video in dialogue scene

- View from a virtual camera without moving
These are the video streams from the viewpoint of the
virtual camera. The virtual camera positioned at the
side wall and directed at the actors does not move. The
camera height was set about head level. Hereafter, we
call the video of the walking scene STATIC_W and the
dialogue scene STATIC_D.

- View from a virtual camera controlled by hu-
man

These are the video streams from the viewpoint of the
virtual camera. Its position was directed at the ac-
tors and the trajectory of the position arcs around the
object(s) without being smoothly controlled by the au-
thor. The camera height was set about head level. This
is assumed to be a normal user’s view of present 3D
video systems. Hereafter, we call the walking scene
video ROUND_W and the dialogue scene ROUND_D.

The bipolar adjective pairs for the SD test were
determined from preliminary hearing surveys given to
people who viewed all videos, except the subjects. We
prepared sheets describing the pairs on the right col-
umn of Table 2, and a 7 scale was set between each
pair. Some items were negatively worded and then re-
versed to avoid social desirability effects. To simplify
discussion, each pair is named on the left column of Ta-
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Table 2

Adjective pairs for semantic differential test. In the

experiment, only Japanese adjective words were showed to sub-
jects. The words in column “Name” are indexes to explain this

paper’s results.

Name Adjective pair
(Japanese)
A_CLUMS smooth clumsy
(DoOoD) (Doooo)
A_LIGHT serious light
(ooo) (ooo)
A_RELAX speedy relaxed
(Dooooo) (0oooooo)
A_BRIGH dim bright
(oo) (0O0D)
A_WEEK strong weak
(ooo) (oooo)
A_RELIE tense relieved
(DoOoD) (0ooo)
A_QUIET dynamic quiet
(boooooo) (ooooo)
A_INFOR formal informal
(booo) (ooooo)
A_FAST slow fast
(00) (00)
A_DRAMA | monotonous dramatic
(ooo) (0oooooo)
A_INTER boring interesting
(ooo) (0ooo)
A _SIMPL complex simple
(0oo) (0oD)
A_COMPR | incomprehensible comprehensible
(oooo) (ooooo)
A_MILD drastic mild
(ooo) (0ooo)
A_HUMAN | mechanical humane
(ooo) (oooo)
A_CHEER | gloomy cheerful
(0oo) (0oD)
A_SUBST empty substantial
(ooo) (0ooo)
A_UNCLE clear unclear
(ooo) (oooo)
A_USUAL impressive usual
(DOoOoD) (0oD)
A_CALM rough calm
(ooo) (ooooo)
ASLUGG swift sluggish
(booo) (0oooooo)

ble 2. The subjects included 29 bachelor’s or master’s
students. Before the experiments, they were informed
about the SD test sheet with an instruction form. Af-
ter that, we showed each video to subjects one by one.
The order of the videos was randomly changed for each
subject to counterbalance.

After the experiment, we compared all videos on
each adjective pair by the Bonferroni t-test of a one-way

ANOVA.
4.2.2 Results for planning error
Here, we will discuss the relation between the impres-

sions and the precisions of camera parameters. Figs.
11 and 12 provide a mean value of SUSPENSE_W
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Fig.11 Mean values of each adjective on SUSPENSE_W and
SUSPENSE_W_T

and SUSPENSE_W_T, and REVERSE D and RE-
VERSE_D_T, respectively. In these figures, obviously
all adjective pairs obtained have approximately the
same scores on both scenes; there was no significant dif-
ference among them by multiple comparisons. There-
fore camera parameter errors do not affect viewer im-
pressions. This result indicates that the errors caused
by planning and annotation were not critical problems
of impression disparities.

4.3 Impressions

In this part, we will discuss whether the cinemato-
graphic 3D videos affected the subjects with intentional
direction.

As indicated by the scores plotted in Fig. 13, such
negative evaluations as monotonous (at A_DRAMA)
and boring (at A INTER) were gauged. The time nec-
essary to bore viewers seems quite short since both
walking and dialogue scenes are less than 20 seconds
and the actors are in motion; nevertheless, sustaining
viewer attention without any virtual camera movement
is difficult.

Focusing on ROUND_W and ROUND_D, for some
adjectives there are significant differences between
them and the other videos. For example, for ad-
jective A_CLUMS, significant differences to all cin-
ematographic 3D videos were found as well as for
A_HUMAN, SUSPENSE_W, and REVERSE D. These
adjectives are related to naturalness of camera control,
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Fig.12 Mean values of each adjective on REVERSE_D and
REVERSE.D._T

so clumsy control of the virtual camera on ROUND_W
and ROUND_D differed from the steady camera con-
trol usually seen on TV or movies; ROUND_W and
ROUND_D produced uncomfortable feelings in view-
ers.

Comparing the mean value of the walking and di-
alogue scenes in Figs. 11 and 12, they obviously form
different shapes, and so each camera work created dif-
ferent impressions in viewers. However, we cannot deny
the possibility that such differences may be attributed
to different impression of the contents themselves.

The results of multiple comparisons between SUS-
PENSE_W and DRAMATIC_W show significant differ-
ences of A RELAX, A WEAK, A_QUIETO A_MILD,
A_USUAL, and A_CALM(p=.012, .023, .028, .006, .012
and .012), which are associated with characteristics of
shots. Since SUSPENSE_W and DRAMATIC_W shot
the same scene, these differences simply reflect the shots
of camera work. These results indicate that it is pos-
sible to satisfactorily direct camera works on 3D video
and also camera work with planning and annotation
works.

Factor analysis of the SD test answers for each
scene was extracted from four factors. Each factor load-
ing is shown in Tables 3 and 4.

For the walking scene (Table 3), the proposed 4-
factors solution explains 64.2% of the total variance and
received an acceptable value in the Kaiser-Meyer-Olkin
measure of sampling adequacy (.893). The data were
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Fig.13 Mean values of each adjective pair on STATIC_D and
STATIC_-W

factor analyzed using the principal factor method and a
promax (oblique) rotation for 4 factors. The proposed
factors are (1) calm, (2) vigor, (3) comprehension, and
(4) speed.

Figure 14 shows the mean values of the factors that
include “calm,” “vigor,” and “comprehension.” SUS-
PENSE_W, SUSPENSE_ W_T, and DRAMATIC_W,
which are the cinematographic 3D videos, are clustered
close, and their “comprehension” factor scores are es-
pecially high. This result indicates that camera works
extends the understandability of 3D video.

As mentioned above, the actress was shot by first
half of scene in SUSPENSE_W to make the video shady
and suspenseful. Since DRAMATIC_W scores higher
than SUSPENSE_W and SUSPENSE_W_T in the
“comprehension” aspect, this intention was achieved.

In the dialogue scene, the proposed 4-factors solu-
tion explains 64.0% of the total variance and received
an acceptable value from the Kaiser-Meyer-Olkin mea-
sure of sampling adequacy (.874). The data were factor
analyzed using the principal factor method and a pro-
max (oblique) rotation for 4 factors that included (1)
calm, (2) vigor, (3) attraction, and (4) comprehension.

Figure 15 shows the mean values of “calm,”
“vigor,” and “comprehension” factors. Although RE-
VERSE D and REVERSE_D_T are also clustered and
their “comprehension” scores are especially high, the
STATIC_D and ROUND_D scores are also relatively
high compared with the walking scene because we
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Table 3  Factor loading matrix for walking scene
Factors
1 2 3 4

A_USUAL 0.829 -0.423 | -0.225 0.190
A_QUIET 0.826 -0.408 | -0.277 0.383
A_DRAMA -0.807 0.664 0.332 -0.136
A_MILD 0.786 | -0.163 | -0.150 | 0.530
A_WEAK 0.741 | -0.459 | -0.528 | 0.286
A_CALM 0.703 | -0.063 | 0.018 0.411
A_SIMPL 0.696 -0.195 0.149 0.323
ASLUGG 0.695 -0.332 | -0.239 0.664
A_SUBST -0.693 0.692 0.555 -0.113
A_RELIE 0.596 0.147 -0.132 0.254
A_BRIGH -0.437 | 0.790 0.532 | -0.166
A_CHEER -0.542 0.780 0.543 -0.131
A INTER -0.738 0.746 0.492 -0.068
A_INFOR -0.155 0.732 0.246 -0.065
A_HUMAN -0.219 0.663 0.423 0.032
A_CLUMS 0.268 | -0.618 | -0.396 | 0.081
A_LIGHT -0.118 0.597 0.228 -0.321
A_UNCLE 0.283 -0.521 | -0.778 0.056
A_COMPR -0.035 0.388 0.765 0.050
A_RELAX 0.555 | -0.275 | -0.201 | 0.746
A_FAST -0.591 0.414 0.227 -0.646
Cumulative percent

of variance 40.0% | 55.5% | 60.1% | 64.2%
explained

DRAMATIC_W
040 O[ SUSPENSE_W_T
5 0.20 O o
‘w SUSPENSE_W
é 000 STATIC_W
o)
& -0.20—
% ROUN%W
o 040
o
-0.60— RAW_W
~0.80 =
-1.00 -0.50
-0.50 -0.25
9P 050 4 ozs %
calm “% 150 050 vigor
Fig.14 Plot of mean values of factor scores in walking scene

assumed that dynamic shots were not used in RE-
VERSE_ D and they did not make a major difference
among REVERSE D, STATIC_D, and ROUND_D.

Finally, let us confirm that the above results were
not mainly caused by attractivity differences of the con-
tents of each scene but camera working differences.
Fig. 13 provides the mean values of STATIC_W
and STATIC_D whose camera work was identical but
capturing different scenes. As shown in the figure,
each line chart almost formed the same shape, and
there are just three significant differences by paired
t-test: A_RELAX(p=.018), A_INFOR(p=.006), and
A_FAST(p=.017). Thus, the attractivity of each scene
hardly affected impressions.

These results indicate that exploiting the proposed
virtual camera control, annotation, and planning tech-
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Table 4 Factor loading matrix for dialogue scene
Factors
1 2 3 4
A_QUIET 0.855 0.293 | -0.718 | 0.333
A_MILD 0.842 0.605 | -0.484 | 0.504
ASLUGG 0.837 | 0.290 | -0.478 | 0.357
A_USUAL 0.754 0.476 | -0.712 | 0.491
A_CALM 0.722 0.572 | -0.489 | 0.536
A_RELAX 0.714 0.132 | -0.459 | 0.067
A_FAST -0.709 | -0.069 | 0.486 | -0.027
A_SIMPL 0.642 0.370 | -0.596 | 0.576
A_WEAK 0.522 | -0.022 | -0.484 | -0.103
A_INFOR 0.394 0.808 | -0.039 | 0.600
A_RELIE 0.555 0.803 | -0.281 | 0.493
A_HUMAN 0.308 0.787 | 0.118 0.640
A_CHEER 0.081 0.782 0.193 0.533
A_BRIGH 0.097 | 0.745 0.251 0.469
A_LIGHT 0.085 0.696 0.064 0.350
A_CLUMS -0.199 | -0.515 | 0.031 | -0.275
A INTER -0.567 | 0.056 0.898 | -0.089
A_DRAMA -0.589 | -0.037 | 0.854 | -0.030
A_SUBST -0.223 | 0.298 0.588 0.171
A_COMPR 0.292 0.538 | -0.057 | 0.874
A_UNCLE 0.025 | -0.398 | -0.112 | -0.677
Cumulative percent
of variance 33.9% | 55.5% | 60.5% | 64.0%
explained
- |REVERSE7DO|OREVERSE7D7T|
g
‘= 0.00 0
<]
& 030
&
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Fig.15 Plot of mean values of factor scores in dialogue scene

nique allowed us to realize camera working direction on
3D video.

5. Conclusion and limitations

This paper described the effectiveness of camera work-
ing in 3D video with a psychological test. For the test,
we prepared three outcome videos that applied cam-
era works to 3D videos and exploited simple techniques
for making 3D video and planning camera parameters,
and then we presented these videos and several com-
petitive videos to subjects. From the test results, we
concluded that camera work that exploits a simple an-
notation and planning technique is applicable to 3D
video with enough quality for viewers, and the impres-
sion of cinematographic 3D video reflects the intention
of the director composing the camera works.
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It is unclear whether the camera works mentioned
in this paper are applicable to scenes on which previous
practical studies with 3D video focused, such as sports,
because ordinary camera works explained in the trea-
tises are mainly designed as applications to such normal
scenes as daily life. Precedent studies did not mention
the camera works for sports domains. Therefore, when
applying camera work to these scenes, we must con-
sider special camera works suitable for each sport. In
this paper, we manually solved changing shots using
the software, but the difficulty of using this method
for sports scenes remains because the length of captur-
ing video in sports scenes requires too many changing
shots. In future work, we will investigate these issues
by autonomous annotation using image recognition and
planning techniques to select suitable shots.
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