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PAPER

The Container Problem in Bubble-Sort Graphs

Yasuto SUZUKI•õ, Nonmember and Keiichi KANEKO•õa), Member

SUMMARY Bubble-sort graphs are variants of Cayley graphs. A 
bubble-sort graph is suitable as a topology for massively parallel systems 
because of its simple and regular structure. Therefore, in this study, we 
focus on n-bubble-sort graphs and propose an algorithm to obtain n -1 dis-
joint paths between two arbitrary nodes in time bounded by a polynomial 
in n, the degree of the graph plus one. We estimate the time complexity of 
the algorithm and the sum of the path lengths after proving the correctness 
of the algorithm. In addition, we report the results of computer experiments 
evaluating the average performance of the algorithm.
key words: bubble-sort graphs, internally disjoint paths, polynomial algo-
rithm, fault tolerance

1. Introduction

Recently, studies on parallel computation are becoming in-
creasingly important, and many topologies have been pro-

posed to interconnect computers. A bubble-sort graph [1] is 
one such topology and it is a variant of a notion found in 
Cayley graphs. The bubble-sort graph is studied because of 
its simple and regular structure [2], [20].

The container problem is to find k paths between two 
arbitrary nodes a and b in a k-connected graph such that 
those paths are internally disjoint, that is, they do not have 
common nodes except for nodes a and b. This is an impor-
tant issue in parallel computation as well as the node-to-set 
disjoint paths problem [7], [9], [10], [16]. In this study, we 
select the bubble-sort graph as the target and present a so-
lution to the container problem. In certain Cayley graphs, 
in particular for a hypercube [17], a rotator graph [4], a 

pancake graph [1], and a star graph [1], polynomial time 
algorithms have been proposed to obtain internally dis-

joint paths [5], [8], [15], [18]. Suzuki and Kaneko [19] have 
solved the node-to-set disjoint paths problem in bubble-srt 

graphs in O(n5). Additionally, Latifi and Srimani [14] have 
solved the container problem in the extended graph, which 
is obtained by adding redundant links to a bubble-sort graph 
to augment the fault tolerance.

The rest of this paper is structured as follows. In 
Sect. 2, the definitions of bubble-sort graphs and the 
shortest-path routing algorithm for them are introduced. We 
explain our algorithm in detail in Sect. 3. Section 4 describes 
a proof of correctness and provides an estimate of the com-

plexity of our algorithm. In Sect. 5, experiments for perfor-

mance evaluation and associated results are presented . Fi-

nally, conclusions are given in Sect. 6.

2. Preliminaries

Definition 1: (Exchange Operation) For a permutation 

a=(a1,a2,•c,an) of 1,2,•c, n, we define the exchange 

operation by 

a(i)=(a1,a2,•c, ai-1, ai+1, ai, ai+2,•c, an) 

(1•…i•…n-1).

Definition 2: (n-bubble-sort graph Bn) Bn is an undirected 

simple graph that has n! nodes. Each node has a unique label 

that consists of a permutation (a1, a2,•c,an) of 1,2,•c, n. 

Two nodes a and b are adjacent if and only if a(i)=b for 

some i.

Figure 1 shows the 4-bubble-sort graph B4 as an exam-

ple.

The number of nodes, the degree, and the diameter of 

an n-bubble-sort graph are n!, n-1, and n(n-1)/2, respec-

tively [1], [13]. In the following, if we can construct n-1 

internally disjoint paths between any two nodes in polyno-

mial time, we will find the solution to the container problem.

Table 1 shows comparisons between Bn and other 

graphs. In the table, Tn,k, Qn, Pn, Sn, Rn, dBn,k and Kn,k stand 

for a k-ary n-dimensional torus, an n-cube, an n-pancake 

graph, an n-star graph, an n-rotator digraph, an (n,k)-de 

Bruijn graph [3], and an (n,k)-Kautz graph [3], respectively. 

A bubble-sort graph is undirected, symmetric, and recursive.

Fig. 1 An example bubble-sort graph B4.
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Table 1 Comparison between bubble-sort graphs and others.

Fig. 2 Shortest-path routing algorithm for bubble-sort graphs.

These properties are very important for topologies of inter-
connection networks used for parallel and distributed com-

putation. The graphs Tn,k, Rn, dBn,k, and Kn,k lack at least one 
of these properties. There is a polynomial time shortest-path 
routing algorithm for Bn, but it is unknown for Pn. More-
over, B2n has (2n)!/2n copies of Qn as subgraphs, while Sn 
does not.

The n-bubble-sort graph Bn contains n disjoint (n-1)-
bubble-sort graphs, each of which can be induced by the 
nodes that are specified by fixing the final integer in their 
labels. Let us denote each subgraph Bn-1 by Bn-1h by spec-
ifying the common integer h.

We show a shortest-path routing algorithm between 
two nodes in an n-bubble-sort graph in Fig. 2, where the 
operator ++ performs the concatenation of two lists. This 
routing algorithm, called shortest, is based on the bubble 
sort. Here we assume that the label of a node is expressed 
by a linear array of length n. We also assume that the la-
bels of nodes on a path are all memorized in generating the 

path. Based on these assumptions, the time complexity of 
shortest is O(n3) and the path length obtained is at most 
n(n-1)/2. Refer to Chapter 8 in [11] or Exercise 36 of Sec-
tion 5.3.4 in [12] for the correctness and the complexities 
with respect to shortest.

3. Algorithm

In this section, we give an explanation of our algorithm, 
which solves the container problem in an n-bubble-sort 

graph in the polynomial order of n.
From the symmetric property of Bn, we fix the source

Fig. 3 Case I, Step 6 (dn-1•‚n-1).

node s to (1,2,•c, n) without loss of generality. Let the 

destination node be d=(d1,d2,•c, dn). If n=3, that is, 

in B3, the internally disjoint paths are trivial. Hence, we 

assume that n>3 in the rest of this paper. The algorithm is 

divided into the following five cases.

Case I dn=n.

Case II dn•‚n-1, dn-1=n.

Case III dn, dn-1•‚n.

Case IV s(n-1)=d.

Casey V dn=n-1, dn-1=n, s(n-1)•‚d.

3.1 Case I

In this case, we assume dn=n.

Step 1 Apply the algorithm recursively in Bn-1n to obtain 

n-2 internally disjoint paths from s to d.

Step 2 Select edge (s, s(n-1)). If dn-1=n-1, apply 

shortest in Bn-1(n-1) to obtain the path from s(n-1) 

to d(n-1), and go to Step 6.

Step 3 Apply shortest in Bn-1(n-1) to obtain the path 

from s(n-1)to a=(1,2,•c, dn-1-1, dn-1+1,•c, n-

2, n, dn-1, n-1).

Step 4 Select edge (a , a(n-1)=(1, 2,•c, dn-1-1, dn-1+

1,•c,n-2,n,n-1,dn-1)).

Step 5 Apply shortest in Bn-1dn-1 to obtain the path from 

a(n-1) to d(d1, d2,•c, dn-2, dn, do-1).

Step 6 Select edge (d(n-1), d). 

Figure 3 shows the internally disjoint paths between s and 

d after Step 6 in Case I, where dn-1•‚n-1.

3.2 Case II

We assume dn•‚n-1 and dn-1=n in this case.

Step 1 For each i (1•…i•…n-2), construct the path from 

s to ci=(1,2,•c,i-1,i+1,•c,n-1,i,n). Let 

Cn-1=S. For c dn, obtain the shortest path to d(n-1) 

and redefine cdn=d(n-1).

Step 2 For each i (1•…i•…n-1), select edge (ci, c(n-1)i 

Note that c(n-1)dn=d.

Step 3 For each i (1•…i•…n-1, i•‚dn), let bi=

(d1, d2,•c, dli-1, dli+1,•c, dn-1, i, dn) where dli=i, and 

apply shortest in Bn-1i, to obtain the path from c(n-1)i 

to b(n-1)i.

Step 4 For each i(1•…i•…n-1, i•‚dn), select (b(n-1)i,bi).
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Fig. 4 Case II, Step 5.

Step 5 For each i(1•…i•…n-1, i•‚dn-1), select the shortest 

path from bi to d in Bn-1dn.

Figure 4 shows the internally disjoint paths between s and 

d after Step 5 in Case II.

3.3 Case III

We assume dn, dn-1•‚n in this case.

Step 1 For each i(1•…i•…n-2), construct the path from s 

to ci=(1,2,•c,i-1,i+1,,n-1,i,n). Let cn-1=s.

Step 2 For each i(1•…i•…n-1), select edge (ci, ci

Step 3 For each i(1•…i•…n-1, i•‚dn), let bi= 

(d1, d2,•c, dli-1, dli+1,•c, dn-1 i, dn) where dli=i, and 

 apply shortest in Bn-1 i to obtain the path from c(n-1)i 

 to bin-1).

Step 4 For each i(1•…i•…n-1, i•‚dn), select edge 

(b(n-1)i, bi). Note that b dn-1=d.

Step 5 In Bn-1dn, select the shortest path from c(n-1)dn to 

bdn=(d1,d2,•c, dln-1, dln+1,•c, dn-1, n, dn) where 

dln=n.

Step 6 For each i(1•…i•…n-1, i•‚dn-1), select the shortest 

path from b to d in Bn-1dn.

Figure 5 shows the internally disjoint paths between s and 

d after Step 6 in Case III.

3.4 Case IV

In this case, we assume s(n-1)=d.

Step 1 Select edge (s, d).

Step 2 For each i(1•…i•…n-2), select the shortest path 

from s to ci=(1,2,•c,i-1,i+1,•c,n-1,i,n).

Step 3 For each i(1•…i•…n-2), select edge (ci, c(n-1)i).

Step 4 For each i(1•…i•…n-2), let bi=

(d1, d2,•c, dli-1, dli+1,•c, dn-1, i, dn) where dli=i, and 

apply shortest in Bn-1i to obtain the path from c(n-1)i 

to b(n-1)i.

Fig. 5 Case III, Step 6.

Fig. 6 Case IV, Step 6.

Step 5 For each i(1•…i•…n-2), select edge (b(n-1)i,bi).

Step 6 For each i(1•…i•…n-2), select the shortest path 

from bi to d.

Figure 6 shows the internally disjoint paths between s and 

d after Step 6 in Case IV.

3.5 Case V

We assume dn=n-1, dn-1=n, and s(n-1)•‚d in this case. 

Step 1 Find h such that dh•‚h and di=i (h<i•…n-2). In

the following, we assume k=dh and dj=h.

Step 2 Apply shortest in Bn-1n to obtain the path from 

s to d(n-1)=(d1, d2,•c, dn-2, dn, dn-i). Select edge 

(d(n-1),d).

Step 3 Apply shortest in Bn-1(n-1) to obtain the path 

from d to s(n-1)=(1,2,•c,n-2,n,n-1). Select 

edge (s(n-1), s).
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Fig. 7 Case V, Step 8.

Step 4 For each i (1•…i•…n-2, i•‚k), select the shortest 

pathfroms to ci=(1,2,•c,i-1,i+1,•c,n-1,i,n) 

and edge (ci, c(n-1)i).

Step 5 For each i(1•…i•…n-2, i•‚

h), select the shortest path from d to bi=

(d1,d2,•c,dli-1,dli+1,•c,dn-1,i,dn) where dli=i, and 

select edge (bi, b(n-1)i).

Step 6 For each i (1•…i•…n-2, i•‚h,k), apply shortest 

in Bn-1i to obtain the path from c(n-1)i to b(n-1)i.

Step 7 If h=k, apply shortest in Bn-1h to obtain the path 

from c(n-1)h to b(n-1)k and terminate the process.

Step 8 Aply shortest in Bn-1h to obtain the path from 

c(n-1)h to ch=(-,-,•c,-,k,h), where-represents 

an arbitrary symbol other than k and h. Similarly, apply 
shortest in Bn-1k to obtain the path from b(n-1)k to 

bk=c(n-1)h Select edge (ch, bk).

Figure 7 shows the internally disjoint paths between s and 
d after Step 8 in Case V.

4. Proof of Correctness and Estimation of Complexity

Let T(n) and L(n) represent the time complexity of the pro-

posed algorithm and the maximum path length obtained by 
it for an n-bubble sort graph, respectively. Then, we can 
prove the following theorem by induction on n.

Theorem 1: n-1 paths generated by the proposed algo-
rithm are internally disjoint. The time complexity of their 

generation T(n) is O(n4), and the maximum path length L(n) 
is n(n+1)/2.

Proof: This is proved from the following Lemmas 1 to 5.

Lemma 1: The n-1 paths generated by the Case I proce-
dure are internally disjoint. The time complexity of the gen-
eration is T(n-1)+O(n3), and the maximum path length is 
max{L(n-1),(n+1)(n-2)/2+3}.

Proof: Step 1 is recursive, therefore from the induction 

hypothesis, these n-2 paths are internally disjoint
, and the 

time complexity and the maximum path length are T(n-1) 

and L(n-1), respectively. On the other hand, the path con-

structed by Steps 2 to 6 is outside the subgraph Bn-1n
, except 

for its two terminal nodes. Therefore the path is internally 

disjoint with the other n-2 paths. Additionally , the path 

consists of subpaths constructed by two applications of the 

shortest path routing algorithm and three edges . The path 

generated in Step 3 has n-2 edges at most, while the path 

generated in Step 5 has (n-1)(n-2)/2 edges. Therefore, 

the time complexity for the path construction is O(n3) and 

the maximum path length is (n+1)(n-2)/2+3.

Lemma 2: The n-1 paths generated by the Case II proce-

dure are internally disjoint. The time complexity of gener-

ation is O(n4), and the maximum path length is (n-1)(n+

2)/2.

Proof: The shortest path obtained in Bn-1n for each i in 

Step 1 is obtained by moving only i. All nodes on the short-

est path from cdn to d(n-1) have the integer dn at the semi 

final positions in their labels that make those nodes distinct 

from those on other shortest paths. Hence, it is clear that 

these paths are disjoint except for the source node s. The 

n-1 edges selected in Step 2 are disjoint because one of 

the terminal nodes of each of the edges are different nodes 

in Bn-1n and the other terminal nodes are in different sub-

graphs. Similar to Steps 1 and 2, the edges and paths ob-

tained in Steps 4 and 5 are disjoint except for the destination 

node d. Consequently, the n-1 paths obtained are internally 

disjoint.

In Step 1, the time complexity to construct the shortest 

subpath from s to c do by shortest is O(n3). To construct 

each of the remaining n-2 subpaths in Step 1, shortest 

finds the element i and performs at most n-2 exchange 

operations in O(n2) time. Hence, the total time complexity 

of Step 1 is O(n3). The time complexity of Step 2 is O(n2) in 

total since it takes O(n) to construct each edge. In Step 3, the 

shortest paths are obtained by shortest in n-1 subgraphs 

Bn-1i(1•…i•…n-1). Therefore, the time complexity is 

O(n4) in total. Similar to Step 2, the time complexity of 

Step 4 is O(n2). In Step 5, similar to the routing in Step 

1, each shortest path from bi to d is obtained by finding 

the element i in the label of bi and at most n-2 exchange 

operations. Therefore, the total time complexity of Step 5 is 

O(n3).

The maximum path length given in Step 1 is attained 

by the subpath from s to cdn, and its length is at most 

(n-1)(n-2)/2. However, cdn is identical to d(n) that is 

a neighbor node of the destination node, and the subpath 

is not included in the total maximum path. The remaining 

n-2 subpaths generated in Step 1 may be included in the 

total maximum path. These subpaths are obtained by mov-

ing only one element i from s. Hence, their maximum path 

length is n-2. The maximum path length given in Step 

2 is 1. Because the n-1 subpaths given in Step 3 are the 

shortest paths between two nodes c(n-1)i and b(n-1)i in Bn-1i
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(1•…i•…n-1), their maximum path length is (n-1)(n-2)/2. 

The maximum path length in Step 4 is 1. Similar to Step 1 , 

the maximum path length in Step 5 is n-2. Consequently, 

the total maximum path is obtained by concatenating the 

subpaths whose lengths are n-2, 1, (n-1)(n-2)/2, 1, and 

 n-2. Therefore, the maximum path length is (n-1)(n+2)/2.

Lemma 3: The n-1 paths generated by the Case III pro-

cedure are internally disjoint. The time complexity of gen-

eration is O(n4), and the maximum path length is (n-1)(n+

2)/2.

Proof: Similar to the Lemma 2 proof, it is possible to 

prove that the n-1 paths obtained are internally disjoint.

Each subpath in Step 1 is obtained by finding the ele-

ment i and moving it to the appropriate position by at most 

n-2 exchange operations. Therefore, it takes O(n2) time 

 complexity to construct each path. Hence, Step 1 takes 

O(n3) time complexity in total. In Step 2, since it takes O(n) 

to construct each edge, O(n2) time complexity is required in 

total. In Step 3, the shortest paths are obtained in n-1 sub-

graphs Bn-1i(1•…i•…n-1) by shortest. Therefore, the 

time complexity is O(n4) in total. Similar to Step 2, the time 

complexit,i of Step 4 is O(n2). In Step 5, the shortest path 

from c(n-1)dn to dn is constructed in subgraph Bn-1dn. Hence, 
the time complexity is O(n3). Finally, similar to Step 1, the 

 time complexity of Step 6 is O(n3).
Similar to the proof of Lemma 2, the maximum path 

lengths of Steps 1 to 4 and 6 are n-2,1,(n-1)(n-2)/2, 
1, and n-2, respectively. For all the nodes on the subpath 

generated in Step 5, the final two elements in their label are 
n and dn in this order. Hence, the length of the subpath of 
Step 5 is at most(n-2)(n-3)/2. The candidate paths that 
may become the total maximum path are either the path that 

 consists of the subpaths of Steps 1 to 4, and 6 or the path 
that consists of the subpaths of Steps 1, 2, 5, and 6. The 
lengths of the former and latter paths are at most (n-2)+
1+(n-1)(n-2)/2+1+(n-2)=(n-1)(n+2)/2 and 

(n-2)+1+(n-2)(n-3)/2+(n-2)=n(n-1)/2, respectively. 
Therefore, the former gives the maximum path length.

Lemma 4: The n-1 paths generated by the Case IV pro-
cedure are internally disjoint. The time complexity of gen-
eration is O(n4), and the maximum path length is (n-1)(n+
2)/2.

Proof: Similar to the Lemma 2 proof, it is possible to 

prove that the n-1 paths obtained are internally disjoint. 
The time complexity of Step 1 is O(n), and the path length 
obtained is 1. The time complexities of Steps 2 and 6 are 
both O(n3), and the maximum path lengths are both n-2. 
Additionally, the time complexities of Steps 3 and 5 are both 

O(n2), and only one edge is obtained in each step. Finally, 
the time complexity of Step 4 is O(n4), and the maximum 

path is (n-1)(n-2)/2. The total maximum path is at-
tained by concatenating the subpaths generated in Steps 2 to 
 6 whose total length is (n-1)(n+2)/2.

Lemma 5: The n-1 paths generated by the Case V proce-

dure are internally disjoint. The time complexity of genera-

tion is O(n3), and the maximum path length is n(n+1)/2.

Proof: Step 2 constructs the path using the shortest al-

gorithm, such that it first moves k to the right, then keeps the 

position of k to proceed to d(n-1). However, Step 3 obtains 

the shortest path in Bn-1n for each i(•‚k) by moving only 

i to the right. Therefore, the paths obtained in Step 4 are 

disjoint, except for the source node s and they are disjoint 

with the path obtained in Step 2, except for s. The n-1 

edges obtained in Step 4 each have terminal node in Bn-1n, 

but they are all different nodes. The other nodes for these 

edges are in different subgraphs. Therefore, these edges are 

disjoint. The paths and edges obtained in Steps 3 and 5 are 

disjoint, except for the destination node, similar to the paths 

and edges obtained in Steps 2 and 4. The paths obtained in 

Step 6 are in different subgraphs and are disjoint. Moreover, 

all nodes included in the paths or the edges obtained in Steps 

7 and 8 belong to subgraphs Bn-1h or Bn-1k. Then, they are 

disjoint with the other paths. Consequently, the n-1 paths 

obtained are internally disjoint.

The time complexity of Step 1 is O(n). The time com-

plexities of Steps 2 to 5 are all O(n3). The time complexity 

of Step 6 is O(n4), and the time complexities of Steps 7 and 

8 are both O(n3).

The path lengths of Step 2 and 3 are both (n-2)(n-

3)/2+1. The maximum path lengths generated in Steps 4 

and 5 are both n-1. The maximum path length of Step 6 

is (n-1)(n-2)/2. The maximum path lengths of Steps 7 

and 8 are (n-1)(n-2)/2 and (n-1)(n-2)/2+1, respec-

tively. The lengths of the paths between s and d generated 

in Steps 1 and 2 are at most (n-2)(n-3)/2+1. There-

fore, the total maximum path is attained by concatenating 

the subpaths generated by Steps 4, 5, and 8, and its length is 

(n-1)+(n-1)+(n-1)(n-2)/2+1=n(n+1)/2.

5. Experiment for Evaluation

To evaluate the average performance of the algorithm, we 

conducted a computer experiment by randomly sampling 

the destination node as follows: 

1. For each n=3,4,•c,60, repeat the following steps 

100,000 times.

2. Fix the source node to s=(1,2,•c,n).

3. Select the destination node d randomly other than s.

4. For s and d , apply the algorithm and measure the ex-

ecution times and path lengths.

The algorithm was implemented using programming lan-

guage C. The program was compiled using a gcc compiler 

with a -02 option. A target machine with an Intel Pentium 

IV, 2.4 GHz CPU, 256 MB main memory, and a Linux op-

erating system was selected as the execution environment. 

The average execution times and the lengths of paths ob-

tained by this experiment are shown in Figs. 8 and 9, re-

spectively. From Fig. 8, we can see that the average execu-
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Fig. 8 Average execution time.

Fig. 9 Length of each path.

tion time is O(n3.5). Also, from Fig. 9, we can see that the 
average length of each path is O(n1.95)

6. Conclusion

In this paper, we have presented an algorithm that generates, 
for two arbitrary nodes in an n-bubble-sort graph, n-1 in-
ternally disjoint paths between those nodes. Moreover, we 
have proved the correctness of the algorithm and shown that 
its time complexity is O(n4), and the maximum path length 
is n(n+1)/2. Additionally, we have estimated the average 

performance of the algorithm by randomly sampling desti-
nation nodes. The results show that the average time com-

plexity is O(n3.5), and the average path length is O(n1.95).
Future works include a more precise performance eval-

uations of the algorithm, and performance improvement 
with respect to the time complexity and path lengths. We 
will also apply our approach to a modified bubble-sort 
graph, which is obtained by relaxing the exchange operation 
to permit the first and last symbols.
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