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Abstract. The Riesz basis property of the generalized eigenvector
system of a Timoshenko beam with boundary feedback controls ap-
plied to two ends is studied in the present paper. The spectral prop-
erty of the operator A determined by the closed loop system is in-
vestigated. It is shown that operator A has compact resolvent and
generates a C0 semigroup, and its spectrum consists of two branches
and has two asymptotes under some conditions. Furthermore it is
proved that the sequence of all generalized eigenvectors of the system
principal operator forms a Riesz basis for the state Hilbert space.

Keywords. Timoshenko beam, boundary feedback, generalized eigen-
vector system, Riesz basis.

1 Introduction

It is well known that many flexible structure systems, such as robotic system,
can be described by Timoshenko beam equation with appropriate boundary con-
ditions (see Timoshenko,1954; Morgül, 1991). In the past decades, there exists
an extensive mathematical and engineering literature on the Timoshenko beam
model, and varied controllers for the system have been designed to realize the
stabilization of the system. Among them, the so-called boundary controller is
more easy to realize. Therefore the boundary control problem of Timoshenko
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beam system attracts much more attentions, and obtained a lot of important
results, e.g., see Kim & Renardy, 1987; Morgül,1991,1992; Feng et al.,1995, 1998;
Shi et al, 1998; Geist & McLaughlin, 2001; Pazoto& Menzala, 2000. It is proved
that if only one control force or moment is applied to one end, then the system
can be asymptotically but not uniformly stabilized. If both control force and mo-
ment are applied to the one end or two ends of the system respectively, then the
controlled system can be uniformly stabilized. However, these results do not give
any information about the decay rate and expression of solution of the controlled
system. In practice, we often need to make some quantitative analysis for the
controlled system. If a system has the Riesz basis property, i.e., the sequence of
all generalized eigenvectors of the principal operator for the system forms a Riesz
basis of the state Hilbert space, then any solution of the system can be expressed
in terms of the Riesz basis, and the system satisfies the spectrum determined
growth assumption, and hence the stability is determined by the spectrum of the
system principal operator.

In the past several years, on the generation problem of Riesz basis of the
generalized eigenvector system of flexible structure with boundary control, many
authors have made a great effort, e.g. see Balakrishnan, 1998; Shubov, 1999,
2002; Xu & Feng, 2002; and the references therein. In Shubov 1999, the author
proved the completeness of the generalized eigenvector sequence of the Timo-
shenko beam with some boundary feedback control. In the present paper, we
give a counterexample to show that when the feedback gain is equal to the wave
speed in this case, the sequence of the corresponding generalized eigenvectors is
not complete.

In this paper we will consider the following homogeneous Timoshenko beam
with boundary control:

ρẅ(x, t)−K(w′′(x, t)− ϕ′(x, t)) = 0, 0 < x < `,

Iρϕ̈(x, t)− EIϕ′′(x, t)−K(w′(x, t)− ϕ(x, t)) = 0, 0 < x < `,

w(0, t) = 0, ϕ(0, t) = θ(t),
w′(`, t)− ϕ(`, t) = u(t), ϕ′(`, t) = 0,

(1.1)

where θ(t) and u(t) are control functions. The aim is to design feedback con-
trollers such that the energy of the closed loop system is asymptotically stable.
Here we adopt the following feedback control law:

θ̇(t) = r(ϕ′(0, t)− θ(t)) and u(t) = −βẇ(`, t), r > 0, β > 0. (1.2)

To prove the stability of the closed loop system, the idea is to show that
the sequence of the generalized eigenvectors of the closed loop system forms a
Riesz basis in the energy space. For this purpose, we use Bari’s Theorem (see,
Young,1980). Here the key step in the use of Bari’ Theorem is to find a reference
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basis of the state Hilbert space. We first introduce an auxiliary operator and prove
that the sequence of the generalized eigenvectors of this auxiliary operator forms
a Riesz basis. Then in terms of Bari’s Theorem, we prove that the sequence of
the generalized eigenvectors of the closed loop Timoshenko system forms a Riesz
basis in Hilbert state space. Although the system we consider is with constant
coefficients, but it is not difficult to extend to variable coefficient Timoshenko
case.

The remaining part of the paper is arranged as follows. In the next section,
we give a basic spectral analysis of A determined by the closed loop system (1.1)
and (1.2), and describe the distribution of eigenvalues of A. In section 3, we
introduce an auxiliary operator A0 which, in fact, is the principal part of A,
and prove that A0 has the Riesz basis property. Finally, in section 4, by the
asymptotic analysis of the operator A, using Bari’s Theorem, we prove A has the
Riesz basis property, i.e., the generalized eigenvectors of the operator A forms a
Riesz basis for the state Hilbert space.

2 Spectral analysis of system operator

In this section we set up the Hilbert state space, and write the closed loop system
(1.1) and (1.2) into an evolutionary equation in the state Hilbert space. Further,
we discuss the spectral property of the operator determined by the closed loop
system.

Let us consider the following Timoshenko beam with boundary feedback con-
trol: 

ρẅ(x, t)−K(w′′(x, t)− ϕ′(x, t)) = 0, 0 < x < `,

Iρϕ̈(x, t)− EIϕ′′(x, t)−K(w′(x, t)− ϕ(x, t)) = 0, 0 < x < `,

w(0, t) = 0, ϕ(0, t) = θ(t), ϕ′(`, t) = 0,
w′(`, t)− ϕ(`, t) = −βẇ(`, t), β > 0,
θ̇(t) = r(ϕ′(0, t)− θ(t)), r > 0

(2.1)

Define the state space

H = V 1
0 × L2

ρ(0, `)×H1(0, `)× L2
Iρ

(0, `),

where V k
0 = {ϕ ∈ Hk(0, `) | ϕ(0) = 0}, k = 1, 2, and Hk(0, `) is the usual

Sobolev space of order k. For Y1 = [w1, z1, ϕ1, ψ1]T , Y2 = [w2, z2, ϕ2, ψ2]T ∈ H,
where and after the superscript T denotes the transpose of matrix or vector, the
inner product in H is defined by

〈Y1, Y2〉 =
∫ `

0
Kw′1w

′
2dx+

∫ `

0
ρz1z2dx+

∫ `

0
EIϕ′1ϕ

′
2dx

+
∫ `

0
Iρψ1ψ2dx+ EIϕ1(0)ϕ2(0).
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Define operator A in H:

A


w

z

ϕ

ψ

 =


z

K
ρ (w′′ − ϕ′)

ψ
EI
Iρ
ϕ′′ + K

Iρ
(w′ − ϕ)

 , (2.2)

D(A) =
{

[w, z, ϕ, ψ]> ∈ H
∣∣∣ w ∈ V 2

0 , z ∈ V 1
0 , ϕ ∈ H2(0, `), ψ ∈ H1(0, `)

ψ(0) = r(ϕ′(0)− ϕ(0)), w′(`)− ϕ(`) = −βz(`), ϕ′(`) = 0
}
.

Then the closed loop system (2.1) can be written as an evolutionary equation
in H:

d

dt
Y (t) = AY (t), ∀t > 0, (2.3)

where Y (t) = [w(·, t), ẇ(·, t), ϕ(·, t), ϕ̇(·, t)]T .

Theorem 2.1 Let A be defined as above. Then A has compact resolvent and
generates a C0 semigroup.

Proof The proof is dierct and is omitted.
Now we are in a position to investigate the eigenvalue problem of A. For

λ ∈ C, we solve eigenvalue-equation

(λI −A)Y = 0, Y = [w, z, ϕ, ψ]>.

This implies that z(x) = λw(x), ψ(x) = λϕ(x) and the function pair (w(x), ϕ(x))
satisfies the equations{

ρλ2w(x)−K(w′′(x)− ϕ′(x)) = 0, 0 < x < `,

Iρλ
2ϕ(x)− EIϕ′′(x)−K(w′(x)− ϕ(x)) = 0, 0 < x < `,

(2.4)

with the boundary conditions{
w(0) = 0, λϕ(0) = r(ϕ′(0)− ϕ(0)),
w′(`)− ϕ(`) = −βλϕ(`), ϕ′(`) = 0.

(2.5)

For the sake of simplicity, for a fixed λ ∈ C, set

ρ2
1 =

ρ

K
, ρ2

2 =
Iρ
EI
, a = ρ2

1λ
2, b = ρ2

2λ
2 +

K

EI
, c = −K

EI
. (2.6)

Denote by µ1 and µ2 the two roots of the quadratic equation

µ2 − (a+ b+ c)µ+ ab = 0, (2.7)

i.e.,

µ1 = µ1(λ) =
(a+ b+ c) +

√
(a+ b+ c)2 − 4ab
2

,
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µ2 = µ2(λ) =
(a+ b+ c)−

√
(a+ b+ c)2 − 4ab
2

.

Assume that µ1 6= µ2, and define functions wj(λ, x), ϕj(λ, x) for j = 2, 3, 4 as
follows:

w2(λ, x) =
b

µ1 − µ2

(
sinh

√
µ1x√

µ1
−

sinh
√
µ2x√

µ2

)
,

w3(λ, x) =
1

µ1 − µ2

(
(µ1 − b)

sinh
√
µ1x√

µ1
− (µ2 − b)

sinh
√
µ2x√

µ2

)
w4(λ, x) =

1
µ1 − µ2

(cosh
√
µ1x− cosh

√
µ2x),

ϕ2(λ, x) =
1

µ1 − µ2
(− (µ2 − b) cosh

√
µ1x+ (µ1 − b) cosh

√
µ2x),

ϕ3(λ, x) =
c

µ1 − µ2
(cosh

√
µ1x− cosh

√
µ2x),

ϕ4(λ, x) =
1

µ1 − µ2

(
(µ1 − a)

sinh
√
µ1x√

µ1
− (µ2 − a)

sinh
√
µ2x√

µ2

)
.

(2.8)

Then the general solution of (2.4) can be written as

w(x) = C2w2(λ, x) + C3w3(λ, x) + C4w4(λ, x), (2.9)

ϕ(x) = C2ϕ2(λ, x) + C3ϕ3(λ, x) + C4ϕ4(λ, x), (2.10)

where C2, C3, C4 are any constants to be determined. In order for (w(x), ϕ(x))
meet the boundary conditions (2.5), the constants C2, C3, C4 must satisfy

C4 =
λ+ r

r
C2,

C2a11(λ) + C3a12(λ) = 0,

C2a21(λ) + C3a22(λ) = 0,

where

a11(λ) = w′2(λ, `)− ϕ2(λ, `) + λβw2(λ, `)

+
λ+ r

r
[w′4(λ, `)− ϕ4(λ, `) + λβw4(λ, `)],

a12(λ) = w′3(λ, `)− ϕ3(λ, `) + λβw3(λ, `),

a21(λ) = ϕ′2(λ, `) +
λ+ r

r
ϕ′4(λ, `),

a22(λ) = ϕ′3(λ, `).

Set

Γ(λ) = det

(
a11(λ) a12(λ)
a21(λ) a22(λ)

)
, (2.11)

Theorem 2.2. Let wj(λ, x), ϕj(λ, x) for j = 2, 3, 4 and Γ(λ) be defined as
before. Then
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1) the spectrum σ(A) of A consists of all eigenvalues of A, and λ ∈ σ(A) if
and only if Γ(λ) = 0;

2) let λ ∈ σ(A), then the corresponding eigenvector can be chosen as

Φλ = C2


1
λ

[
w2(λ, x) + λ+r

r w4(λ, x)
]

w2(λ, x) + λ+r
r w4(λ, x)

1
λ

[
ϕ2(λ, x) + λ+r

r ϕ4(λ, x)
]

ϕ2(λ, x) + λ+r
r ϕ4(λ, x)

+ C3


1
λw3(λ, x)
w3(λ, x)
1
λϕ3(λ, x)
ϕ3(λ, x)

 , (2.12)

where (C2, C3) is some nonzero solution of following linear equations{
C2a11(λ) + C3a12(λ) = 0,
C2a21(λ) + C3a22(λ) = 0.

(2.13)

Furthermore, for each λ ∈ σ(A), the eigen-subspace of A associated with λ is of
dimension one.

3) If β 6= ρ1 and rρ2 6= 1, then the spectrum σ(A) of A has two asymptotes.
More precisely, there is a positive integerN such that for each n with |n| ≥ N , two
eigenvalues λ(1)

n and λ
(2)
n of A are both simple and has the following asymptotic

expression:

λ(1)
n =

{
1

2ρ1` ln |β−ρ1

β+ρ1
|+ nπi

ρ1` +O( 1
n), if β − ρ1 > 0,

1
2ρ1` ln |β−ρ1

β+ρ1
|+ (2n+1)πi

2ρ1` +O( 1
n), if β − ρ1 < 0,

(2.14)

and

λ(2)
n =

{
1

2ρ2` ln | rρ2−1
rρ2+1 |+

nπi
ρ2` +O( 1

n), if rρ2 − 1 > 0,
1

2ρ2` ln | rρ2−1
rρ2+1 |+

(2n+1)πi
2ρ2` +O( 1

n), if rρ2 − 1 < 0.
(2.15).

Proof The assertions 1) and 2) are immediate. Here we only prove the assertion
3).

Obviously, Γ(λ) is an entire function in λ ∈ C. By using (2.7) and (2.8), a
lengthy calculation shows that

lim
Re λ→∞

4Γ(λ)
λ

=
[
ρ2 +

1
r

][
1 +

β

ρ1

]
and

lim
Re λ→−∞

4Γ(λ)
λ

=
[
ρ2 −

1
r

][
1− β

ρ1

]
, if ρ1 6= β, rρ2 6= 1, (2.16)

lim
Re λ→−∞

4Γ(λ) = −1, if ρ1 = β, rρ2 = 1, (2.17)

Then there is a M > 0 large enough such that all zeros of Γ(λ) lie in the
strip PM = {λ ∈ C | −M ≤ Reλ ≤ 0}. Note that the functions sinh√µj` and
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cosh√µj` are bounded in λ ∈ PM . Hence for λ ∈ PM with |λ| large enough, we
have

Γ(λ)
λ

=
[
cosh ρ1λ`+

β

ρ1
sinh ρ1λ`

][
ρ2 sinh ρ2λ`+

1
r

cosh ρ2λ`
]

+O(λ−1) (2.18)

Set

G(λ) =
[
cosh ρ1λ`+

β

ρ1
sinh ρ1λ`

][
ρ2 sinh ρ2λ`+

1
r

cosh ρ2λ`
]
. (2.19)

The zeros of G(λ) are

ξn =

{
1

2ρ1` ln |β−ρ1

β+ρ1
|+ nπi

ρ1` , if β − ρ1 > 0,
1

2ρ1` ln |β−ρ1

β+ρ1
|+ (2n+1)πi

2ρ1` , if β − ρ1 < 0,
(2.20)

and

ηn =

{
1

2ρ2` ln | rρ2−1
rρ2+1 |+

nπi
ρ2` , if rρ2 − 1 > 0,

1
2ρ2` ln | rρ2−1

rρ2+1 |+
(2n+1)πi

2ρ2` , if rρ2 − 1 < 0.
(2.21).

Applying Rouche Theorem to (2.18), we can arrive that there is an integer
N such that for each n with |n| > N , there exists only one zero λ(1)

n of Γ(λ) in
a small neighborhood of ξn, and similarly, there exists only one zero λ(2)

n of Γ(λ)
in a small neighborhood of ηn. Furthermore we have estimates

λ(1)
n = ξn +O(ξ−1

n ) and λ(2)
n = ηn +O(η−1

n ).

By the first assertion we know that λ(1)
n , λ

(2)
n ∈ σ(A). Note that all the zeros of

G(λ) are simple. So for n large enough, λ(1)
n , λ

(2)
n ∈ σ(A) are simple eigenvalues

of A. The proof is then complete. 2

Remark 2.3 If 1 6= rρ2 and β 6= ρ1, then the spectrum of A distributes in a
strip parallel to the imaginary axis, and has two asymptotes in general. But if∣∣∣ rρ2−1
rρ2+1

∣∣∣ =
∣∣∣ρ1−β
ρ1+β

∣∣∣, then these two asymptotes degenerate the same one. In this
case we cannot say that each eigenvalue of A with large modulus is simple or not.

When 1 = rρ2 and β = ρ1, the function G(λ) has no zero. It follows from
(2.17) that Γ(λ) has only finitely many zeros. Therefore in this case the system
of the generalized eigenfunctions of A is not complete in the state space H. This
gives a counterexample of completeness result in Shubov (Shubov, 1999, 2002).

Theorem 2.4 There is no eigenvalue of A on the imaginary axis.

Proof Firstly a direct computation shows that 0 ∈ ρ(A).
We now suppose that the assertion is not true Then there is at least one

λ = iτ 6= 0 with τ ∈ R such that λ ∈ σ(A). Let Y = (w, λw, ϕ, λϕ) is a
corresponding eigenvector of A. We have

Re 〈AY, Y 〉 = 0 = −Kβ|λw(`)|2 − EIr|ϕ′(0)− ϕ(0)|2,
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which implies that w(`) = 0 and ϕ(0) = ϕ′(0). Since that λ is an eigenvalue of
A, we have ϕ′(0) = λ+r

r ϕ(0), which holds only if ϕ′(0) = ϕ(0) = 0 because of
λ 6= 0. So we have

w(x) = Cw3(λ, x), ϕ(x) = Cϕ3(λ, x),

where C is a constant. It is easily seen that w3(λ, `) 6= 0 as ϕ′3(λ, `) = 0. So
we obtain C = 0, and hence w = ϕ = 0, i.e., Y = 0. This is a contradiction.
Therefore the proof is complete. 2

3 Auxiliary operator and its spectral property

In order to investigate the Riesz basis property of the generalized eigenvector
system of A, we define an auxiliary operator A0 in H by

A0


w

z

ϕ

ψ

 =


z

K
ρ w

′′

ψ
EI
Iρ
ϕ′′

 , (3.1)

D(A0) =
{

[w, z, ϕ, ψ]> ∈ H
∣∣∣ w ∈ V 2

0 , z ∈ V 1
0 , ϕ ∈ H2(0, `),

ψ ∈ H1(0, `), ψ(0) = rϕ′(0), ϕ′(`) = 0, w′(`) = −βz(`),
}
. (3.2)

In the rest of this section, we study the property of A0. In the sequel, we
denote by Z the set of all integers, and always assume that ρ1 6= ρ2.

Theorem 3.1. Let A0 be defined by (3.1) and (3.2). Assume that 1 6= rρ2, β 6=
ρ1, and set

τ1 =


1
2` ln

∣∣∣ρ1−β
ρ1+β

∣∣∣, if β − ρ1 > 0,
1
2` ln

∣∣∣ρ1−β
ρ1+β

∣∣∣+ iπ
2` , if β − ρ1 < 0,

(3.3)

τ2 =


1
2` ln

∣∣∣ rρ2−1
rρ2+1

∣∣∣, if rρ2 − 1 > 0,
1
2` ln

∣∣∣ rρ2−1
rρ2+1

∣∣∣+ iπ
2` , if rρ2 − 1 < 0.

(3.4)

Then
1) the spectrum σ(A0) of A0 consists of all eigenvalues of A0, and is decom-

posed into two branches:

σ(A0) = {ξn | n ∈ Z}
⋃
{ηn | n ∈ Z}

⋃
{0},

where
ρ1ξn = τ1 + i

nπ

`
, ρ2ηn = τ2 + i

nπ

`
, ∀n ∈ Z;
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2) an eigenvector of A0 associated with ξn is

Ψn =
[
ξ−1
n sinh(ρ1ξnx), sinh(ρ1ξnx), 0, 0

]>
, n ∈ Z, (3.5)

and similarly, an eigenvector of A0 corresponding to ηn is

Φn =
[
0, 0, η−1

n [ sinh(ρ2ηnx)+ rρ2 cosh(ρ2ηnx)], sinh(ρ2ηnx)+ rρ2 cosh(ρ2ηnx)
]>
.

(3.6)
An eigenvector of A0 corresponding to 0 is

F0 = [0, 0, 1, 0]>; (3.7)

3) the adjoint operator A∗0 of A0 is given by

A∗0


w(x)
z(x)
ϕ(x)
ψ(x)

 =


−z(x)

−K
ρ w

′′(x)

−(ψ(x)− ψ(0))
−EI

Iρ
ϕ′′(x)

 (3.8)

D(A∗0) =
{

[w, z, ϕ, ψ]> ∈ H
∣∣∣ w ∈ V 2

0 , z ∈ V 1
0 , ϕ ∈ H2, ψ ∈ H1

w′(`) = βz(`), ψ(0) = −rϕ′(0), ϕ′(`) = 0
}
. (3.9)

4) the spectrum σ(A∗0) of A∗0 is σ(A∗0) = σ(A0) = σ(A0). Moreover, if we set

Ψ∗
n = [ξ−1

n sinh(ρ1ξnx),− sinh(ρ1ξnx), 0, 0]>, n ∈ Z,

Φ∗n=
[
0, 0, η−1

n [ sinh(ρ2ηnx)+rρ2(cosh(ρ2ηnx)−1)],−[sinh(ρ2ηnx)+rρ2 cosh(ρ2ηnx)]
]>
,

F ∗0 = [0, 0, 1, r]>,

then {Ψ∗
n,Φ

∗
n, F

∗
0 | n ∈ Z} is the eigenvector system of A∗0.

Proof We consider the eigenvalue problem of A0. Let λ ∈ C be an eigenvalue of
A0, and Y = [w, z, ϕ, ψ]> ∈ H be an eigenvector of A0 corresponding to λ. Then
w(x) and ϕ(x)) satisfy

ρλ2w(x)−Kw′′(x) = 0, 0 < x < `,

Iρλ
2ϕ(x)− EIϕ′′(x) = 0, 0 < x < `,

w(0) = 0, λϕ(0) = rϕ′(0),
w′(`) = −βλw(`), ϕ′(`) = 0.

(3.10)

Solving above equations, we obtain that

w(x) = B sinh(ρ1λx), ϕ(x) = C[sinh(ρ2λx) + rρ2 cosh(ρ2λx)],
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where B and C are constants. From the boundary condition of (3.10) it follows
that

B[ρ1λ cosh(ρ1λ`) + βλ sinh(ρ1λ`)] = 0, (3.11)

and
C[λ cosh(ρ2λ`) + rρ2λ sinh(ρ2λ`)] = 0. (3.12)

If C = 0 and β 6= ρ1, then when λ = 0, the equation (3.10) has a unique zero
solution. As λ 6= 0, by solving equation (3.11) we get

λ = ξn =


1

2ρ1` ln
∣∣∣β−ρ1

β+ρ1

∣∣∣+ i nπ
ρ1` , if β − ρ1 > 0,

1
2ρ1` ln

∣∣∣β−ρ1

β+ρ1

∣∣∣+ i (2n+1)π
2ρ1` , if β − ρ1 < 0,

∀n ∈ Z. (3.13)

If B = 0 and rρ2 6= 1, then for λ = 0, the equation (3.10) has a nonzero solution
ϕ(x) = 1. For λ 6= 0, from (3.12) we obtain

λ = ηn =


1

2ρ2` ln
∣∣∣ rρ2−1
rρ2+1

∣∣∣+ i nπ
ρ2` , if rρ2 − 1 > 0,

1
2ρ2` ln

∣∣∣ rρ2−1
rρ2+1

∣∣∣+ i (2n+1)π
2ρ2` , if rρ2 − 1 < 0,

∀n ∈ Z. (3.14)

So the point spectrum σp(A0) of A0 is

σp(A0) = {ξn | n ∈ Z}
⋃
{ηn | n ∈ Z}

⋃
{0}.

It is easily to check that if λ 6∈ σp(A0), then λ ∈ ρ(A0), and so σ(A0) = σp(A0).
Moreover, λ = 0 is a simple eigenvalue of A0, and a corresponding eigenvector

is F0 = [0, 0, 1, 0].
For ξn ∈ σ(A0), a corresponding eigenvector is

Ψn =
[
ξ−1
n sinh(ρ1ξnx), sinh(ρ1ξnx), 0, 0

]>
,

and for ηn ∈ A0, a corresponding eigenvector is

Φn =
[
0, 0, η−1

n [ sinh(ρ2ηnx)+rρ2 cosh(ρ2ηnx)], (sinh(ρ2ηnx)+rρ2 cosh(ρ2ηnx))
]>
.

The assertions 3) and 4) are direct. The proof is then complete. 2

Theorem 3.2. Let H1 and H2 be two subspaces of H defined by

H1 = {F = [w, z, 0, 0]> | F ∈ H},

H2 = {F = [0, 0, ϕ, ψ]> | F ∈ H}.

Assume that τ1, τ2, ξn and ηn are defined as in Theorem 3.1. Then {Ψn | n ∈ Z}
forms a Riesz basis of H1, and {Φn | n ∈ Z}

⋃
{F0} forms a Riesz basis of H2.

Hence {Ψn | n ∈ Z}
⋃
{Φn | n ∈ Z}

⋃
{F0} forms a Riesz basis of H.
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Proof By virtue of Theorem 3.1, it is easily seen that for any n,m ∈ Z,

〈F ∗0 ,Ψn〉 = 〈F ∗0 ,Φn〉 = 〈Φ∗n, F0〉 = 〈Ψ∗
n, F0〉 = 0,

= 〈Φ∗n,Ψm〉 = 〈Ψ∗
n,Φm〉 = 0, ∀n 6= m,

〈Φn,Φ∗n〉 = Iρ(1 + r2ρ2
2)`, 〈Ψn,Ψ∗

n〉 = ρ`, 〈F ∗0 , F0〉 = EI.

Now we prove that {Φn | n ∈ Z}
⋃
{F0} forms a Riesz basis of H2. To this

end, for any Y ∈ H2, we define an(Y ) by

Iρ(1 + r2ρ2
2)`an(Y ) = 〈Y,Φ∗n〉

= EI

∫ `

0
ρ2ϕ

′(x)[cosh(ρ2ηnx) + rρ2 sinh(ρ2ηnx)]dx

−Iρ
∫ `

0
ψ(x)[sinh(ρ2ηnx) + rρ2 cosh(ρ2ηnx)]dx

=
`

2
EIρ2

[
Fc,n(ϕ′[cosh(τ2·)+ rρ2 sinh(τ2·)]) + iFs,n(ϕ′[sinh(τ2·)+ rρ2 cosh(τ ·)])

]
− `

2
Iρ

[
Fc,n(ψ[sinh(τ2·) + rρ2 sinh(τ2·)]) + iFs,n(ψ[cosh(τ2·)) + rρ2 sinh(τ2·)])

]
,

where Fc,n(g) and Fs,n(g) represent the Fourier coefficients of g:

Fc,n(g) =
2
`

∫ `

0
g(x) cos(

nπx

`
)dx,

Fs,n(g) =
2
`

∫ `

0
g(x) sin(

nπx

`
)dx.

Noticing that {cos(nπx
` ) | n ≥ 0} and {sin(nπx

` ) | n ≥ 1} are two normalized
bases in L2[0, `], then we have

∞∑
n=0

|Fc,n(g)|2 <∞,

∞∑
n=1

|Fs,n(g)|2 <∞.

Therefore
∞∑
−∞

|an(Y )|2 <∞.

We define the subspace H0 of H2 by

H0 =
{
Y ∈ H2

∣∣∣∣ Y =
∞∑
−∞

an(Y )Φn(x) + 〈Y, F ∗0 〉F0

}
.

Obviously, H0 is closed. If H0 6= H2, then there exists a Y0 ∈ H2, Y0 =
[0, 0, ϕ(x), ψ(x)]> 6= 0, such that Y0⊥H0. So Y0⊥F0, Y0⊥Φn,∀n ∈ Z. The
equality 〈Y0, F0〉 = 0 implies that ϕ(0) = 0. Then we define

G1(ϕ)(x) =
{
ϕ(x), if x ∈ [0, `],
ϕ(−x), if x ∈ [−`, 0],
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and

G2(ψ)(x) =
{
ψ(x), if x ∈ [0, `],
−ψ(−x), if x ∈ [−`, 0].

We have

〈Y0,Φn〉 = EI

∫ `

0
ϕ′ρ2[cosh(ρ2ηnx) + rρ2 sinh(ρ2ηnx)]dx

+Iρ
∫ `

0
ψ(x)sinh(ρ2ηnx)rρ2 cosh(ρ2ηnx)dx

=
EIρ2

2

∫ `

−`
G1(ϕ′)(x)eρ2ηnxdx+

EIrρ2
2

2

∫ `

−`
G2(ϕ′)(x)eρ2ηnxdx

+
Iρ
2

∫ `

−`
G2(ψ)(x)eρ2ηnx +

Iρrρ2

2

∫ `

−`
G1(ψ)(x)eρ2ηnxdx = 0.

This implies that

EIρ2

2
ϕ′(x) +

EIrρ2
2

2
ϕ′(x) +

Iρ
2
ψ(x) +

Iρrρ2

2
ψ(x) = 0, a.e., x ∈ [0, `],

EIρ2

2
ϕ′(x)− EIrρ2

2

2
ϕ′(x)− Iρ

2
ψ(x) +

Iρrρ2

2
ψ(x) = 0, a.e., x ∈ [0, `].

Solving the above algebraic equations, we obtain that ϕ′(x) = 0 and ψ(x) = 0.
Therefore ϕ(x) = ψ(x) = 0, which contradicts to the hypothesis Y0 6= 0. So we
have H0 = H2.

A similar argument can be used to prove that {Ψn | n ∈ Z} forms a Riesz
basis of H1. Noting that H = H1 +H2, we conclude that {Ψn | n ∈ Z}

⋃
{Φn |

n ∈ Z}
⋃
{F0} forms a Riesz basis of H. The proof is then finished. 2

Corollary 3.3. If ρ1 = β, rρ2 = 1, then the spectrum σ(A0) of A0 has only one
element λ = 0.

Proof Obviously, λ = 0 is always an eigenvalue of A0 if β = ρ1, rρ2 = 1. On
the other hand, for any λ ∈ C, λ 6= 0, (3.11) and (3.12) with B 6= 0 or C 6= 0 can
not hold. So σ(A0) has a unique element λ = 0. 2

4 Riesz basis property of generalized eigenvector sys-

tem of operator A

In this section we prove that the generalized eigenvector system of A forms a
Riesz basis in H. To begin with, we recall some notions and Bari’s theorem.
Let H be a separable Hilbert space, and {en | n ≥ 1} be a normalized basis of
H. A sequence of vectors, {fj | j ≥ 1} in H, is said to be a Riesz basis of H

12



if there exists a bounded invertible linear operator T in H such that fn = Ten

for all n ≥ 1. Bari’s theorem (e.g, see, Yuong, 1980) says that if an ω-linear
independent sequence {fn | n ≥ 1} in H is quadratically near to a Riesz basis
{gn | n ≥ 1} in H, i.e.,

∞∑
n=0

‖gn − fn‖2 <∞,

then {fn | n ≥ 1} is a Riesz basis of H. The following result can be found in
Guo, 2001.

Proposition 4.1. Let A be a closed dense defined linear operator in H. Assume
that A is discrete, i.e., A has compact resolvent. Let {fn | n ≥ 1} be a Riesz basis
of H. If there exists a sequence of generalized eigenvectors of A, {gn | n ≥ 1}
and a positive integer N such that

∞∑
n=N

‖fn − gn‖2 <∞, (4.1)

then the system of all generalized eigenvectors of A forms a Riesz basis of H.

Now we are in position to prove the following main result of this paper.

Theorem 4.2. Let H and A be defined as before, then the generalized eigen-
vector system forms a Riesz basis for H.

Before going to the detail of the proof of theorem, we give the outline of the
proof. Let wj(λ, x), ϕj(λ, x), j = 2, 3, 4 be defined by (2.8). Then for fixed λ ∈ C,
set

Yj(λ) = [λ−1wj(λ, x), wj(λ, x), λ−1ϕj(λ, x), ϕ(λ, x)]>, j = 2, 3, 4. (4.2)

Let λ(1)
n and λ

(2)
n be the eigenvalues of A given by (2.14) and (2.15) respec-

tively. According to (2.12) in theorem 2.2, the eigenvector associated with λ
(j)
n

is

Φ(j)(λ(j)
n ) = C

(j)
2 (λ(j)

n )[Y2(λ(j)
n ) +

λ+ r

r
Y4(λ(j)

n )] + C
(j)
3 (λ(j)

n )Y3(λ(j)
n ), j = 1, 2,

(4.3)
where C(j)

2 , C
(j)
3 satisfy (2.13) for λ = λ

(j)
n .

Let Φn = Φξn ,Ψn = Ψηn and F0 be defined by (3.5), (3.6) and (3.7), respec-
tively. We now choose {B1

nΦn, B
(2)
n Ψn, F0, | n ∈ Z} as a reference Riesz basis of

H, where B(1)
n and B(2)

n are some constants. We want to prove that with sutiable
choice of B(1)

n and B(2)
n , there exist a positive integer N such that

∞∑
|n|>N

||Φ(1)(λ(1)
n )−B(1)

n Ψξn ||2 <∞
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∞∑
|n|>N

||Φ(2)(λ(2)
n )−B(2)

n Φηn ||2 <∞.

Proof of Theorem 4.2 Assume without loss of generality that ρ1 > ρ2. Then
for λ ∈ C with |λ| large enough, we have√

µ1(λ) = ρ1λ+O(λ−1),√
µ2(λ) = ρ2λ+O(λ−1).

Particularly, for λ = λ
(1)
n , we have√

µ1(λ
(1)
n ) = ρ1λ

(1)
n +O(1/n) = ρ1ξn +O(1/n),√

µ2(λ
(1)
n ) = ρ2λ

(1)
n +O(1/n) = ρ2ξn +O(1/n),

Similarly, for λ = λ
(2)
n , we have√

µ1(λ
(2)
n ) = ρ1λ

(2)
n +O(1/n) = ρ1ηn +O(1/n),√

µ2(λ
(2)
n ) = ρ2λ

(2)
n +O(1/n) = ρ2ηn +O(1/n).

Firstly, we choose the coefficient C(j)
2 (λ) and C

(j)
3 (λ) in the expression of

eigenvector (4.3) as follows:

C
(1)
2 (λ) = ϕ′3(λ, `), C

(1)
3 (λ) = −

[
ϕ′2(λ, `) +

λ+ r

r
ϕ′4(λ, `)

]
. (4.4)

C
(2)
2 (λ) = w′3(λ, `)− ϕ3(λ, `) + βλw3(λ, `), (4.5)

and
C

(2)
3 (λ) = −

[
w′2(λ, `)− ϕ2(λ, `) + βλw2(λ, `)

+
λ+ r

r
[w′4(λ, `)− ϕ4(λ, `) + βλw4(λ, `)]

]
.

(4.6)

Now for λ ∈ C with large modulus, we have the following estimates

|w′2(λ, x)| = O(1), |w′4(λ, x)| = O(1/λ), |w′3(λ, x)| = O(1),
|λw2(λ, x)| = O(1), |λw4(λ, x)| = O(1/λ), |λw3(λ, x)| = O(1),
|ϕ′2(λ, x)| = O(λ), |ϕ′4(λ, x)| = O(1), |ϕ′3(λ, x)| = O(1/λ),
|λϕ′2(λ, x)| = O(λ), |λϕ′4(λ, x)| = O(1), |λϕ′3(λ, x)| = O(1/λ).

This leads to that

‖Y2(λ)‖ = O(1), ‖Y3(λ)‖ = O(1/λ), ‖Y4(λ)‖ = O(1/λ).

Since
√
µ1(λ

(1)
n ) = ρ1ξn +O(1/n), we have

C
(1)
2 (λ(1)

n ) = O(1/λ(1)
n ), C

(1)
3 (λ(1)

n ) = O(λ(1)
n )
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Similarly, we have
√
µ2(λ

(2)
n ) = ρ2ηn +O(1/n), and

C
(2)
2 (λ(2)

n ) = O(1), C
(2)
3 (λ(2)

n ) = O(1).

Therefore, Φ(1)(λ(1)
n ) is expressed as

Φ(1)(λ(1)
n ) = C

(1)
2 (λ(1)

n )[Y2(λ(1)
n ) +

λ
(1)
n + r

r
Y4(λ(1)

n )] + C
(1)
3 (λ(1)

n )Y3(λ(1)
n )

=
C

(1)
3 (λ(1)

n )

λ
(1)
n



µ1(λ
(1)
n )−b(λ

(1)
n )

µ1(λ
(1)
n )−µ2(λ

(1)
n )

1√
µ1(λ

(1)
n )

sinh
(√

µ1(λ
(1)
n )x

)
µ1(λ

(1)
n )−b(λ

(1)
n )

µ1(λ
(1)
n )−µ2(λ

(1)
n )

λ
(1)
n√

µ1(λ
(1)
n )

sinh
(√

µ1(λ
(1)
n )x

)
0
0


+G1(λ(1)

n ).

where C(1)
2 (λ) and C(1)

3 (λ) are given by (4.4), and G1(λ
(1)
n ) is given by

G1(λ) = C
(1)
3 (λ)

λ


− µ2(λ)−b(λ)

µ1(λ)−µ2(λ)
1√

µ2(λ)
sinh(

√
µ2(λ)x)

− µ2(λ)−b(λ)
µ1(λ)−µ2(λ)

λ√
µ2(λ)

sinh(
√
µ1(λ)x)

ϕ3(λ, x)
λϕ3(λ, x)


+C(1)

2 (λ)
(
Y2(λ) + λ+r

r Y4(λ)
)
,

with the estimate ‖G1(λ
(1)
n )‖ = O(1/λ(1)

n ).
Similarly, the eigenvector Φ(2)(λ(2)

n ) is expressed as

Φ(2)(λ(2)
n ) = C

(2)
2 (λ(2)

n )[Y2(λ(2)
n ) +

λ
(2)
n + r

r
Y4(λ(2)

n )] + C
(2)
3 (λ(2)

n )Y3(λ(2)
n )

= C
(2)
2 (λ(2)

n )


0
0

µ1−b
λ(µ1−µ2) cosh(

√
µ2x) + µ1−b

µ1−µ2

1
r
√

µ2
sinh(

√
µ2x)

µ1−b
µ1−µ2

cosh(
√
µ2x) + µ1−b

µ1−µ2

λ
r
√

µ2
sinh(

√
µ2x)


∣∣∣
λ=λ

(2)
n

+G2(λ(2)
n ).

where C(2)
2 (λ) and C(2)

3 (λ) are given by (4.5) and (4.6) respectively, and G2(λ) is
given by

G2(λ) = C
(2)
3 (λ)Y3(λ) + C

(2)
2 (λ)Y4(λ) + C

(2)
2 (λ)


1
λ [w2(λ, x)+ λ

rw4(λ, x)]
w2(x) + λ

rw4(λ, x)
p3(λ)
p4(λ),

 ,
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where

p3(λ) = − µ2(λ)− b(λ)
λ(µ1(λ)− µ2(λ))

cosh(
√
µ1(λ)x) +

µ1(λ)− a(λ)
µ1(λ)− µ2(λ)

1
r
√
µ1(λ)

sinh(
√
µ1(λ)x)

− c

µ1(λ)− µ2(λ)
1

r
√
µ1(λ)

sinh(
√
µ1(λ)x),

p4(λ) = − µ2(λ)− b(λ)
µ1(λ)− µ2(λ)

cosh(
√
µ1(λ)x) +

µ1(λ)− a(λ)
µ1(λ)− µ2(λ)

λ

r
√
µ1(λ)

sinh(
√
µ1(λ)x)

− c

µ1(λ)− µ2(λ)
λ

r
√
µ1(λ)

sinh(
√
µ1(λ)x).

Moreover, we have the estimate ‖G2(λ
(2)
n )‖ = O(1/λ(2)

n ).
Set

Ψ̂(λ) =
C

(1)
3 (λ)
λ


µ1(λ)−b(λ)

µ1(λ)−µ2(λ)
1√

µ1(λ)
sinh(

√
µ1(λ)x)

µ1(λ)−b(λ)
µ1(λ)−µ2(λ)

λ√
µ1(λ)

sinh(
√
µ1(λ)x)

0
0

 ,

and

Φ̂(λ) = C
(2)
2 (λ)


0
0

µ1−b
λ(µ1−µ2) cosh(

√
µ2x) + µ1−b

µ1−µ2

1
r
√

µ2
sinh(

√
µ2x)

µ1−b
µ1−µ2

cosh(
√
µ2x) + µ1−b

µ1−µ2

λ
(2)
n

r
√

µ2
sinh(

√
µ2x)


∣∣∣∣∣
µj=µj(λ)

.

Then we have

Φ(1)(λ(1)
n ) = Ψ̂(λ(1)

n ) +G1(λ(1)
n ), Φ(2)(λ(2)

n ) = Φ̂(λ(2)
n ) +G2(λ(2)

n ).

In order to esitmate the vectors Ψ̂(λ(1)) and Φ̂(λ(2)
n ), we denote

A(λ) =
µ1(λ)− b(λ)
µ1(λ)− µ2(λ)

.

Thus

Ψ̂(λ(1)
n ) = A(λ(1)

n )
C

(1)
3 (λ(1)

n )

λ
(1)
n



1√
µ1(λ

(1)
n )

sinh
(√

µ1(λ
(1)
n )x

)
λ
(1)
n√

µ1(λ
(1)
n )

sinh
(√

µ1(λ
(1)
n )x

)
0
0


,

and

Φ̂(λ(2)
n ) = A(λ(2)

n )C(2)
2 (λ(2)

n )


0
0

q3(λ
(2)
n )

q4(λ
(2)
n )

 ,
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where

q3(λ) =
1
λ

cosh(
√
µ2(λ)x) +

1
r
√
µ2(λ)

sinh(
√
µ2(λ)x),

q4(λ) = cosh(
√
µ2(λ)x) +

λ

r
√
µ2(λ)

sinh(
√
µ2(λ)x).

Set

B(1)
n := A(λ(1)

n )
C

(1)
3 (λ(1)

n )

λ
(1)
n

, B(2)
n := A(λ(2)

n )C(2)
2 (λ(2)

n ),

α(1)
n :=

√
µ1(λ

(1)
n )− ρ1ξn, α(2)

n :=
√
µ2(λ(2))− ρ2ηn.

Obviously, α(j)
n = O(1/n) for j = 1, 2.

Now let Ψn and Φn be defined as in Theorem 3.1. Then, when |n| ≥ N , we
have ∥∥∥∥Ψ̂(λ(1)

n )−B(1)
n Ψn

∥∥∥∥2

= |B(1)
n |2

[∫ `

0
K
∣∣∣ cosh(

√
µ1x)− cosh(ρ1ξnx)

∣∣∣2dx
+
∫ `

0
ρ
∣∣∣ λ(1)

n√
µ1

sinh(
√
µ1x)−

1
ρ1

sinh(ρ1ξnx)
∣∣∣2dx]

= |B(1)
n |2

[∫ `

0
K
∣∣∣[cosh(α(1)

n x)− 1] cosh(ρ1ξnx)

+ sinh(α(1)
n x) sinh(ρ1ξnx)

∣∣∣2dx+
∫ `

0
ρ

∣∣∣∣ λ(1)
n√
µ1

sinh(α(1)
n x) cosh(ρ1ξnx)

−
(
λ

(1)
n√
µ1

cosh(α(1)
n x)− 1

ρ1

)
sinh(ρ1ξnx)

∣∣∣∣2dx
]

≤ |B(1)
n |2

[
K

∫ `

0

[
| cosh(α(1)

n x)− 1|2 + | sinh(α(1)
n x)|2

]
×

×
[
| cosh(ρ1ξnx)|2 + | sinh(ρ1ξnx)|2

]
dx

+ρ
∫ `

0

(∣∣∣∣ λ(1)
n√
µ1

cosh(ρ1ξnx)|2 + | sinh(ρ1ξnx)
∣∣∣∣2)×

×
(
| sinh(α(1)

n x)|2 +
∣∣∣∣ λ(1)

n√
µ1

cosh(α(1)
n x)− 1

ρ1

∣∣∣∣2)dx
]

≤ M1|α(1)
n |2e2|α

(1)
n |`,

where we have used the fact that |B(1)
n |2 is uniformly bounded, and∥∥∥Φ̂(λ(2)

n )− B
(2)
n

rρ2
Φn

∥∥∥2
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= |B(2)
n |2

[∫ `

0
EI

∣∣∣∣√µ2

λ
(2)
n

sinh(
√
µ2x) +

1
r

cosh(
√
µ2x)

−1
r
[cosh(ρ2ηnx) + rρ2 sinh(ρ2ηnx)]

∣∣∣∣2dx
+
∫ `

0
Iρ

∣∣∣∣ cosh(
√
µ2x) +

λ

r
√
µ2

sinh(
√
µ2x)

− 1
rρ2

[sinh(ρ2ηnx) + rρ2 cosh(ρ2ηnx)]
∣∣∣2dx+ EI

∣∣∣ 1

λ
(2)
n

− 1
rρ2ηn

rρ2

∣∣∣2]

≤ |B(2)
n |2

(
EI

∫ `

0

[∣∣∣√µ2

λ
(2)
n

cosh(α(2)
n x)− ρ2

∣∣∣2
+
∣∣∣ sinh(α(2)

n x)
∣∣∣2 +

∣∣∣ cosh(α(2)
n x)−1

∣∣∣2 +
∣∣∣ sinh(α(2)

n x)
∣∣∣2]×

×
[∣∣∣ sinh(ρ2ηnx)

∣∣∣2 +
∣∣∣√µ2

λ
(2)
n

cosh(ρ2ηnx)
∣∣∣2 +

∣∣∣1
r

cosh(ρ2ηnx)
∣∣∣2

+
∣∣∣1
r

sinh(ρ2ηnx)
∣∣∣2]dx+ Iρ

∫ `

0

[∣∣∣ cosh(α(2)
n x)− 1

∣∣∣2 +
∣∣∣ sinh(α(2)

n x)
∣∣∣2

+
∣∣∣∣ λ(2)

n

r
√
µ2

cosh(α(2)
n x)− 1

rρ2

∣∣∣∣2 +
∣∣∣ sinh(α(2)

n x)
∣∣∣2]×

×
[∣∣∣ cosh(ρ2ηnx)

∣∣∣2 +
∣∣∣ sinh(ρ2ηnx)

∣∣∣2 +
∣∣∣ sinh(ρ2ηnx)

∣∣∣2
+
∣∣∣∣ λ(2)

n

r
√
µ2

cosh(ρ2ηnx)
∣∣∣∣2]dx+ EI

∣∣∣ 1

λ
(2)
n

− 1
rρ2ηn

rρ2

∣∣∣2)
≤ M2|α(2)

n |2e2|α
(2)
n |`.

Note that

Φ(λ(1)
n )−B

(1)
n Ψn = [Ψ̂(λ(1)

n )−B
(1)
n Ψn] +G1(λ

(1)
n ),

Φ(λ(2)
n )−B

(2)
n /(rρ2)Φn = [Φ̂(λ(2)

n )−B
(2)
n /(rρ2)Φn] +G2(λ

(2)
n ).

Hence there exists a positive integer N such that when |n| ≥ N , we have∥∥∥∥Ψ(λ(1)
n )−B(1)

n Ψn

∥∥∥∥2

≤ 2
[
M1|α(1)

n |2e2|α
(1)
n |` + ‖G1(λ(1)

n )‖2
]
≤ M̂1

n2
,∥∥∥∥Ψ(λ(2)

n )− B
(2)
n

rρ2
Φn

∥∥∥∥2

≤ 2
[
M1|α(2)

n |2e2|α
(2)
n |` + ‖G1(λ(2)

n )‖2
]
≤ M̂2

n2
,

where M̂1 and M̂2 are independent on n. Therefore, we obtain∑
|n|≥N

∥∥∥∥Ψ(λ(1)
n )−B(1)

n Ψn

∥∥∥∥2

+
∑
|n|≥N

∥∥∥∥Ψ(λ(2)
n )− B

(2)
n

rρ2
Φn

∥∥∥∥2

<∞.

Since it holds that

A(λ(j)
n ) 6= 0, and A(λ(j)

n ) → 1, (as n→∞), ∀j = 1, 2,
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0 < inf
|n|>N,n∈Z

|B(j)
n | ≤ sup

|n|>N,n∈Z
|B(j)

n | <∞, j = 1, 2,

we can assume without loss of generality that, for |n| < N ,

B(1)
n = 1, B(2)

n /(rρ2) = 1, |n| < N,

then
{
B

(1)
n Ψn

∣∣∣ n ∈ Z
}⋃{B

(2)
n

rρ2
Φn

∣∣∣ n ∈ Z
}⋃

{F0} is also a Riesz basis for H.
By virtue of Proposition 4.1, the generalized eigenvector system of A forms a
Riesz basis for H. The proof is then complete. 2

Remark 4.3. We know from Theorem 2.3 and 4.2 that there is a positive
integer N such that λ(1)

n , λ
(2)
n for |n| ≥ N are simple eigenvalues of A, Ψ(λ(1)

n )
and Φ(λ(2)

n ) are eigenvectors of A associated with λ(1)
n and λ(2)

n , respectively, and
the sequence

{Ψ(λ(1)
n ) | n ∈ Z, |n| ≥ N}

⋃
{Φ(λ(2)

n ) | n ∈ Z, |n| ≥ N}

is a basis sequence. So the number of the elements in set

σ1(A) = σ(A)\{λ(1)
n , λ(2)

n , | n ∈ Z, |n| ≥ N}

is less than number 4N − 1. Although we do not know exact number of the
non-simple eigenvalues of A in the set σ1(A), we know that the exact dimension
of subspace corresponding to σ1(A) is 4N − 1.

Corollary 4.4 Let H and A be defined as before, and T (t) be the C0 semigroup
generated by A. Assume that σ1(A) = {µ1, µ2, · · · , µk}. Then when β − ρ1 6= 0,
rρ2 − 1 6= 0, the solution of the system determined by (2.1) with initial data
F ∈ H can be expressed as

T (t)F =
k∑

j=1

sj∑
i=1

eµjtPsj ,i(F, t)Φj,i +
∑
|n|≥N

eλ
(1)
n t〈F,Ψ∗(λ(1)

n )〉Ψ(λ(1)
n )

+
∑
|n|≥N

eλ
(2)
n t〈F,Φ∗(λ(2)

n )〉Φ(λ(2)
n ).

2

From Theorem 2.3 we know that the lines Reλ = Re τ1
ρ1

and Reλ = Re τ2
ρ2

are
two asymptotes of the spectrum of A. Denote

ω0 = max
{

Re
τ1
ρ1
,Re

τ2
ρ2

}
,

obviously, ω0 < 0. Since A is dissipative operator and σ(A) ∩ iR = ∅, we can
obtain the following corollary.
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Corollary 4.5. Let H and A be defined as before. If β 6= ρ1 and rρ2 6= 1,
then the system determined by (2.1) satisfies the spectrum determined growth
assumption in the state space H, i.e.,

ω(T ) = s(A) = max
λ∈σ(A)

{ω0,Reλ} < 0,

and hence the closed loop system is exponentially stable. 2
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