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ABSTRACT

Objective: Diagnostic errors are major contributors to preventable patient harm. We validated the use of an

electronic health record (EHR)-based trigger (e-trigger) to measure missed opportunities in stroke diagnosis in

emergency departments (EDs).

Methods: Using two frameworks, the Safer Dx Trigger Tools Framework and the Symptom-disease Pair Analy-

sis of Diagnostic Error Framework, we applied a symptom–disease pair-based e-trigger to identify patients hos-

pitalized for stroke who, in the preceding 30 days, were discharged from the ED with benign headache or dizzi-

ness diagnoses. The algorithm was applied to Veteran Affairs National Corporate Data Warehouse on patients

seen between 1/1/2016 and 12/31/2017. Trained reviewers evaluated medical records for presence/absence of

missed opportunities in stroke diagnosis and stroke-related red-flags, risk factors, neurological examination,

and clinical interventions. Reviewers also estimated quality of clinical documentation at the index ED visit.

Results: We applied the e-trigger to 7,752,326 unique patients and identified 46,931 stroke-related admissions,

of which 398 records were flagged as trigger-positive and reviewed. Of these, 124 had missed opportunities

(positive predictive value for “missed” ¼ 31.2%), 93 (23.4%) had no missed opportunity (non-missed), 162

(40.7%) were miscoded, and 19 (4.7%) were inconclusive. Reviewer agreement was high (87.3%, Cohen’s

kappa¼0.81). Compared to the non-missed group, the missed group had more stroke risk factors (mean 3.2 vs

2.6), red flags (mean 0.5 vs 0.2), and a higher rate of inadequate documentation (66.9% vs 28.0%).

Conclusion: In a large national EHR repository, a symptom–disease pair-based e-trigger identified missed diag-

noses of stroke with a modest positive predictive value, underscoring the need for chart review validation pro-

cedures to identify diagnostic errors in large data sets.
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INTRODUCTION

Diagnostic error has emerged as a major contributor to preventable

patient harm.1 A recent National Academies report, Improving

Diagnosis in Healthcare, concluded that diagnostic errors are

difficult to measure, and new measurement approaches are needed

to understand and reduce diagnostic errors.2 Emergency depart-

ments (EDs) are a high-risk setting for diagnostic errors due to the

time sensitivity and severity of emergency conditions, fast paced
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environments, frequent interruptions, incomplete or unreliable data

gathering, and high workload.3–6 However, there are no standard-

ized mechanisms to detect and analyze diagnostic errors in the ED.

Factors that complicate measurement include the evolving nature of

diagnosis and a lack of clinical data that represent the diagnostic

process accurately. Progress in measuring and reducing diagnostic

errors remains slow due to limitations in methods to identify diag-

nostic errors and learn from them.7

The use of electronic health records (EHRs) in large health care

systems results in vast repositories of clinical data that can be

mined to detect evidence of possible safety events, including missed

opportunities in diagnosis. However, only a few health care sys-

tems actively leverage large data sets to identify opportunities to

improve diagnosis. Recently, two conceptual measurement frame-

works have been proposed for using large data sets to detect pat-

terns or signals suggestive of missed diagnosis. The Symptom–

disease Pair Analysis of Diagnostic Error (SPADE) framework8

describes a method for using large administrative data sets (billing,

insurance claims) to map frequently missed diagnoses (eg, stroke)

to one or more previously documented high-risk symptoms (eg,

headache). This framework, which uses linked symptom–disease

dyads based on biological relationships, has been applied to detect

missed myocardial infarction (MI), cerebrovascular accident

(CVA), and appendicitis.9–11 The SPADE approach relies on link-

ages within administrative datasets but does not use additional

clinical review information to confirm events. Conversely, the

Safer Dx Trigger Tools Framework12 uses the concept of an

“electronic trigger” (e-trigger) to identify a set of patient records

for review that may involve a diagnostic error. It focuses on the

analysis of clinical data to identify patterns of care via documenta-

tion that may signal a potential diagnostic error (eg, a primary

care office visit followed by an unplanned hospitalization), fol-

lowed by manual reviews of triggered records to confirm presence

or absence of diagnostic error. This framework helps to identify

areas for learning and improvement. These e-trigger algorithms are

now gaining traction in the study of patient safety. Although sim-

ple triggers have been applied for more than a decade,13–17 devel-

opment of sophisticated triggers for diagnostic errors and delays is

relatively new.13,18–22

Stroke is commonly misdiagnosed.23–29 A meta-analysis of 23

studies reported that approximately 9% of cerebrovascular events

are missed at initial ED presentation.30 A recent study using the

SPADE framework to analyze administrative data estimated that

1.2% of hospital admissions for stroke were preceded by possible

misdiagnosis of headache or dizziness at an initial ED visit.10 This

and other studies suggest that neurological symptoms may be impor-

tant symptom predictors of missed stroke.10,31,32 However, adminis-

trative data are insufficient to confirm preventable events and have

limited potential to inform actionable strategies to reduce error. We

therefore aimed to modify the symptom–disease pair approach by

querying clinical data sets followed by clinician review to confirm

and characterize missed diagnostic opportunities.

In this study, we developed and tested a new e-trigger to detect

possible cases of missed stroke in the ED based on two symptom–

disease pairs (stroke preceded by previous diagnosis of headache or

dizziness). Our objectives were to apply the Safer Dx Trigger Tools

Framework to develop an e-trigger for each symptom–disease pair

and to examine performance of these e-triggers for identifying

missed opportunities in stroke diagnosis. Validating this approach

through confirmatory record reviews could advance the science of

diagnostic error measurement and reduction.

MATERIALS AND METHODS

Study Setting
We conducted a study of ED encounters at 130 Veterans Affairs

(VA) health care facilities. Being an integrated health system that

uses a comprehensive homegrown EHR, the VA has longitudinal pa-

tient data to track a patient’s diagnostic journey over time. To en-

able e-trigger development and implementation, we accessed the

VA’s national Corporate Data Warehouse hosted on the VA Infor-

matics and Computing Infrastructure (VINCI).33 This database con-

tains EHR data from all VA facilities across the US, serving over 9

million veterans annually. The study was approved by the institu-

tional review boards of the local VA facility and academic affiliate

institution.

Trigger Development
We developed a stroke e-trigger using the 7 steps of the Safer Dx

Trigger Tools Framework12: (1) identify and prioritize diagnostic er-

ror of interest; (2) operationally define criteria to detect diagnostic

error; (3) determine potential electronic data sources; (4) construct

an e-trigger algorithm to obtain a cohort of interest; (5) test e-trigger

on a data source and review medical records; (6) assess e-trigger al-

gorithm performance; and (7) iteratively refine e-triggers to improve

trigger performance. For steps 1–4, we used the previously published

“look-back” SPADE method (including all diagnostic codes used in

this method)8,10 to design an electronic query to identify all patients

from the VINCI database who met the following criteria:

1. Admitted to a VA hospital with an admission diagnosis of

ischemic stroke, hemorrhagic stroke, or transient ischemic

attack (TIA) based on ICD-10 codes (Supplementary Appendix 1,

Table 1);

2. Date of admission between January 1, 2016 and December 31,

2017;

3. Presence of a “treat-and-release” VA ED visit with ED discharge

diagnosis as headache or dizziness within 30 days prior to the ad-

mission to an affiliated VA hospital (ie, index ED visit). Benign

headache (eg, tension headache) and dizziness (eg, vertigo)

diagnoses were identified using ICD-10 codes (Supplementary

Appendix 2).

Data Collection Procedures
Next, we tested the e-trigger and assessed its performance (steps 5

and 6 of the framework). After running the query, a trained physi-

cian reviewed each triggered record to identify missed opportunities

for diagnosis of stroke or TIA at the index ED visit. One physician

served as the primary reviewer for all records, and a second

physician-reviewer independently evaluated a random subset of

20% of records (n¼80) to assess the reliability of judgements re-

lated to missed opportunities for diagnosis. Reviewers used the

Compensation and Pension Record Interchange (CAPRI), a VA

application that enables national VA EHR access to review the

patient’s medical record. Prior to the study, the two physician-

reviewers received multiple training sessions and pilot-tested the

review process on 25 records using operational definitions and pro-

cedures developed for the study. Pilot cases were discussed within

the research team to develop consensus and to resolve disagree-

ments. Physician-reviewers used a structured electronic data collec-

tion instrument to standardize data collection and minimize data

entry errors.
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Reviewers searched all the documentation in the record, includ-

ing notes from other providers, such as nursing and triage notes at

the index ED visit, for presence/absence of “red flags” (eg, speech

abnormalities, limb weakness) and risk factors associated with

stroke or TIA (eg, hypertension, hyperlipidemia).32,34–36 Reviewers

also searched for clinical actions in response to red flags, such as

neurological consultation or appropriate imaging. We used informa-

tion based on American Heart Association/American Stroke Associ-

ation guidelines37 to develop our approach to evaluate for missed

opportunities when stroke-related red-flags were present. We deter-

mined that all patients with red flags at index ED encounter warrant

a diagnostic workup. In the absence of red flags at index ED encoun-

ter, we used current clinical literature on headache or dizziness

assessment to develop our approach on how patients with multiple

stroke risk factors should be worked up.38–44 We defined a missed

opportunity in diagnosis (MOD) when no additional action or eval-

uation was undertaken despite stroke-related red flags. We also de-

fined a potential missed opportunity in diagnosis (P-MOD) when

red flags were absent at the ED visit, but the patient had multiple

stroke risk factors, and the neurological examination was abnormal

or incomplete. These instances were deemed as opportunities for im-

provement. We defined absence of a missed opportunity in diagnosis

(No-MOD) if a patient received appropriate clinical actions in re-

sponse to stroke-related red flags/risk factors or when a patient with

multiple stroke risk factors had a complete normal neurological ex-

amination or pursued discharged against medical advice. Essentially,

Table 1. Baseline Characteristics of Patients in Missed and Non-missed Groups

Factors Overall (n¼ 217) Missed (n¼ 124) Non-missed (n¼ 93) p-value

Age (mean, SD) 68.1 (11.6) 69.3 (11.3) 66.4 (11.8) .69

Sex

Male 209 (96.3%) 122 (98.4%) 87 (93.5%) .077

Female 8 (3.7%) 2 (1.6%) 6 (6.5%)

Race

African American 66 (30.4%) 40 (32.3%) 26 (28.0%) .291

American Indian 2 (0.9%) 0 2 (2.2%)

Asian 2 (0.9%) 1 (0.8%) 1 (1.1%)

White 140 (64.5%) 78 (62.9%) 62 (66.7%)

Other 1 (0.5%) 0 1 (1.1%)

Decline to Answer 6 (2.8%) 5 (4.0%) 1 (1.1%)

Provider

Physician 166 (76.5%) 94 (75.8%) 72 (77.4%) .975

NP 16 (7.4%) 9 (7.3%) 7(7.5%)

PA 14 (6.5%) 8 (6.5%) 6 (6.5%)

Others 21 (9.7%) 13 (10.5%) 8 (8.6%)

Presenting Symptom at ED index visit

Headache 87 (40.1%) 40 (32.3%) 47 (50.5%) .012

Dizziness 109 (50.2%) 73 (58.9%) 36 (38.7%)

Both 21 (9.7%) 11 (8.9%) 10 (10.8%)

Top 5 discharge diagnoses noted at ED index visit

Headache (23.5%) Dizziness (28.2%) Headache (38.7%) N/A

Dizziness (22.1%) Headache (12.1%) Dizziness (13.9%)

Vertigo (10.1%) Vertigo (11.2%) Vertigo (8.6%)

Lightheadedness (5.5%) Lightheadedness (8.9%) Migraine (6.4%)

Migraine (5.1%) Benign paroxysmal

positional vertigo (4.1%)

Dizziness, headache (5.3%)

Type of Stroke Diagnosis

Ischemic stroke 146 (67.3%) 88 (71.0%) 58 (62.4%) .272

Hemorrhagic stroke 27 (12.4%) 16 (12.9%) 11 (11.8%)

Transient ischemic attack (TIA) 42 (19.4%) 19 (15.3%) 23 (24.7%)

Unspecified 2 (0.9%) 1 (0.8%) 1 (1.1%)

Stroke Risk Predictors Score

Dawson TIA scorea

Low risk (<5.4) 87 (40.1%) 44 (35.5%) 43 (46.2%) .110

High risk (>¼5.4) 130 (59.9%) 80 (64.5%) 50 (53.8%)

ROSIER Scaleb

Low risk (<¼0) 179 (82.5%) 97 (78.2%) 82 (88.2%) .056

High risk (>0) 38 (17.5%) 27 (21.8%) 11 (11.8%)

ABCD2 scorec

Low (1–3) 113 (52.1%) 71 (57.3%) 42 (45.2%) .180

Moderate (4–5) 101 (46.5%) 51 (41.1%) 50 (53.8%)

High (6–7) 3 (1.4%) 2 (1.6%) 1 (1.1%)

Abbreviations: SD, standard deviation; TIA, transient ischemic attack;
aTIA recognition tool.
bAcute stroke recognition tool.
cStroke prediction tool following TIA.
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this implied that nothing different could have been done to pursue a

correct or more timely diagnosis given the context of their clinical

situation. MODs, P-MODs, and No-MODs were only identified

among patients with a definitive diagnosis of stroke or TIA. This ap-

proach to identify diagnostic error is similar to that used in previous

work.45–47

During pilot reviews, we found several errors in coding of diag-

noses. These were related either to absence of any new confirmed

stroke/TIA findings in the clinical documentation at discharge or ab-

sence of benign diagnosis of headache or dizziness at the ED visit.

Coding errors included instances of both application of incorrect

codes by the prior stroke SPADE algorithm (eg, use of code

“impacted cerumen”) as well as instances of misapplication in the

medical record itself (eg, patient admitted with possible stroke but

found to have none upon additional evaluation, or patient did not

have any headache or dizziness in the ED). We categorized all such

records as coding errors. We labeled records as inconclusive when

we could not confidently confirm the diagnosis of stroke/TIA at hos-

pital discharge (eg, when documented as “likely TIA”).

In addition to information about red flags, risk factors, neurolog-

ical examination,48 and clinical interventions, reviewers collected

data about the patient’s age, sex, race/ethnicity, and the type of pro-

vider at the index ED visit (attending physician, trainee, physician

assistant, or nurse practitioner). We calculated the Dawson TIA

score,49 ROSIER scale,50 and ABCD251 score to quantify the risk of

stroke or TIA prediction based on EHR documentation at the index

ED visit. Finally, we collected information about the quality of clini-

cal documentation using a validated Physician Documentation

Quality Instrument (PDQI-9)52 and a single-item note impression

(“please rate the overall quality of this note” with 5-point Likert

scale from very poor to excellent), which has been used in prior

studies to evaluate the quality of EHR notes.52,53 We used the ED

provider’s main clinical note to assess the quality of documentation.

Disagreements between reviewers were discussed and resolved by

consensus prior to analysis.

Statistical Analysis
After reaching consensus on discordant judgements between

reviewers, we compared patients in the “missed” group (records

with MODs or P-MODs) to those in the “non-missed” group to as-

sess differences in demographic characteristics and comorbidities.

We computed Cohen’s kappa to assess interrater reliability for de-

termination of missed opportunities. We used t-tests, Fisher’s exact

tests, and chi-squared analyses to assess between-group differences.

We used descriptive statistics to describe commonly missed red flags,

stroke risk factors, neurological examination, and documentation

quality for both groups. We used SPSS 22 (IBM, Armonk, NY) for

our analyses.

RESULTS

Trigger Performance
We applied the e-trigger to 7,752,326 unique patients and identified

46,931 stroke-related admissions. Three hundred ninety-eight

records were flagged as trigger-positive and reviewed. Of these, 124

(31.2%) patients were determined to experience either a MOD or P-

MOD (“missed” group). Conversely, 93 (23.4%) patients (non-

missed group) did not have any evidence of missed opportunity in

stroke diagnosis. Additionally, 162 (40.7%) patients were miscoded

(eg, had a stroke diagnosis carried forward from the past) and 19

(4.7%) patients were inconclusive (Figure 1); these were omitted

from subsequent analyses of patient characteristics. Most common

coding errors were related to absence of any new confirmed stroke/

TIA findings in the clinical documentation at discharge (82.7%) or

absence of benign diagnosis of headache or dizziness at the ED visit

(16.1%). Reviewer agreement for determining missed opportunities

was good (87.3%, Cohen’s kappa ¼ 0.81). Of 46,931 total stroke

admissions for 2016–17, the trigger identified 124 patients who ex-

perienced any missed opportunity of stroke diagnosis, yielding a

minimum 0.3% frequency of missed stroke in this population. The

positive predictive value (PPV) of the e-trigger for detecting any

missed opportunity of stroke diagnosis was 31.2% (124 of 398).

The PPV was 10.8% with more stringent criteria that included only

confirmed cases of missed diagnosis (ie, MODs alone). After re-

moval of miscoded patients, the e-trigger PPV improved from

31.2% to 52.5%.

Patient Characteristics
Table 1 summarizes overall and group-level characteristics of

patients in missed and non-missed groups. Dizziness was a more fre-

quent presenting symptom during ED index visits in the missed

group (n¼73, 58.9%), whereas headache was more frequent in the

non-missed group (n¼47, 50.5%). Groups were similar in age, sex,

race, provider type, type of stroke diagnosis, and stroke risk predic-

tor scores (Table 1).

Red Flags and Risk Factors
Most patients (n¼183; 84.3%) in both groups presented with mul-

tiple stroke risk factors (mean number of risk factors¼3; SD¼1.2),

but the mean number of risk factors was greater in the missed group

(mean 3.2 vs 2.6 for non-missed group, p<0.001). Hypertension,

hyperlipidemia, and diabetes were more frequent risk factors in the

missed group (Table 2). Just over a quarter of patients across both

groups (n¼57, 26.2%) presented with one or more stroke-related

red flags (mean number of red flags¼0.4; SD¼0.7). The mean

number of red flags was greater in the missed (0.5) than the non-

missed group (0.2), p¼0.002. In the missed group, sudden loss of

balance was the most common missed red flag, followed by visual

field defect and unilateral limb weakness (Table 2).

Neurological Examination and Follow-up
Components of neurological physical examination documented in

missed and non-missed groups are listed in Table 3. The least fre-

quently performed (or documented) exam components were reflex

testing, coordination testing, nystagmus testing, and gait testing.

Most patients in the missed group had multiple (�3) risk factors

(n¼99; 79.8%), or at least 1 red-flag sign or symptom (n¼44;

35.5%), but essential components of neurological examination

(mental status, cranial nerves, motor exam, sensory exam, reflex

testing, coordination testing, and gait testing) were seldom per-

formed or documented in this high-risk subset (n¼115; 92.7%). Of

44 patients who had at least one red flag, specific imaging tests such

as CT scan were ordered for fewer than two-thirds (n¼28; 63.6%);

none received an appropriate follow-up imaging test (MRI) or neu-

rology consultation.

Documentation quality
Table 4 shows comparisons of clinical note documentation quality

between missed and nonmissed groups at the index ED visit.52 Com-

pared to documentation in the missed group, all aspects of
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documentation quality were more likely to be rated highly (4 or 5

on a 5-point scale) in the nonmissed group. The frequency of docu-

mentation rated overall as fair, poor, or very poor was higher in the

missed group in comparison to the non-missed group. Examples of

clinical note characteristics for each criterion of the PDQI-9 instru-

ment can be found in Supplementary Appendix 1, Table 2.

DISCUSSION

We tested an e-trigger to detect missed opportunities for diagnosis

of TIA or stroke in the ED based on the presence of two symptom–

disease pairs. We found the e-trigger to have a modest positive

predictive value (PPV) of 31.2% for missed or potentially missed di-

agnosis. When extrapolated to the overall large number of patients

Figure 1. Trigger Validation Process Flow.

Table 2. Risk Factors and Red Flags in Index Visit in Missed and Non-missed Groups

Factors Overall (n¼ 217) Missed (n¼ 124) Non-missed (n¼ 93) p-value

Presence of stroke risk factors

Hypertension 187 (86.2%) 112 (90.3%) 75 (80.6%) .041

Hyperlipidemia 150 (69.1%) 93 (75.0%) 57 (61.3%) .031

Diabetes 106 (48.8%) 75 (60.5%) 31 (33.3%) <.001

Hx of stroke/TIA 71 (32.7%) 47 (37.9%) 24 (25.8%) .060

Current smokers 65 (30.0%) 38 (30.6%) 27 (29.0%) .797

History of atrial fibrillation 24 (11.1%) 15 (12.1%) 9 (9.7%) .574

History of carotid stenosis 15 (6.9%) 10 (8.1%) 5 (5.4%) .440

History of aneurysm 13 (6.0%) 7 (5.6%) 6 (6.5%) .804

History of recent head trauma 14 (6.5%) 5 (4.0%) 9 (9.7%) .094

Presence of stroke red flags

Sudden loss of balance/coordination 17 (7.8%) 15 (12.1%) 2 (2.2%) .007

Visual field defect 21 (9.7%) 14 (11.3%) 7 (7.5%) .353

Unilateral limb weakness 15 (6.9%) 11 (8.9%) 4 (4.3%) .189

Speech abnormalities 9 (4.1%) 6 (4.8%) 3 (3.2%) .410

Unilateral facial weakness 15 (6.9%) 6 (4.8%) 1 (1.1%) .120

Sudden severe headache 6 (2.8%) 6 (4.8%) 0 .033

Sudden confusion 3 (1.4%) 2 (1.6%) 1 (1.6%) .607
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who present to the ED with symptoms or multiple risk factors of

stroke, this represents a potentially valuable approach to identify

missed opportunities retrospectively and help design interventions to

improve clinical practice.

We found evidence of two frequently occurring problems in the

diagnostic evaluation of stroke that may be actionable to improve

diagnostic safety. First, documentation quality was low in about

half of all trigger-positive cases we reviewed. However, inadequate

documentation of the history and physical examination was espe-

cially common in cases where we found a lack of action upon

stroke-related red flags and risk factors. Clinicians also did not doc-

ument all essential components of neurological examination in

patients presenting with red flags. Second, there was inadequate

follow-up action (such as specific neurologic maneuvers, ordering

appropriate imaging tests, or initiating referrals) by clinicians when

patients presented with red flags or multiple stroke risk factors. For

instance, neurologic bedside tests that were more specific to rule out

stroke, such as nystagmus testing or HINTS exam were rarely per-

formed. Our findings highlight the need to improve stroke-related

diagnostic processes54–56 and to implement clinical documentation

guidelines57 that focus on capturing key clinical data while minimiz-

ing burden for clinicians.

Previously,10 the frequency of missed strokes in patients with

headache or dizziness was estimated to be 1.2% using administra-

tive or claims data.58,59 Our study raises concern for reliance on di-

agnostic coding alone for determination of error, as about 4 out of

10 records were miscoded for stroke, dizziness, or headache. Fur-

thermore, just under a quarter of the triggered sample did not have

missed or delayed opportunity; as such, the presence of the symp-

tom–disease pair may not be by itself a reliable indicator of diagnos-

tic error. Methodologies (including SPADE) that rely only on

administrative billing and coding data to measure safety without

any confirmatory medical chart reviews thus may not estimate the

problem accurately. Alternatively, the Safer Dx Trigger tool meth-

ods use large-scale EHR data to identify a highly selective cohort

and allow for rigorous confirmatory chart reviews of this narrow

subset to identify diagnostic errors. For instance, for every 100

charts identified as “diagnostic errors” via stroke SPADE methodol-

ogy, the Safer Dx methodology will only confirm 31 (ie, 69 will be

false positive). Our findings underscore the need for confirmatory,

manual record review procedures for algorithms used to identify

missed opportunities and other care gaps from EHR data. Given

that medical record reviews are generally considered a reference

standard for determining diagnostic error,60 they may inform more

accurate error frequency estimates. These findings also have implica-

tions for studies that rely on large scale EHR data for more auto-

mated measurement of quality and safety, including those using big

data, machine learning, and artificial intelligence-based approaches.

Emerging evidence from malpractice claims suggests that diag-

nostic errors related to stroke diagnosis in ED are increasing over

time.29,30,61 Most missed opportunities in our cohort resulted from

breakdowns of processes related to the patient–provider encounter

(ie, information gathered during history and physical examination).

There may be certain sociodemographic or clinical factors that

Table 3. Neurological Examination in Index Visit in Missed and Non-missed Groups

Type of Examination Overall (n¼ 217) Missed (n¼ 124) Non-missed (n¼ 93) p-value

Mini-mental state examination

Performed/noted 213 (98.2%) 120 (96.8%) 93 (100%) .104

Not performed/noted 4 (1.8%) 4 (3.2%) 0

Cranial nerves

Performed/noted 142 (65.4%) 71 (57.3%) 71 (76.3%) .003

Not performed/noted 75 (34.6%) 53 (42.7%) 22 (23.7%)

Nystagmus

Performed/noted 36 (16.6%) 25 (20.2%) 11 (11.8%) .102

Not performed/noted 181 (83.4%) 99 (79.8%) 82 (88.2%)

Motor exam

Performed/noted 133 (61.3%) 68 (54.8%) 65 (69.9%) .024

Not performed/noted 84 (38.7%) 56 (45.2%) 28 (30.1%)

Sensory exam

Performed/noted 101 (46.5%) 48 (38.7%) 53 (57.0%) .008

Not performed/noted 116 (53.5%) 76 (61.3%) 40 (43.0%)

Reflex testing

Performed/noted 43 (19.8%) 19 (15.3%) 24 (25.8%) .055

Not performed/noted 174 (80.2%) 105 (84.7%) 69 (74.2%)

Coordination testing

Performed/noted 48 (22.1%) 20 (16.1%) 28 (30.1%) .014

Not performed/noted 169 (77.9%) 104 (83.9%) 65 (69.9%)

Gait testing

Performed/noted 67 (30.9%) 33 (26.6%) 34 (36.6%) .117

Not performed/noted 150 (69.1%) 91 (73.4%) 59 (63.4%)

Dix-Hallpike maneuver

Performed/noted 5 (2.3%) 2 (1.6%) 3 (3.2%) .653

Not performed/noted 212 (97.7%) 122 (98.4%) 90 (96.8%)

Head Impulse, Nystagmus, Test of Skew

(HINTS) examination

Performed/noted 1 (0.5%) 0 1 (1.1%) .429

Not performed/noted 216 (99.5%) 124 (100.0%) 92 (98.9%)
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make certain patients vulnerable to missed opportunities, but we

were unable to determine that based on our study design and sample

size. Mixed methods approaches could reveal additional insights

that are not available from record reviews. Clinicians in ED settings

make complex diagnostic decisions during brief encounters. High

cognitive load, patient acuity, and decision density are factors that

have been implicated in diagnostic errors in the ED setting.55,62

Clinicians in our study noted red flags and risk factors for stroke,

but this did not reliably lead to further diagnostic evaluation. Previ-

ous studies have found similar gaps during patient–provider encoun-

ters in the ED setting for other acute conditions.46,47,63 Work-

system factors such as cognitive workload, frequent interruptions,

and time pressures encountered by providers likely contribute to this

problem.3,4

In addition to interventions focused on improving the ED work-

system, our study suggests the need for technology-based interven-

tions to support ED clinicians in the diagnostic evaluation of stroke.

Clinical guidelines such as Early Management of Patients with Acute

Stroke from the American Heart Association/American Stroke Asso-

ciation37 could be incorporated into EHR-based clinical documenta-

tion templates, which might help clinicians in rapid identification of

red-flag symptoms and appropriate diagnostic evaluation, including

appropriate imaging.64 Stroke risk prediction algorithms could be

used within EHRs to stratify patients into low, intermediate, or high

risk categories based on history and physical examination at the ini-

tial encounter.49–51 Use of EHR-based clinical decision support tools

that inform diagnostic decision-making could be beneficial in early

identification of TIA/stroke.65 Alternatively, portable video-oculog-

raphy goggles with HINTS examination can be used in real time in

patients with dizziness, which helps to differentiate stroke from ves-

tibular disorders.66 Efforts are needed to bolster implementation of

existing tools into ED practice.67

Our e-trigger offers an efficient method to detect missed oppor-

tunities for stroke diagnosis for patients who present with dizziness

or headache in the ED setting. For instance, the computer algorithm

scanned 46,931 stroke-related admissions to identify just 398 for

human review, hence doing most of the work. Furthermore, it would

be impossible for a human to review that many admissions. Cur-

rently, health systems are not using any sophisticated detection

methods for diagnostic error and are finding them occasionally and

passively through rudimentary incident reporting systems. While

our trigger performed modestly, PPVs to identify events of interest

have been traditionally lower in the area of patient safety.68–74 With

additional testing, this approach could be applied to other EHR

data warehouses to retrospectively identify diagnostic errors for

learning and improvement purposes. E-trigger enhanced review pro-

cedures overcome several limitations of other safety measurement

methods.8 For example, highly selective record reviews make error

detection efforts far more efficient than random record reviews or

reliance on incident reporting systems, which have revealed very lit-

tle data to address diagnostic errors.75 E-triggers could strengthen

patient safety improvements efforts in health systems with limited

resources and competing demands on quality measurement.

The e-trigger had a higher PPV and interrater reliability to detect

missed opportunities than e-triggers used in several previous studies

on diagnostic errors.1,45,63,76,77 Further refinement of diagnostic

Table 4. Comparison of Documentation Quality at Index Visit in Missed and Non-missed Groups

Description Overall (n¼ 217) Missed group (n¼ 124) Non-missed group (n¼ 93) P value

Up to date: The note contains the most recent test results and recommendations.

Not at all, slightly, moderately 85 (39.2%) 62 (50.0%) 23 (24.7%) <.001

Very, extremely 132 (60.8%) 62 (50.0%) 70 (75.3%)

Accurate: The note is true. It is free of incorrect information.

Not at all, slightly, moderately 94 (43.3%) 73 (58.9%) 21 (22.6%) <.001

Very, extremely 123 (56.7%) 51 (41.1%) 72 (77.4%)

Thorough: The note is complete and documents all of the issues of importance to the patient.

Not at all, slightly, moderately 178 (82.0%) 112 (90.3%) 66 (71.0%) <.001

Very, extremely 39 (18.0%) 12 (9.7%) 27 (29.0%)

Useful: The note is extremely relevant, providing valuable information and/or analysis.

Not at all, slightly, moderately 101 (46.5%) 74 (59.7%) 27 (29.0%) <.001

Very, extremely 116 (53.5%) 50 (40.3%) 66 (71.0%)

Organized: The note is well-formed and structured in a way that helps the reader understand the patient’s clinical course.

Not at all, slightly, moderately 92 (42.4%) 65 (52.4%) 27 (29.0%) .001

Very, extremely 125 (57.6%) 59 (47.6%) 66 (71.0%)

Comprehensible: The note is clear, without ambiguity or sections that are difficult to understand.

Not at all, slightly, moderately 82 (37.8%) 62 (50.0%) 20 (21.5%) <.001

Very, extremely 135 (62.2%) 62 (50.0%) 73 (78.5%)

Succinct: The note is brief, to the point, and without redundancy.

Not at all, slightly, moderately 77 (35.5%) 59 (47.6%) 18 (19.4%) <.001

Very, extremely 140 (64.5%) 65 (52.4%) 75 (80.6%)

Synthesized: The note reflects the author’s understanding of the patient’s status and ability to develop a plan of care.

Not at all, slightly, moderately 82 (37.8%) 63 (50.8%) 19 (20.4%) <.001

Very, extremely 135 (62.2%) 61 (49.2%) 74 (79.6%)

Internally consistent: No part of the note ignores or contradicts any other part.

Not at all, slightly, moderately 78 (35.9%) 58 (46.8%) 20 (21.5%) <.001

Very, extremely 139 (64.1%) 66 (53.2%) 73 (78.5%)

Overall documentation quality*

Fair, poor, very poor 109 (50.2%) 83 (66.9%) 26 (28.0%) <.001

Excellent, good 108 (49.8%) 41 (33.1%) 67 (72.0%)
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codes and removal of admission–discharge diagnosis discrepancies

at the time of trigger development stage could substantially improve

the PPV of the e-trigger. Reliance on standardized structured data

codes (eg, ICD codes), and Structured Query Language for data min-

ing makes this trigger highly portable between health systems. Po-

tential future uses for this e-trigger include safety monitoring with

feedback of diagnostic performance to providers to help them better

calibrate.78,79 However, currently these methods are mostly useful

for additional review and learning and should not be used as quality

measures for accountability purposes. We also recommend addi-

tional validation and performance evaluation at non-VA settings be-

fore implementation of such methods in practice. Because very few

methods focus on ED diagnostic errors, future efforts using similar

e-triggers could be useful to identify and understand contributory

factors associated with missed opportunities of diagnosis in ED set-

ting. Use of free-text data using natural language processing could

potentially improve the efficiency and yield of the e-trigger and

reduce the effort required for confirmatory record reviews. Future

informatics applications could be used proactively to either detect

or prevent errors before they cause harm. In fact, e-triggers have

recently shown effectiveness in proactively detecting delays in care

after an abnormal test result suspicious for cancer,18–20,22,80–82

kidney failure,83,84 infection,83 and thyroid dysfunction.85 Similar,

more prospective approaches could be applied to reduce diagnostic

error risk for patients presenting to the ED.

There are several limitations of our study. Our study population

was within a single national health care system in the US that treats

a predominantly male population, and findings might not generalize

to other health care institutions. Study methods may overlook

patients who receive care at urgent care or EDs not affiliated with

VA, died before returning for a second visit for stroke, sought care

elsewhere (eg, outside the VA), or did not ultimately receive a diag-

nosis of stroke (either because their symptoms were too subtle, were

missed even upon return, or the patient did not seek follow-up).

Thus, it is likely that the study underestimates the number of people

who may be missed. In addition, it was not feasible to do facility-

level analysis to assess quality of coding or note documentation due

to a relatively small number of patients at each of the 130 VA facili-

ties. However, the study included 130 health care facilities, and sim-

ilar diagnostic errors have been described elsewhere.1,45–47,63,76,86

Retrospective chart reviews rely on EHR documentation by clini-

cians, which may not always represent the actual care delivered.87

However, determination of many safety-related outcomes, including

diagnostic errors, often relies on medical record reviews to evaluate

transpired events.88–90 Such reviews also introduce the possibility of

hindsight bias affecting the reviewer’s clinical judgement.91 To mini-

mize this, we designed a data collection instrument based on objec-

tive criteria (American Heart Association/American Stroke

Association Guidelines) and published literature to avoid relying

solely on subjective clinical judgment.

CONCLUSION

E-triggers based on symptom–disease pairs for high-risk conditions

are a potentially valuable approach to identify missed opportunities

for diagnosis. Given the high frequency of coding errors and cases

without errors, our findings underscore the need to validate the out-

put of algorithmically identified diagnostic errors in large data sets.

Nevertheless, we find that a significant number of patients who pre-

sented with red flags and multiple stroke risk factors did not receive

appropriate diagnostic evaluation. Our study calls for multifaceted

interventions to address contributory factors related to the ED

work-system and clinicians’ diagnostic performance in order to re-

duce harm from missed stroke diagnosis.
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