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ABSTRACT

Objective: Clinical data of patients’ measurements and treatment history stored in electronic health record

(EHR) systems are starting to be mined for better treatment options and disease associations. A primary chal-

lenge associated with utilizing EHR data is the considerable amount of missing data. Failure to address this is-

sue can introduce significant bias in EHR-based research. Currently, imputation methods rely on correlations

among the structured phenotype variables in the EHR. However, genetic studies have shown that many EHR-

based phenotypes have a heritable component, suggesting that measured genetic variants might be useful for

imputing missing data. In this article, we developed a computational model that incorporates patients’ genetic

information to perform EHR data imputation.

Materials and Methods: We used the individual single nucleotide polymorphism’s association with phenotype

variables in the EHR as input to construct a genetic risk score that quantifies the genetic contribution to the phe-

notype. Multiple approaches to constructing the genetic risk score were evaluated for optimal performance.

The genetic score, along with phenotype correlation, is then used as a predictor to impute the missing values.

Results: To demonstrate the method performance, we applied our model to impute missing cardiovascular re-

lated measurements including low-density lipoprotein, heart failure, and aortic aneurysm disease in the elec-

tronic Medical Records and Genomics data. The integration method improved imputation’s area-under-the-

curve for binary phenotypes and decreased root-mean-square error for continuous phenotypes.

Conclusion: Compared with standard imputation approaches, incorporating genetic information offers a novel

approach that can utilize more of the EHR data for better performance in missing data imputation.
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INTRODUCTION

Electronic health record (EHR) data present a wealth of infor-

mation for biomedical knowledge discovery on an unprece-

dented scale.1 However, EHR data present significant challenges

for research use as they have been collected for clinical and bill-

ing purposes.2 As a result, a significant amount of EHR data are

missing due to, among other factors, the financial burden of

testing and diagnostics,3 underdiagnoses,4 and differences in

methods in classifying disease phenotypes.5 Failure to account

for the missing data can reduce power to detect true signals from

the data and can have a significant effect on the research

conclusions.6
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Imputing structured EHR data (eg, quantifiable measurements)

has been explored previously.2,7 The most common approach to

handle missing EHR data is complete case analysis, where the miss-

ing samples are omitted during analysis. However, deleting samples

will greatly reduce power and may not be a viable option if multiple

variables are involved. Imputations based on the variable distribu-

tions (eg, mean, median) of the existing data are also widely used,

nevertheless, they generally result in the same estimate as the com-

plete case analysis.2 Statistical approaches that consider the correla-

tion among the clinical variables have also been utilized. Most

notably, multiple imputation using chained equations (MICE) can

impute different variable types by estimating the posterior distribu-

tion of each variable by regressing it on all other variables.8 Machine

learning approaches that use dimension reduction,9 similarity,9 and

network modeling10 have also been applied for missing data imputa-

tion. However, to the best of our knowledge, all current imputation

methods applied to EHR data use the distribution and correlations

among the clinical variables for imputing the missing values.

In the past decade, genome-wide association studies (GWAS)

have identified numerous genetic variants that are associated with

human traits.11,12 Whereas GWAS focuses on identifying genotype–

phenotype associations through statistical hypothesis testing, some

of the discovered genetic variants are predictive of the phenotype as

well. As a result, much of the research has examined and validated

the predictive ability of genetic data for various phenotypes. Single

nucleotide polymorphism (SNP) based prediction has been shown to

reach 80% area-under-the-curve prediction for lifetime Alzheimer’s

disease.13 Thousands of common alleles of small effects have been

combined to capture the genetic risk of bipolar disorder.14 Utilizing

genotyping information on 10–30 SNPs have been demonstrated to

improve the prediction of breast cancer in women.15,16 In addition,

as the cost of genotyping and sequencing continues to decrease, an

increasing number of EHRs have linked genetic data available for

hundreds of thousands of people.17–19 To this end, we propose an

integrative approach to incorporate both clinical and genetic varia-

bles to impute missing values in structured EHR data.

In this study, we evaluated our integrative imputation approach

on several cardiovascular-related phenotypes in the electronic Medi-

cal Records and Genomics (eMERGE) EHR data.20 Imputation on

binary disease diagnosis, heart failure (HF), and aortic aneurysm

disease (AAA), and continuous measurement, low-density lipopro-

tein (LDL) showed that incorporating genetic information improved

imputation accuracy compared to methods that omit this informa-

tion. We also applied the method to impute missing labels for a HF

data set and found improved power to detect previously identified

HF-associated SNPs. Compared to existing imputation methods,

our method is the first EHR-specific data imputation method that

integrates patients’ genetic information.

MATERIALS AND METHODS

eMERGE EHR data
All patients’ clinical and genetic data were obtained from the elec-

tronic medical records and genomics network (dbGaP accession:

phs000888.v1.p1). Within eMERGE, patients’ high-density

lipoprotein (HDL, mg/dL), low-density lipoprotein (LDL, mg/dL),

and recorded ages were obtained from the Geisinger_AAA_Labs

data set. For binary phenotype, patients’ HF and AAA disease sta-

tuses along with their gender were obtained from 3 different con-

sent groups: Health/Medical/Biomedical (HMB), Health/Medical/

Biomedical - Genetic Studies Only-No Insurance Companies

(HM_B_GSO_NIC), and Health/Medical/Biomedical (GSO)

(HMB_GSO). The 3 consent groups contain nonoverlapping

patients from 9 different EHRs: Children’s Hospital of Pennsylva-

nia, Cincinnati Children’s Hospital Medical Center/Boston’s

Children’s Hospital, Geisinger Health System, Group Health/Uni-

versity of Washington, Essentia Institute of Rural Health, Marsh-

field Clinic, Pennsylvania State University (Marshfield), Mayo

Clinic, Icahn School of Medicine at Mount Sinai School, North-

western University, and Vanderbilt University. There were multi-

ple categories of disease status for the phenotypes including case,

control, and neither case nor control (Supplementary File 1). We

only retained patients that have either case or control status. SNP

genotyping was performed using the Illumina 660W-Quad Bead-

Chip at the Center for Genotyping and Analysis at the Broad Insti-

tute, Cambridge, MA. Whole genome imputation based on the

genotyped SNPs were performed by eMERGE according to the

standard pipeline.21

Quality control
A patient could have multiple HDL or LDL measurements at differ-

ent ages in their clinical records. Due to the unequal number of

recorded measurements per patient, the median value of HDL and

LDL were used. The ages associated with the median value of HDL,

Age(HDL), and the median value of LDL, Age(LDL), showed high

concordance by the linear regression analysis:

Age HDLð Þ � aþ b�Age LDLð Þ þ e

a ¼ 1:86 ðp < 2e� 16Þ

b ¼ :97 ðp < 2e� 16Þ

Thus, the mean value of the 2 median ages was calculated as the

patient’s age. To avoid extreme values, HDL and LDL values that

lie 4 standard deviations from the respected means were removed.

SNP genotyping data were filtered to satisfy the following criteria:

missing rate < 5%, minor allele frequency > 1%, and Hardy–

Weinberg equilibrium < 0.00001. 38 040 165 SNP genotypes passed

QC and were used for the subsequent analysis.

Cross-validation
To test the validity of the method, we only retained patients with

complete clinical records. If more than 1 variable was used in the

model, we kept only pairwise complete records. We randomly se-

lected 50%, 70%, or 90% of patients for training the model and the

remaining 50%, 30%, or 10% of patients for testing the model. The

model performance was determined by comparing the predicted

value on the testing data to the actual patients’ record. For the

continuous phenotype, the performance metric used was the root-

mean-square error (RMSE):

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn
i¼1

ðŷi � yiÞ
2

n

vuuut

Where n is the sample size of the testing data, ŷi and yi are the

predicted and actual phenotype value for patient i, respectively. For

the binary variable, we used the area under the curve (AUC) to eval-

uate performance on the testing data. Cross-validation was per-

formed 100 times to assess the consistency of the results (Figure 1).
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Candidate SNPs
For a phenotype, each SNP genotype’s marginal association with the

phenotype was determined using logistic regression or linear

regression implemented in Plink.22 Previous research has shown that

certain phenotypes may be associated with up to thousands of

SNPs.23–26 Thus, we selected the SNPs whose P value are less than

.005 to capture all of the candidate SNPs (Figure 1).

Genetic risk score
We reduced the high dimensional SNPs genotyping data using the

genetic risk score (GRS) developed and applied in population

genetics.27,28 Within each cross-validation, the candidate SNPs were

first LD pruned using Plink22 with the parameter (indep -50 5 2)

and then re-evaluated for their associations to the phenotype in the

training data. Each SNP’s b, P value, R2(continuous phenotype) and

AUC (binary phenotype) were obtained using the regression models.

A SNP’s R2 value was calculated as:

R2 ¼ 1�

Pn
i¼1

ðyi � ŷi Þ2

Pn
i¼1

ðyi � �yÞ2

Where n is the number of patients, ŷi is the predicted value of the

phenotype for individual i and �y is the mean value of the phenotype.

A SNP’s AUC was calculated by ROCR package.29 To calculate an

AUC, the fitted probability (p) of a sample being a case was obtained

from the logistic regression. The fitted probability was then compared

to a threshold cutoff, c, to classify a patient as a case (P> c) or a con-

trol (P< c). The sensitivity and specificity of the classification can be

calculated for a particular cutoff c. By varying c from 0 to 1, we were

able to plot sensitivity against (1-specificity), which is commonly

known as the receiver operating characteristic (ROC) curve. The area

under the ROC curve was calculated as AUC.

Using P value, R2, or AUC, the SNPs were ranked by their asso-

ciation with respect to the phenotype. For all ranking criterion, the

GRS for the top N SNPs in the training data was calculated as:

GRStrain; N ¼
XN
i¼1

btrain; i�SNPtrain; i

where btrain; i is the effect size of individual SNPi and SNPtrain; i is

the SNPi’s minor allele count in the training data. The GRS for the

testing data was similarly calculated as:

GRStest; N ¼
XN
i¼1

btrain; 1�SNPtest; i

Here we used btrain; i obtained from the training data and

SNPtest; i from the testing data (Figure 1).

Imputation model
Imputation model was trained on the training data, and the missing val-

ues were imputed on the testing data where the true values were known.

For HF and AAA phenotypes, a logistic regression model was

first trained on the training data to obtain regression coefficients:

Ytrain � bgender; train�Gendertrain þ bGRS; train�GRStrain; N

Then, imputation on the testing data was carried out by using

these coefficients:

Ytest � bgender; train�Gendertest þ bGRS; train�GRStest; N

Similarly, imputation for LDL was performed using the follow-

ing linear regression models:

LDLtrain � bgender; train�Gendertrain þ bHDL; train�HDLtrain

þ bage; train�Agetrain þ bGRS; train�GRStrain; N

LDLtest � bgender; train�Gendertest þ bHDL; train�HDLtest

þ bage; train�Agetest þ bGRS; train�GRStest; N

Comparison with other methods
We compared several imputation models that do not incorporate ge-

netic information. First, we compared to a baseline model using the

Figure 1. Overview of the imputation model. Complete data were used to assess each SNP’s association to the phenotype (Steps 1–5). A GRS is then used to

summarize multiple SNPs based on their associations (Step 6). The GRS as well as other clinical variables are then used to impute the missing values (Step 7).

The variability of the imputation is assessed using 100 different cross-validations (Step 8).
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diseases, probabilities, or phenotype distributions in the training

data.

P Yi; test

� �
� Bernoulli mean Ytrainð Þð Þ; or LDLtest � meanðLDLtrainÞ

Then, we compared the imputation model with only clinical var-

iables

Ytest � bgender; train�Gendertest or

LDLtest � bgender; train�Gendertest

þ bHDL; train�HDLtest þ bage; train�Agetest

Finally, we imputed the missing values using the MICE package

with default settings.30 For the binary variable, we included gender

as a covariate; and for LDL measurement, we included gender,

HDL, and age.

Validation on previously reported HF GWAS

associations
Previously reported SNPs associated with HF were downloaded

from NHGRI-EBI catalog (https://www.ebi.ac.uk/gwas/).31,32 The

17 SNPs were re-analyzed for their associations in the HMB consent

group data set, which has the most balanced diagnosis labels. Asso-

ciations were performed on half of the data where the labels are

known and again on the full data after imputing the missing label.

We recorded the P values of the association from the incomplete

data and complete data using GRSpval or GRSauc imputation. We

retained the SNPs that showed genome-wide Bonferroni corrected

significance (P<10�8) in any of the settings.

RESULTS

We selected 2 cardiovascular related binary phenotypes (AAA and

HF) from the eMERGE data. Within eMERGE, disease status was

obtained from 3 different consent groups: HMB, HMB_GSO, and

HM_B_GSO_NIC. There were about 22 000 AAA and 13 000 HF

patients included in the study (Supplementary File 1).

Continuous phenotypes including patients’ HDL, LDL, and age

were obtained from eMERGE’s Geisinger lab data set. After quality

controls, 12 752 patients were kept for the subsequent analysis.

HDL and LDL measurements appear to be normally distributed.

Patients’ age is slightly left-skewed and resembles an older popula-

tion (Supplementary File 2).

To assess the contribution of genetic information to imputing bi-

nary and continuous EHR clinical variables, we required known val-

ues to be compared with imputed values. Thus, 10%, 30% or 50%

of clinical outcomes were made unavailable during the training stage

and later compared with the imputed values (Figure 2, vertical pan-

els). We performed a separate analysis for each disease (AAA and

HF) and consent groups (HM_B_GSO_NIC, HMB, HMB_GSO) to

ensure homogeneity within each patient group (Figure 2, horizontal

panels). Here 2 different criteria for selecting SNPs (Figure 2, col-

ored bands) as well as the number of included SNPs on the imputa-

tion performance were also evaluated. Generally, imputation

accuracy improved as more SNPs were included in the model. How-

ever, the accuracy reached plateaus at different rates. For example,

imputing AAA in HMB consent group achieved the highest accuracy

with around 50 SNPs included in the GRS. On the contrary, pheno-

types in HMB_GSO required more than 500 SNPs to achieve a sta-

ble accuracy. SNPs selection criteria also affected the imputation

performance. Using AUC to select SNPs to construct GRS outper-

formed P value in almost all evaluations. The degree of improve-

ment varied across different data sets.

We also compared several imputation methods that do not uti-

lize genetic information. Overall, GRS-based imputation achieved

the best performance in most data sets. The improved accuracies

compared with other models reflect the added prediction due to the

genetic data (Table 1). For the analysis that used 10% of patients as

testing data, GRS showed slightly less efficient performance that

could be caused by the low prevalence of the cases (Supplementary

File 1).

Similarly, we evaluated imputation of LDL using genetic infor-

mation on the eMERGE Geisinger data set. Across different percent-

age of missing LDL, GRS composed of R2 selected SNPs decreased

similar RMSE compared with that of P value (Figure 3). The mean

value of LDL was used as the baseline model for comparison. HDL,

LDL, and age were used as predictors in MICE using the norm.pre-

dict function and linear regression model as comparisons for the im-

putation model that account for correlations between clinical

variables. Models that use GRS achieved the lowest RMSE in imput-

ing the missing values (Figure 3). The amount of variance explained

by GRS is shown in the Supplementary File 3.

To demonstrate the power of imputation using genetic informa-

tion, we performed association analyses of known HF SNPs with

and without performing imputation. We obtained the 17 known

SNPs from the NHGRI-EBI catalog (https://www.ebi.ac.uk/gwas/)

and validated in the HMB consent group, which was the most bal-

anced data set. In this data set, 5 SNPs showed significant associa-

tion (P<10�8) in any analysis. Imputing the missing HF label

resulted in more significant SNP associations compared with omit-

ting the samples with missing labels (Figure 4).

DISCUSSION

Dealing with missing data is often the first challenge that many

researchers face when conducting EHR-based research. For struc-

tured EHR clinical variables such as lab measurements and disease

diagnosis, imputing the missing value often relies on the distribu-

tions and correlations among the clinical variables. In this study, we

evaluated the added benefit of incorporating genetic information

when performing imputation. We showed that for various common

clinical variables, integrating genetic information greatly increased

the imputation accuracy.

One challenge in utilizing genetic information in the imputation

model is the high dimensionality of the data set. Because of this, typ-

ical machine learning and statistical methods cannot be directly used

to incorporate the genetic data. Thus, we utilized the GRS to select

and combine important genetic risk factors, in this case SNPs, to

summarize the high dimensional genetic data. We evaluated multiple

SNP selection criteria focusing on either the traditional significance

test (P value) or the predictive property (R2 and AUC). The results

showed that selecting SNPs based on their predictive abilities per-

formed similar or better than the P value selection (Table 1 and Fig-

ure 3). This is likely due to selecting SNPs based on their predictive

property, which can lead to a better predictive power of the GRS.

Thus, for prediction purpose, GRS may be better constructed using

AUC or R2criteria, rather than P value. The number of SNPs in-

cluded in the GRS also affected the imputation accuracy (Figure 2).

Generally, including more SNPs in the GRS would improve the pre-

diction accuracy on the training data. To avoid this bias, we per-

formed all model evaluations on the testing data, which does not

guarantee improved accuracy when more SNPs are included.
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Increasing the number of SNPs improved the testing accuracy until a

plateau was reached; however, the rates of reaching the plateaus

were different for each data set, which likely reflects the heterogene-

ity of the underlying genetic associations within each data set. One

concern with including a large number of variables in a model is the

potential for overfitting. However, the notable observation here is

that including noninformative SNPs in GRS generally did not de-

grade the imputation accuracy (Figure 2). This advantageous prop-

erty could be due to the near-zero weight associated with

noninformative SNPs in GRS calculation thus reducing their impact

on the final score. There are several exceptions to this observation

that occurred when the missing percentage is 10% and the SNPs

were selected based on P values. As we have demonstrated, P values

do not directly translate to predictive power, thus the GRS can per-

form poorly (AUC < 50%) on the testing data when adding nonin-

formative SNPs. In addition, in some cases, the methods performed

better when the percentage of missing data is 50% compared with

that of 10%. Intuitively, the imputation efficiency should be similar

between these 2 settings because the missing data were generated

randomly. However, we believe that this can be attributed to the

low case prevalence in some of the data sets. The combination of

low case prevalence and a small percentage of samples (10%) for

the testing data could lead to very few cases in the testing data. For

data sets with a moderate case prevalence (HMB, Supplementary

File 1), the method performed similarly across 10%, 30%, and 50%

of missing data. Furthermore, all data sets achieved similar accura-

cies between 30% and 50% of missing data.

To demonstrate the added benefits of the genetic information,

we compared the prediction performance of models with GRS and

other clinical variables to those without using GRS. GRS-based im-

putation methods generally performed the best followed by the re-

gression model (Table 1). Whereas the contribution of genetic data

to imputation was consistent, its efficiency varied across consent

groups. In the eMERGE EHR data, overall, around 80% of the

patients are White and 20% are non-White. The differences in effi-

ciency could be due to different genetic compositions in each con-

sent group, as genetic associations are sensitive to population

background. The sample size variations across consent groups could

also affect the power to detect genetic associations (eg,

HM_B_GSO_NIC is about 4 times larger than HMB in AAA (Sup-

plementary File 1). As alluded to previously, different consent

groups also have different case prevalences. For consent groups with

a low number of diagnosed patients, their power to detect genetic

association could be reduced.33

Identifying phenotype–genotype associations is one of the major

knowledge discoveries being carried out in EHR data. Among fac-

tors such as underdiagnosis and insufficient phenotyping algorithms,

many patients do not have the complete set of disease status. The

missing disease labels limit the sample size available for identifying

genetic association, which reduces the power to detect the true sig-

nals. For the 5 known HF associations that are replicated in our

data set, imputing the missing labels using genetic information as

well as demographic variables improved the power to detect SNP

associations (Figure 4).

Figure 2. Impact of incorporating genetic information on imputation accuracy of AAA and HF. The 3 vertical panels indicate different percentages of missing

data (10%, 30%, and 50%). Horizontal panels show the 6 different disease and consent group combinations. The red color band represents accuracies using SNPs

selected by AUC from 100 repetitions. The green color band represents P value selection. From left to right, the x-axis represents GRSs calculated from increasing

number of SNPs, eg, SNP(1), SNP(1, 2), and SNP(1, 2, 3. . . 500). The y-axis shows the imputation AUC on the testing data.
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Table 1. Comparison of imputation models on AAA and HF. MICE, disease probability, and regression model use only clinical variables for

imputation. GRS P value and GRS auc represent model contains P value or AUC selected GRS constructed from the top 500 SNPs. Cell val-

ues are AUCs on the testing data and their standard deviations (in parenthesis) in 100 cross-validations. The best accuracy in each column

is in bold

Missing percentage ¼ 10%

AAA HF

HM_B_GSO_NIC HMB HMB_GSO HM_B_GSO_NIC HMB HMB_GSO

MICE(gender) 0.5 (0.02) 0.54 (0.03) 0.51 (0.03) 0.51 (0.02) 0.51 (0.02) 0.51 (0.03)

Disease probability 0.5 (0.01) 0.5 (0.03) 0.5 (0.02) 0.5 (0.02) 0.5 (0.02) 0.5 (0.03)

Regression 0.72 (0.06) 0.67 (0.03) 0.64 (0.04) 0.6 (0.02) 0.55 (0.02) 0.55 (0.03)

GRS P value 0.7 (0.05) 0.79 (0.02) 0.41 (0.06) 0.51 (0.03) 0.75 (0.02) 0.45 (0.03)

GRS auc 0.62 (0.05) 0.79 (0.02) 0.66 (0.05) 0.52 (0.03) 0.76 (0.02) 0.61 (0.04)

Missing percentage ¼ 30%

AAA HF

HM_B_GSO_NIC HMB HMB_GSO HM_B_GSO_NIC HMB HMB_GSO

MICE(gender) 0.5 (0.01) 0.55 (0.02) 0.5 (0.01) 0.51 (0.01) 0.5 (0.01) 0.5 (0.02)

Disease probability 0.5 (0.01) 0.5 (0.02) 0.5 (0.01) 0.5 (0.01) 0.5 (0.01) 0.5 (0.02)

Regression 0.71 (0.03) 0.67 (0.01) 0.64 (0.02) 0.6 (0.01) 0.55 (0.01) 0.54 (0.02)

GRS P value 0.69 (0.03) 0.78 (0.01) 0.67 (0.05) 0.6 (0.01) 0.74 (0.01) 0.68 (0.02)

GRS auc 0.66 (0.03) 0.79 (0.01) 0.88 (0.06) 0.64 (0.01) 0.76 (0.01) 0.79 (0.02)

Missing percentage ¼ 50%

AAA HF

HM_B_GSO_NIC HMB HMB_GSO HM_B_GSO_NIC HMB HMB_GSO

Mice(gender) 0.5 (0.01) 0.55 (0.01) 0.51 (0.01) 0.51 (0.01) 0.51 (0.01) 0.5 (0.01)

Disease probability 0.5 (0.01) 0.5 (0.01) 0.5 (0.01) 0.5 (0.01) 0.5 (0.01) 0.5 (0.01)

Regression 0.71 (0.02) 0.68 (0.01) 0.64 (0.01) 0.6 (0.01) 0.55 (0.01) 0.55 (0.01)

GRS P value 0.72 (0.03) 0.8 (0.01) 0.7 (0.16) 0.69 (0.01) 0.74 (0.01) 0.81 (0.01)

GRS auc 0.73 (0.03) 0.82 (0.01) 0.8 (0.15) 0.71 (0.01) 0.76 (0.01) 0.86 (0.01)

data set
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Figure 3. Comparison of imputation models on LDL. Vertical panels show different percentages of missing data. GRS P value and GRS R2 consist of top 500

SNPs selected by P value or r-squared, respectively. Statistical significances were obtained using t-test.
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Integrating genetic information in EHR data imputation offers

promising results, but there remain several limitations worthy of follow

up studies. Genetic data provide valuable information on the average

prediction of the disease status but do not account for the temporal

changes of the phenotype. This is shown by the significantly improved

power for imputing “stationary” binary HF and AAA phenotypes com-

pared to the mild improvement in the “temporal” LDL levels. Using

the improved EHR phenotypes to perform additional genetic associa-

tion analysis could potentially introduce some bias because the genetic

data have been used for imputation. However, the bias should be small

for individual SNP associations because a GRS is calculated from hun-

dreds or thousands of SNPs and each SNP’s contribution to a GRS is

relatively small. EHR data can often have complex missing patterns in-

cluding differential missingness and missing-not-at-random patterns.

The impact of genetic data on missing patterns should be thoroughly

explored in future studies. Furthermore, eMERGE EHR data have

only released a limited number of clinical and demographic records of

the patients. We used imputation accuracies from these variables as the

baseline to show the added effect from GRS. As a result, our study only

evaluated the additive effects between clinical variables and GRS on

imputation accuracies. Nonlinear effects between clinical variables

such as comorbidity, temporal medication history, and unstructured

doctors’ notes have been used to predict EHR phenotypes.34,35 These

effects could be integrated with genetic information to maximize impu-

tation accuracy in other EHR data sets. Finally, the effectiveness of the

proposed method depends on the availability of the EHR linked genetic

data and the prevalence of the phenotypes. Whereas a growing number

of EHRs are starting to have linked patients’ genetic data, the majority

of EHRs do not yet have this type of information available.

CONCLUSION

Existing EHR imputation methods only take advantage of the patterns

and structures found in the clinical variables. In this study, we demon-

strated the utility of incorporating genetic data in EHR phenotype im-

putation. Using several continuous and binary EHR phenotype

variables, we showed that incorporating genetic information through

GRS significantly improved imputation accuracies. In addition, GRS

calculated using prediction thresholds generally outperformed the P

value threshold. Future research should consider investigating nonran-

dom missing data patterns and additional approaches to integrate clin-

ical and genetic data. Nevertheless, our results showed the value to

integrate informative genetic data in EHR data imputation.
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