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ON SECOND-ORDER CHARACTERIZABILITY

T. HYTTINEN, K. KANGAS AND J. VÄÄNÄNEN

Abstract. We investigate the extent of second order characterizable
structures by extending Shelah’s Main Gap dichotomy to second order
logic. For this end we consider a countable complete first order theory
T . We show that all sufficiently large models of T have a characteriza-
tion up to isomorphism in the extension of second order logic obtained
by adding a little bit of infinitary logic if and only if T is shallow super-
stable with NDOP and NOTOP. Our result relies on cardinal arithmetic
assumptions. Under weaker assumptions we get consistency results or
alternatively results about second order logic with Henkin semantics.
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1. Introduction

Let us call a structure A second order characterizable if there is a second
order sentence φ in the vocabulary of A such that

B |= φ ⇐⇒ A ∼= B

for all structures B. If φ was required to be first order, very few structures
would be characterizable in this way, in fact only the finite ones. But with
a second order φ almost any familiar structure occurring in mathematics
is characterizable. The most obvious examples are (N, <), (Z,+,⊗, 0, 1),
(Q,+,×, 0, 1), (R,+,×, 0, 1) and (C,+,×, 0, 1). What is the extent of second
order characterizable structures in mathematics? In this paper we attempt
to answer this question.
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There are obvious cardinality restrictions to the extent to which arbi-
trary structures can be second order characterizable in that there are only
countably many second order sentences to begin with. We overcome this
restriction by focusing on the infinitary logic L2

κω, the extension of Lκω by
second order quantification. Even so, the number of possible characterizable
structures is limited, and characterizing every structure is out of the ques-
tion. It seems reasonable to think that structures that are in some vague
sense “natural” are second order characterizable but structures that are in
some vague sense “arbitrary”, e.g. constructed with the help of the Axiom
of Choice, can be proved not to be second order characterizable, and indeed
our results support this claim.

The Axiom of Choice is often used in mathematics to construct objects
which have pathological properties and which seem to elude explicit defini-
tion. Typical examples are the construction of a well-ordering of the reals
and constructions of less obvious bases for vector spaces. It is well-known
that if V = L, then there is a well-ordering ≺ of R such that (R,+,×, 0, 1,≺)
is second order characterizable, but if a Cohen real is added (or if certain
large cardinals exist) the existence of such a well-order ≺ is impossible. In
Section 2 we show that the same is true of Hamel bases for the reals.

Ajtai [1] proved that if V = L, then the second order theory of a count-
able structure determines the structure up to isomorphism, and on the other
hand, if a Cohen real is added, then there are countable structures that are
not determined up to isomorphism by their second order theory. Keskinen [9]
extended this to uncountable structures by replacing second order logic by
L2
κω. Solovay [15] focused on finitely axiomatizable second order theories

and showed with an argument similar to Ajtai’s that if V = L, then every
finitely axiomatized complete second order theory is categorical, but con-
sistently there are finitely axiomatized complete second order theories that
are non-categorical. We complement the results of Ajtai and Keskinen by
investigating how general these results are. We take an arbitrary countable
complete first order theory T and an uncountable cardinal κ and ask, does
T have models of cardinality κ that are not second order (or rather L1

κω-)
characterizable? It turns out that the answer to this question follows the
dividing line of Shelah’s Main Gap Dichotomy: Such models always exist,
subject to assumptions about cardinal arithmetic, if and only if T is shallow
superstable and without DOP or OTOP (Theorem 3.3).

What do our results say about second order theories? Suppose T is a
complete second order (more exactly L2

κω) theory in a countable vocabu-
lary. What can be said about the categoricity of T ? Of course, we assume
that T is consistent, i.e. has a model A of some cardinality κ. If κ is big
enough (as in the assumptions of Theorem 3.3), we can make the following
conclusions about categoricity in cardinality κ: Let T0 be the set of first
order consequences of T . Of course, T0 is a complete theory. If T0 is shallow
superstable and without DOP or OTOP, every model of T0, and hence of T ,
of cardinality κ is second order characterizable in the sense of L2

κω. If T is
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finitely axiomatizable, then moreover T is categorical, as a finitely axioma-
tized complete second order theory can have only models of one cardinality.
On the other hand, suppose T0 is unsuperstable or superstable with DOP
or OTOP. Then T0 has two models A and B which are L2

κω-equivalent but
non-isomorphic. Thus, if T ∗ is the L2

κω-theory of A, then T ∗ is a complete
L2
κω-theory which is non-categorical and which has the same first order con-

sequences as our original T . So our model theoretic criterion does not decide
the categoricity of T but only the categoricity of a theory which has the same
models as T up to first order elementary equivalence.

One way to describe our results is the following: Suppose we are interested
in finding structures of cardinality κ that are not L2

κω-characterizable. We
may be interested in groups, fields, linear orders, Boolean algebras, graphs,
equivalence relations, or combinations of those. All we need to do is to
choose a structure of the appropriate kind the first order theory of which
is unsuperstable or superstable with DOP or OTOP. Then we get from our
general results a non-L2

κω-characterizable model of this theory.
On the other hand, suppose we want to use second order logic to analyze

models of a shallow superstable first order theory without DOP or OTOP.
From our general results we know that for κ satisfying our particular as-
sumptions every model of cardinality κ of the theory is L2

κω-characterizable.
So there is an L2

κω-sentence which acts as a perfect invariant for the model.
By studying the proof we see where second order logic is used and we can
actually analyze the invariant further.

In Section 4 we study second order characterizability in the more gen-
eral framework of normal models, that is, general models in the sense of
Henkin [6] satisfying the Comprehension axioms of Hilbert and Ackermann
[7]. The more general framework permits us to get results without cardinal
arithmetic assumptions. The lesson then is, that non-categoricity of sec-
ond order theories is a common phenomenon but if we want to manifest
non-categoricity by means of full models (models in which the second order
variables range over all subsets and relations of the domain), we have to
make cardinal arithmetic assumptions or use forcing.

Notation: Sκ
λ is the set of ordinals < κ of cofinality λ. P(A) denotes the

power-set of the set A. A∆B denotes the symmetric difference of A and B,
i.e. (A \B)∪ (B \A). CH denotes the Continuum Hypothesis. AC denotes
the Axiom of Choice. CA denotes the Comprehension Axioms of second
(and higher) order logic introduced by Hilbert and Ackermann [7].

2. Second order characterizability of Hamel bases

The classical structures on which mathematics is largely based, such
as (N, <), (Z,+,⊗, 0, 1), (Q,+,×, 0, 1), (R,+,×, 0, 1) and (C,+,×, 0, 1), are
easily seen to be second order characterizable. The question can be asked,
what are the structures arising in mathematics that are not second order
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characterizable? In this section we give one example, the Hamel bases for
the reals as a Q-vector space.

It was proved in [2] that the Axiom of Choice is equivalent to the state-
ment that every vector space has a basis. Thus the question of the existence
of a (Hamel) basis for the reals as a Q-vector space is related to AC. An-
other equivalent of AC is the Well-Ordering Principle: Every set can be
well-ordered. If V = L, then there is a Σ1

2-well-ordering of the reals, a result
that goes back to Gödel. It was proved in [4] that if a Cohen real is added
by forcing, there is no well-ordering of the reals that would be definable in
set theory, hence in that case there is a fortiori also no well-ordering ≺ of
the reals such that (R,+,×, 0, 1,≺) would be second order characterizable.
It there are infinitely many Woodin cardinals, then all projective sets of
reals are Lebesgue measurable ([17, 10]) and hence there can be no such
well-ordering ≺.

Theorem 2.1. If we add one Cohen real, then in the extension there is no
B ⊆ R such that the following hold:

(1) B is a Hamel basis for R, i.e. a basis for R as a Q-vector space.
(2) The structure (R,+,×, 0, 1, B) is second-order characterizable.

On the other hand, if V = L, then such a B does exist.

Proof. We force with the partial order P = {p : n→ {0, 1} | n ∈ ω}, ordered
by inclusion. Let G be a P-generic filter over the ground model V . We define
the real rG so that its binary expansion is

rG = 0.r0
Gr1

Gr2
G...

where
ri

G = (
⋃

G)(i).

Let B ⊆ R be a basis for R as a vector space over Q. We make a
counterassumption that there is a second-order formula φ characterizing the
structure (R,+,×, 0, 1, B). Now we can find a basis B′ ⊆ R such that 1 ∈ B′,
and a second-order formula ψ for which

x ∈ B′ ⇔ (R,+,×, 0, 1) |= ψ(x).

This is done as follows. Let a0, . . . , an ∈ B be such that

1 = λ0a0 + . . .+ λnan

for some λ0, . . . , λn ∈ Q. Now choose b1, . . . , bn so that span(1, b1, . . . , bn) =
span(a0, a1, . . . , an). Let λ

i
0, . . . , λ

i
n ∈ Q be such that

bi = λi0a0 + . . .+ λinan,

for 1 ≤ i ≤ n. Now we can write

ψ(x) = ∃B0(φ(+,×, 0, 1, B0) ∧ ∃a0 . . . ∃an(
∧

0≤i≤n

B0ai ∧ 1 = λ0a0 + . . .+ λnan

∧((B0x ∧
∧

0≤i≤n

¬x = ai) ∨ x = 1 ∨
∨

1≤i≤n

x = λi0a0 + . . .+ λinan))).
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Since every rational number is expressible in our language, we may think
of the numbers λj , λ

i
j , for 0 ≤ j ≤ n and 1 ≤ i ≤ n, as parameters in the

formula.
There are q0, q1, . . . , qn ∈ Q, and b1, . . . , bn ∈ B′ such that

rG = q01 + q1b1 + . . .+ qnbn,

qi 6= 0 for 0 < i ≤ n, bi 6= bj for j 6= i, and bi 6= 1 for 0 < i ≤ n. Thus, there
is a condition p ∈ G such that

p 
 rG = q̌01̌ + q̌1ḃ1 + . . .+ q̌nḃn ∧
∧

1≤i≤n ¬q̌i = 0 ∧
∧

1≤i<j≤n ¬ḃi = ḃj ∧
∧

1≤i≤n ψ(ḃi) ∧ ψ(1̌) ∧
∧

1≤i≤n ¬ḃi = 1̌.

Let n = dom p. Choose m > n so that
⋃

G(m) = 0. Then the function
f : P → P,

f(p)(i) =

{

p(i) if i 6= m
1− p(i) if i = m

is an automorphism of the partial order P, and f ∈ V . Let

H = {f(q) | q ∈ G}.

Then, H is P-generic over V , and it is easy to see that H ∈ V [G] and
G ∈ V [H]. Thus, V [H] = V [G].

As m /∈ dom p, we have f(p) = p, and p ∈ H. Thus, we can write

rG = q01 + q1b1
G + . . .+ qnbn

G

and

rH = q01 + q1b1
H + . . .+ qnbn

H ,

where bGi , b
H
i ∈ B′. Let

q = rH − rG.

We have changed only one number in the binary expansion, so we get

q = 0.0 . . . 01 ∈ Q.

Thus,

rH = rG + q = (q0 + q)1 + q1b1
G + . . . + qnbn

G.

As the representation of a vector with respect to the basis is unique, we have
q = 0. Thus rG = rH which is a contradiction.

The claim concerning V = L follows from the existence, assuming V = L,
of a second order definable well-order of the reals.

�

Second order characterizability can be generalized in at least two ways:
we can allow third or even higher order quantifiers, or we can allow infi-
nite conjunctions and disjunctions. Most of our results extend from second
order to higher order. In Section 4 we deal explicitly with higher order
logic. The introduction of infinitary logic in connection with second order
characterizability is particularly relevant because of the following result of
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Scott [12]: Every countable structure in a countable vocabulary is charac-
terizable in Lω1ω up to isomorphism among countable structures. If we try
to extend this to uncountable structures we find that several obvious routes
are blocked. Uncountable L∞ω-equivalent structures need not be isomor-
phic even if they are of the same cardinality. For example, ℵ1-like dense
linear orders without a first element are all L∞ω1

-equivalent, but need not
be isomorphic [11]. We introduce now a useful amalgam of second order and
infinitary logic. This concept was introduced in [9, Chapter 5]:

Definition 2.1. Let κ be a regular cardinal. The logic L2
κω is defined as

follows:

• atomic sencond-order formulas are L2
κω-formulas,

• if φ is an L2
κω-formula, then ¬φ, ∃xφ, ∀xφ, ∃Xφ, and ∀Xφ are

L2
κω-formulas.

• if φi, i < λ < κ, are L2
κω-formulas and only finitely many individual

or second order variables occur in {φi : i < λ}, then
∧

i<λ φi and
∨

i<λ φi are L2
κω-formulas.

Since we will be dealing with concepts of characterization applied to sev-
eral different logics, we define:

Definition 2.2. We say that a structure A is characterizable in the logic
L if there exists an L-sentence φ such that A |= φ and any structure B, for
which B |= φ, is isomorphic with A.

We can now immediately observe that every model A of size κ is char-
acterizable in L2

κ+ω: Let L be the vocabulary of A and let R be a new
binary predicate. We expand A to a an L ∪ {R}-model A∗ by interpreting
R so that it well-orders A with the order type κ. Now it is easy to find
an Lκ+ω-sentence φ such that A

∗ |= φ and for all L ∪ {R}-structures B, if
the interpretation of R well-orders B with the order-type κ and B |= φ,
then B ∼= A

∗. Also, it is easy to find a Lκ+ω-sentence ψ such that for all
L ∪ {R}-models B, B |= φ if and only if the interpretation of R well-orders
B with the order type κ. Then the formula ∃R(ψ ∧ φ) characterizes A.

Consequently, the interesting question is, whether a structure of cardi-
nality κ is L2

κω-characterizable. Generalizing the work of Ajtai [1] Keskinen
proved

Theorem 2.2 ([9]). If V = L, then L2
κω-equivalence implies isomorphism

among structures of cardinality κ of a finite vocabulary. On the other hand,
there is for every infinite κ a forcing extension which preserves cardinals such
that in the extension there are two L2

κω-equivalent non-isomorphic models of
cardinality κ.

Theorem 2.3. Assume CH. If we add ω1 many Cohen reals, then in the
extension there is no B ⊆ R such that the following hold:

(1) B is a Hamel basis for R, i.e. a basis for R as a Q-vector space.
(2) The structure (R,+,×, 0, 1, B) is characterizable in L2

ω1ω.
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On the other hand, if V = L, then such a B does exist.

Proof. We force using the partial order

P = {p : ω1 × ω → {0, 1} | |p| < ω},

ordered by inclusion. For each α < ω1, let Pα = {p ∈ P |dom(p) ⊆ α} and
Pα = {p ∈ P |dom(p)∩α = ∅}. Now, for each α < ω1, P ∼= Pα×Pα, and if G
is P-generic over V , then G ∩ Pα is Pα-generic over V , G ∩ Pα is Pα-generic
over V [G ∩ Pα], and V [G ∩ Pα][G ∩ Pα] = V [G].

We make a counter-assumption that there is a L2
ω1ω -formula φ character-

izing structures that satisfy the conditions (1)-(3). We can view the formula
φ as a tree with no infinite branches where each node is labelled with some
atomic or negated atomic formula or with one of the symbols ∨, ∧, ∃vi, ∀vi,
∃Xi, or ∀Xi, for i ∈ ω. Thus, we can code the formula φ as a subset of some
countable set S ∈ V . Hence, φ has a nice name

φ̇ =
⋃

{{š} ×As | s ∈ S},

where each As is an antichain in P. As P has the c.c.c. and S is countable
in V , φ̇ is countable, and thus it is a Pα-name for some α < ω1. Therefore
φ ∈ V [G ∩ Pα] for some α < ω1.

We define the real rG so that its binary expansion is

rG = 0.r0
Gr1

Gr2
G...

where

ri
G = (

⋃

G)(α, i),

and proceed as in the proof of the previous theorem to get a contradiction.
The claim concerning V = L follows, as in the previous theorem, from

the existence, assuming V = L, of a second order definable well-order of the
reals. �

3. First order theories and second order logic

Above we found that consistently there is no L2
κω-characterizable expan-

sion of the field of real numbers by a predicate for a Hamel basis. We aim now
at a general result which would tell us what kind of non-L2

κω-characterizable
structures we can find and, respectively, what kind of structures of cardi-
nality κ are a fortiori L2

κω-characterizable.
We take the approach of stability theory, more exactly that of classifi-

cation theory [14]. For the concepts of shallowness, stability, superstability,
DOP and OTOP we refer to standard texts in stability theory, e.g. [14].

Suppose T is a countable complete first order theory. In a major result
called Main Gap Theorem Shelah proved that if T is shallow, superstable
without DOP and OTOP, then in uncountable cardinalities κ the models
of T can be described up to isomorphism in terms of dimension-like invari-
ants; in particular, L∞κ-equivalence implies isomorphism among models of
T of cardinality κ. On the other hand, if T is not shallow, superstable
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without DOP and OTOP, then in each uncountable cardinality κ the the-
ory T has non-isomorphic models that are highly equivalent, in particular
L∞κ-equivalent.

An intuitive description of the Main Gap Theorem is that by simply look-
ing at the stability-theoretic properties of a first order theory T we can decide
whether its models can be analyzed in terms of geometric and algebraic con-
cepts, or whether all of it also permits models that are so complicated that
no geometric or algebraic analysis will reveal their isomorphism type. In the
latter case further work ([8, 5]) has extended the original result of Shelah
and has yielded more and more complicated models.

Our goal here is to show that models of a shallow superstable first order
theory without DOP or OTOP are L2

κω-characterizable, and in the opposite
case the theory has models that are non L2

κω-characterizable. We can fulfill
this only partially.

We start with a result which is illuminating even if not the most general:

Theorem 3.1. Assume CH. If we add a Cohen subset to ω1, then in the
forcing extension the following holds: If T is a countable complete unstable
theory then it has models A and B of size ℵ1 such that A and B are L2

ω1ω-
equivalent but non-isomorphic.

Note that the model A in the above theorem is necessarily non-L2
ω1ω-

characterizable, because it cannot be distinguished from B even with an
L2
ω1ω-theory and not even just among models of cardinality ℵ1. Theorem 2.2

shows that we cannot hope to get the above result provably in ZFC. However,
in a simple forcing extension we get non-L2

ω1ω-characterizable models of
cardinality ℵ1 for any unstable theory. It is worth noting that completeness
and unstability of a first order theory are absolute properties in set theory.

For the proof of the above theorem we first sketch the proof of a crucial
lemma. The lemma and thus also Theorem 3.1 hold also for theories with
OTOP and for unsuperstable theories. For more details we refer to [5].

Lemma 3.1. Assume CH. Let T be a countable unstable theory. For each
S ∈ P(Sω1

ω ) we may define a model A(S) |= T of size ω1 such that for S, S′ ∈
P(Sω1

ω ), A(S) ∼= A(S′) if and only if S △ S′ is nonstationary. Moreover,
there is a a template ΦT (as in [14], Section V2. Lemma 2.4), and a first
order formula (in set theory) φ(y, z, ω1,ΦT ) such that for all S ⊆ Sω1

ω and
A, φ(S,A, ω1,ΦT ) holds if and only if A ∼= A(S).

Proof. (Sketch) For each set S ⊆ Sω1
ω we define the linear order Φ(S) as

follows:
Φ(S) =

∑

α<ω1

ηα,

where

ηα =

{

Q if α /∈ S
1 +Q if α ∈ S,

where Q denotes the usual ordering of rational numbers.
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Denote by Trω the set of structures A = (T,<,≪, (Tn)n≤ω, h), where
T = {f : n→ η |n ≤ ω} for some linear order η, and the other symbols are
interpreted as follows:

• f < g ⇐⇒ f ⊆ g,
• f ≪ g ⇐⇒ f < g or there is some n ∈ dom f ∩ dom g such that
f ↾ n = g ↾ n and f(n) <η g(n), where <η denotes the ordering
relation of η,

• h(f, g) is the maximal common initial segment of f and g, and
• Tn = {f ∈ T |dom f = n}.

For each S ⊆ Sω1
ω we define the tree T (S) ∈ Trω by

T (S) = Φ(S)<ω ∪ {f : ω → Φ(S)f is increasing and
has a least upper bound},

with the relations <, ≪, h and Tn interpreted in the natural way.
Denote by L the vocabulary of T . Let T ∗ be the Skolemisation of T and let

L∗ be the vocabulary of T ∗. Now, similarly as in proof of Theorem 80, Claim
4, in [5], we can define for every tree T (S) a suitable linear order L(T (S))
and denote by A

1(S) the Ehrenfeucht-Mostowski model EM1(L(T (S)),ΦT ),
where ΦT is the template as in [14], Section V2, Lemma 2.4. As in [5], we
may define inside A1(S) the T (S)-skeleton of A1(S), {af | f ∈ T (S)}, so that

• There is a mapping T (S) → (dom A
1(S))n for some n ∈ ω, f 7→ af ,

such that A1(S))n = SH({af | f ∈ T (S)}).
• A(S) = A

1(S) ↾ L is a model of T .
• {af | f ∈ T (S)} is indiscernible in A

1(S)), i.e. if f̄ , ḡ ∈ T (S) and
tpq.f.(f̄ /∅) = tpq.f.(ḡ/∅), then tp(af̄/∅) = tp(aḡ/∅). This assignment
of types is independent of S and depends only on the template ΦT .

Clearly the size of A(S) is 2ω = ω1. Let φ(x, y,ΦT ) be the first-order formula
defining the connection between the sets S ⊆ Sω1

ω and the models A(S).
Suppose now S, S′ ⊆ Sω1

ω and S △ S′ is nonstationary. We show that
Φ(S) ∼= Φ(S′), and thus T (S) ∼= T (S′), whence A(S) ∼= A(S′). Let C be a
cub set such that C∩(S△S′) = ∅. Enumerate it by C = {αi | i < ω1}, where
(αi)i<ω1

is an increasing sequence containing all its limit points. Denote for
each S ⊆ Sω1

ω , and α < β < ω1,

Φ(S, α, β) =
∑

α≤i<β

ηi.

Now we can write

Φ(S) =
⋃

i<ω1

Φ(S, αi, αi+1)

and

Φ(S′) =
⋃

i<ω1

Φ(S′, αi, αi+1).

These are disjoint unions, so it suffices to show that for all i < ω1, the orders
Φ(S, αi, αi+1) and Φ(S′, αi, αi+1) are isomorphic. Since we chose C so that
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it does not intersect S △ S′, we have for all i < ω1,

αi ∈ S ⇔ αi ∈ S′.

Thus, for each i < ω1, we have either

Φ(S, αi, αi + 1) ∼= Q ∼= Φ(S′, αi, αi + 1),

if αi /∈ S, or

Φ(S, αi, αi + 1) ∼= 1 +Q ∼= Φ(S′, αi, αi + 1),

if αi ∈ S.
It can also be shown that if S△S′ is stationary, then A(S) ≇ A(S′). This

is done as in the proof of Theorem 80, Claim 5 in [5]. �

Now we can prove Theorem 3.1:

Proof. We force using the partial order

P = {f : α→ {0, 1} |α < ω1},

ordered by inclusion. This partial order is ω1-closed and has the ω2-c.c.
Thus the forcing preserves cardinals and does not add subsets to ω. In
particular, CH holds in the forcing extension and every countable theory is
in the ground model V .

It follows from Lemma 3.1 that there is a first-order formula φ(y, z, ω1,ΦT ),
where ΦT ∈ V , such that for each S ∈ P(Sω1

ω ) there is some model A |= T
of size ω1 for which φ(S,A, ω1,ΦT ) holds. Moreover, for all S, S′ ∈ P(Sω1

ω )
and A,B |= T , if φ(S,A,ΦT ) ∧ φ(S

′,B,ΦT ) holds, then A ∼= B if and only
if S △ S′ is nonstationary.

Let G be a P-generic filter over V and denote

SG = (
⋃

G)−1(1) ∩ Sω1

ω .

We choose models A,B |= T of size ω1 such that φ(SG,A,ΦT ) and φ(S
ω1
ω \

SG,B,ΦT ). As SG △ (Sω1
ω \ SG) = Sω1

ω is stationary, A ≇ B.
We show that A and B are L2

ω1ω-equivalent. Let ψ ∈ L2
ω1ω, and suppose

A |= ψ. Now ψ ∈ V . As the formula φ defines the isomorphism type, there
is a condition p ∈ G such that

p 
 ∀C(φ(ṠG, C, Φ̌T ) → C |= ψ̌).

Let dom p = γ, and denote

G∗
γ = {f∗γ | f ∈ G},

where

f∗γ (α) =

{

f(α) if α < γ
1− f(α) otherwise.

The function f 7→ f∗γ is an automorphism of P and thus G∗
γ is P-generic over

V and V [G] = V [G∗
γ ]. Also,

SG∗
γ
= (SG ∩ γ) ∪ (Sω1

ω \ (SG ∪ γ)).
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Let C be such that C |= T , |C| = ω1, and φ(SG∗

γ
, C,ΦT ) holds in V [G]. Now,

p ∈ G∗
γ , and thus C |= ψ. The set X = (Sω1

ω \SG)△SG∗

γ
is nonstationary as

X ⊆ γ. Therefore, C ∼= B, and hence B |= ψ. �

Above ℵ1 we get stronger results:

Theorem 3.2. Assume that κ and λ are cardinals such that κ = λ+ = 2λ,
λ<λ = λ > ω. Then in the forcing extension that we get by adding a
Cohen subset to κ, the following holds: If T is a countable complete theory
that is either unsuperstable or superstable with OTOP, then it has two non-
isomorphic L2

κω-equivalent models of size κ. If we assume further that λ >
2ω, then the claim holds also for superstable theories with DOP.

Proof. This can be proved as Theorem 3.1. The fact that there is a suitable
first-order formula φ(y, z, κ,ΦT ) follows from Theorems 80 (in the case that
T is unstable or superstable with DOP or OTOP) and 87 (in the case that
T is stable but not superstable) in [5]. �

For even bigger cardinals we get a complete characterization:

Theorem 3.3. Suppose that κ is a regular cardinal such that κ = ℵα,
iω1

(|α| + ω) ≤ κ and 2λ < 2κ for all λ < κ. Let T be a countable complete
first order theory. Then every model of T of size κ is L2

κω-characterizable if
and only if T is a shallow, superstable theory without DOP or OTOP.

Proof. Suppose first T is either an unsuperstable theory or a superstable
theory that is deep or has DOP or OTOP. Then by Shelah’s Main Gap
Theorem (see [14], Section X2.6) T has 2κ nonisomorphic models of size κ.
However, every formula in L2

κω can be coded as a subset of λ for some λ < κ.
Thus, there are at most 2<κ many formulas in L2

κω. Since cf 2κ > κ, and
by our assumptions 2λ < 2κ for every λ < κ, we have 2<κ < 2κ. Hence, by
the pigeonhole principle, the models of T of size κ cannot be characterized
in L2

κω.
On the other hand, suppose T is a shallow, superstable theory without

DOP or OTOP, and let M be a model of T of size κ. We show that M is
characterizable in L2

κω.
As in Definiton 3.1. in [14], Section XI, we mean by A ⊆a B that for

every ā ∈ A and b̄ ∈ B there is b̄′ ∈ A such that

stp(b̄/ā) = stp(b̄′/ā).

By Claim 2.6 in [14], section XI, there is a (Tt

ℵ0
,⊆a) -decomposition of

M, i.e. a triple (P, f, g) satisfying the following conditions:

(a) P = (P,≪) is a tree, f : P \ {r} →
⋃

n∈ωM
n, where r is the root of P ,

and g : P → P(M) are functions,
(b) if t, u, v ∈ P are such that t = u− and u = v−, then tp(f(v)/g(u)) is

orthogonal to g(t),
(c) if t, u, v ∈ P , t = u−, and u≪ v or u = v, then tp∗(g(v)/g(t) ∪ f(u)) is

almost orthogonal to g(t),
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(d) if t ∈ P , then {f(u) | t = u−} is a maximal set such that it is independent
over g(t) and satisfies (b),

(e) if t, u ∈ P , and t = u−, then tp(f(u)/g(t)) is regular,
(f) if t, u ∈ P , t = u−, g(u) ⊆ A ⊆ M and tp∗(A/g(t) ∪ f(u)) is almost

orthogonal to g(t), then g(u) ⊆a A,
(g) g(r) ⊆a M .

(See also Definitions 2.4 and 2.5. and Context 2.1 in [14], Section XI.) Notice
that as T is superstable, the models g(t) may be chosen so that |g(t)| ≤ 2ω

for each t ∈ P .
By Theorem 2.8 and Conclusion 3.17 in [14], Section XI, the model M

is prime over
⋃

t∈P g(t) (see also Definition 2.2). Thus all models of T with
the same decomposition (up to isomorphism) are isomorphic to M. We
will show that it is possible to write a L2

κω-sentence φ such that if N is
an L-structure, then N |= φ if and only if there is a decomposition of N
isomorphic to (P, f, g). Then φ characterizes structures isomorphic to M.

Note that we can code all ordinals and cardinals less than κ as elements
of M . We first introduce a new binary predicate < and say that it is a
well-order of M of order type κ (this can be easily done in second-order
language). Now, for each ordinal α < κ, we can define a formula ψα such
that

ψα(x) ⇐⇒ x ∈ κ and x ≥ α.

This is done by induction. If α = 0, then

ψα(x) = ”x = x”,

if α = β + 1 for some ordinal β < κ, then

ψα(x) = ∃y(y < x ∧ ψβ(y)),

and if α is a limit ordinal, then

ψα(x) =
∧

β<α

ψβ.

Using these formulas, we can express ”x = α” for any ordinal α < κ as
”ψα(x) ∧ ¬ψα+1(x)”. This allows us to use ordinals α < κ as parameters in
our formulas. For instance, for α0, . . . , αn < κ, and a formula φ(x0, . . . , xn),
we can code φ(α0, . . . , αn) as ∀x0 . . . ∀xn(

∧

i≤n ψαi
(xi) → φ(x0, . . . , xn)).

It is also easy to define a predicate Pcard such that Pcard(x) holds if and
only if x codes some cardinal λ < κ. Let α be the ordinal such that κ = ℵα.
It follows from our assumptions that α < κ. We can now code (and use as
parameters) all cardinals ℵβ for β < α in a similar fashion as the ordinals.
This will allow us to describe the cardinalities of various sets.

Since T is shallow, the tree P has no infinite branches, and since T is
superstable, we can choose the models g(t) so that |g(t)| ≤ 2ω for all t ∈ P .
To be able to speak of elements of the set

⋃

t∈P g(t), we enumerate this set
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using a function

h : P × 2ω · ω −→
⋃

t∈P

g(t),

with the following properties. For each t ∈ P ,

g(t) = {h(t, i) | i < 2ω · (ht(t) + 1)},

and if u ∈ P is such that u≪ t, then h(u, i) = h(t, i) for each i < 2ω · ht(t).
As |M | = κ > 2ω ·ω, we can find a set U ⊆M such that (U,<) ∼= 2ω ·ω and
use the set P × U to enumerate

⋃

t∈P g(t). Thus our sentence φ will begin
as follows.

φ = ∃P∃U∃ < ∃ ≪ ∃f∃h( “P ∩ U = ∅”∧
“(P,≪) is a tree with no infinite branches”∧
“ < is a well-ordering”∧
“(U,<) ∼= 2ω × ω” ∧ . . .).

Here f denotes the function from the definition of the decomposition of a
model, and h : P × U → M is the function used to enumerate

⋃

t∈P g(t)
as described above. All the properties written in shorthand can be easily
expressed in second-order language.

As 2ω is small compared to κ, we can express isomorphism types of models
of cardinality 2ω. This will allow us to describe the properties listed in the
definition of decomposition. There are at most 22

ω
nonisomorphic models of

T of size 2ω. For each n < ω, let {Mn
i | i < 22

ω
} enumerate models of T that

have domain 2ω · n. Suppose now t ∈ P and n = ht(t) + 1. For each i < 22
ω

we can write a formula φni (t) expressing that the mapping H : h(t, j) 7→ j is
an isomorphism from g(t) to Mn

i .
Now we can express the properties needed when describing the decompo-

sition. For instance, in case (b), we can use isomorphism types to describe
orthogonality as follows. Let t, u, v ∈ P be such that t = u− and u = v−.
Let n = ht(u). As before, let {Mn+2

i | i < 22
ω
} enumerate all models of T

with domain 2ω · (n+2). For each i, let pij ∈ SM
n+2

i (2ω · (n+1)) enumerate
the types orthogonal to 2ω · n. As T is superstable, we have j < 2ω. Now
”tp(f(v)/g(u)) is orthogonal to g(t)” can be expressed using the formula

∧

i<22ω

φn+2
i (t) → (

∨

j<2ω

”tp(f(v)/g(u)) = H−1(pij)”).

Note that at least one of the formulas φn+2
i (t) must be true as we are listing

all isomorphism types. The concepts of almost orthogonal and regular can
be described in a similar fashion.

For (d) we need to be able to express that for each t ∈ P the set S =
{f(u) | t = u−} is independent over g(t). This can be done, as we know
that the set S is independent over g(t) if and only if every finite tuple
from S is independent over g(t). Let n = ht(t) + 1. For i < 22

ω
, j < 2ω, let

pij ∈ SMn+1

i (2ω ·n) enumerate the types of finite tuples that are independent
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over 2ω ·n. Now we can express ‘S is independent over g(t)” with the formula
∧

i<22ω (φ
n+1
i →

∧

m<ω ∀u0...∀um( (u0
− = t ∧ ... ∧ um

− = t) →
∨

j<2ω p
i
j(f(u0), ..., f(um)))).

In second-order language it is easy to express also that S is maximal with
respect to (b).

For (f) and (g) we need to be able to express g(t) ⊆a A for t ∈ P and
A ⊆ M . Let n = ht(t) + 1. For each ā ∈ g(t), let ψā

i,j, i < 22
ω
, j < ω,

enumerate all formulas such that ψā
i,j(x̄, ȳ,H(ā)) defines a finite equivalence

relation in Mn
i . Using the enumeration for g(t) we can write a formula

equivalent to
∧

i<22ω

(φni →
∧

ā∈g(t)

(∀b̄ ∈ A∃c̄ ∈ g(t)(
∧

i<ω

ψā
i,j(c̄, b̄, ā)))).

This expresses g(t) ⊆a A. As there are only 2ω many finite tuples in g(t),
the first conjunction does not cause any problems.

Finally, we have to describe the skeleton of M up to isomorphism. With
each node t ∈ P we associate a formula θt(x) such that M |= θt(t). We will
define θt(x) by induction from top down. First we need the notion of the
rank of t, rk(t). It is defined as follows.

rk(t) =

{

0 if t is a leaf of P ,
sup{rk(u) + 1 | t ≪ u} otherwise.

Now we can define the formula θt(x) by induction on rk(t). If rk(t) = 0, we
let

θt(x) = P (x)∧
“¬∃y(tp(y/h({x} × 2ω · (ht(t) + 1))) ⊥ h({x} × 2ω · ht(t)))”∧
∧

tp(h({t} × 2ω · (ht(t) + 1))/∅),

where the symbol ⊥ denotes orthogonality.
Suppose now we have defined θu(x) for all u ∈ P such that rk(u) < rk(t).

Let

Xt = {θu |u ∈ P, rk(u) < rk(t)},

and for each u, let

λu = |{y ∈ P | t = y− and M |= θu(y)}|.

The idea is to write a formula θt(x) expressing that for each u, the node x
has λu many direct successors y such that θu(y) holds, and describing the
types of g(t) and f(t). Thus

θt(x) = P (x) ∧
∧

θu∈Xt

∃Pu(∀y(Pu(y) ↔ (x = y− ∧ θu(y))) ∧ |Pu| = λu)

∧
∧

tp(h({t} × 2ω · (ht(t) + 1))/∅).

To be able to take conjunctions of the formulas in Xt we have to prove that
|Xt| < κ for every t ∈ P . We do this by induction on rk(t).
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If rk(t) = 0, then t is a leaf, so Xt = ∅. Suppose now that rk(t) = i > 0.
For each j < i, denote Xj = {θu |u ∈ P, rk(u) < j}, and let λj be a cardinal
such that |Xj | ≤ λj . Let α be the ordinal such that κ = ℵα. Assume first
that i = j + 1 for some ordinal j. Let v ∈ P be such that rk(v) = j. For
each formula ψ ∈ Xj , the number of nodes w ∈ P such that w− = v and
θw = ψ, is either some n ∈ ω or ℵβ for some β ≤ α. Moreover, there are 22

ω

possibilities for the type

tp(h({v} × 2ω · (ht(v) + 1))/∅).

Thus,

|Xt| ≤ 22
ω

· (ω + |α|)λj .

Suppose now that i is a limit ordinal. Then Xt =
⋃

j<iXj , and we get

|Xt| ≤ 22
ω

· (ω + |α|)supj<iλj .

Hence we get the following bounds for |Xt|. If rank(t) = 0, then |Xt| < 1.
If rank(t) = 1, then

|Xt| ≤ 22
ω

· (ω + |α|) ≤ i2(ω + |α|).

In general, if t ∈ P and rank(t) = β, then

|Xt| ≤ iβ+1(ω + |α|).

Let r be the root of P . As T is a shallow theory, rk(r) < ω1. Thus for every
t ∈ P , |Xt| < iω1

(|α| + ω) ≤ κ.
The sentence

∃x((θr(x)) ∧ ¬∃y(P (y) ∧ y ≪ x))

describes the skeleton up to isomorphism. As we are able to express all
the properties from the definition of decomposition, we may now compose a
sentence φ characterizing all models of T isomorphic to M. �

4. Second order characterizability in models of CA

Monadic second order logic over a structure (A,R0, ..., Rn) can be thought
of as first order logic over the enhanced structure

(1) (A ∪ P1, A, P1,∈, R0, ..., Rn),

where P1 = P(A) and ∈ is restricted to A × P(A). Respectively, monadic
third order logic can be related to first order logic of

(2) (A ∪ P1 ∪ P2, A, P1, P2 ∈, R0, ..., Rn),

where P2 = P(P1). For non-monadic higher order logics similar translations
exist. One can reduce the entire type theory to first order logic in this way.
The price one pays is that structures are limited to the very special form of
(1) and (2). Henkin [6] took the natural step of considering the following
more general structures than (1):

(3) (A ∪ P1, A, P1, E,R0, ..., Rn),
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where E is just a binary predicate ⊆ A × P1 satisfying the Extensionality
Axiom. In addition, the Comprehension Axioms of [7] are assumed. The
Comprehension Axioms say that any definable relation on A is canonically
represented by an element of P1. Henkin [6] proved that such models yield
a Completeness Theorem for second (and higher) order logic with respect
to the obvious rules of inference that were introduced in [7]. The original
model (1), called the full model, is of course a special case of (3) and satis-
fies the Comprehension Axioms. Thus results about the models (1) can be
considered generalizations of results about the models (3). When we prove
existence results this generality means that our results are weaker than cor-
responding results about full models. However, our results use respectively
weaker assumptions.

Note that the Comprehension Axioms create unstability in models of the
form (3) even if there are no relations Ri at all. Namely, by means of
the Comprehension Axioms one can code finite sequences and manifest the
so-called independence property ([14]) of stability theory, a well-known spe-
cial case of unstability. However, the components of the structure (3) are
not equal: the components A,R0, ..., Rn constitute the underlying math-
ematical structure, while P1 and E play the auxiliary role of indicating
what the range of the second order variables is. Thus it makes sense to
ask whether the first order theory of (A,R0, ..., Rn), rather than that of
(A∪P1, A, P1, E,R0, ..., Rn), is for example stable or unstable and then an-
alyze what we can say about the second order part encoded by P1 and E;
e.g. is (A,R0, ..., Rn) second order characterizable in the version of second
order logic encoded by P1 and E.

We shall now introduce the main concept of this section, the concept of a
β-order-model. This is the model (3) taken to higher orders and made more
exact. We have a slight bias in favor of finite order logics in our results, as
logics of order ω and higher are conceptually more complex.

Definition 4.1. Let β be a countable ordinal, and let L∗ = {R0, . . . , Rn}
be a relational vocabulary. Let L = L∗ ∪ {Pβ , <, V,∈} ∪ {α |α < β}, where
Pβ is a unary predicate, <, V , and ∈ are binary predicates, and for each
ordinal α < β, α is a constant symbol. Let W be an L-structure such that

• VW ⊆ Pβ
W × (W \ Pβ

W),

• <W⊆ (Pβ
W)2, and (Pβ

W , <W) ∼= (β,∈),
• ∈W⊆ (W \ Pβ)

2,

• for each ordinal α < β, αW ∈ PW
β , and ({x ∈ PW

β |x <W α}, <W

) ∼= (α,<).

For each α < β, we denote Vα = {x ∈W \ Pβ | (α, x) ∈ V }. For an element

x ∈ W \ Pβ , we write x ⊆W Vα, if y ∈ Vα for every y ∈ W \ Pβ such that

y ∈W x.
The structure W is called a β-order-model if in addition it satisfies the

following conditions.
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• If x ∈W \(PW
β ∪V0), then there is an ordinal α such that α+1 < β,

x ∈ Vα+1 \ Vα, and x ⊆W Vα,
• if α < γ < β, then Vα ⊆ Vγ ,
• if α < β is a limit ordinal, then Vα =

⋃

γ<α Vγ,

• W \ Pβ =
⋃

α<β Vα,

• for 0 ≤ i ≤ n, RW
i ⊆ V n

0 , where n is the arity of Ri.

For a β-order-model W, and α < β, we denote by V W
α the set Vα in that

particular model.

In a β-order-model we may express quantifications of order α for any
ordinal α < β by using what we call bounded quantifiers:

Definition 4.2. Let L be the language of a β-order-model for some countable
ordinal β, and let φ be an L-formula. We say that a quantifier in the formula
φ is bounded if it is either of the form ∀x ∈ Vα+1 \ Vα or of the form
∃x ∈ Vα+1 \ Vα for some variable x and some ordinal α+ 1 < β. We say a
formula φ is bounded if it contains only bounded quantifiers.

Definition 4.3. Let A and B be β-order-models for some countable ordinal
β. We write A ≡B

B if the models satisfy the same bounded sentences.
Moreover, we write A 4B

B, if A ⊆ B, and

A |= φ(ā) ⇐⇒ B |= φ(ā)

whenever ā ∈ A and φ is a bounded formula.

Remark 4.1. (i) Let n < ω. For every formula φ(x̄) we can find a
bounded formula ψ(x̄) such that for every n-order-model W it holds
that W |= ∀x̄(φ(x̄) ↔ ψ(x̄)).

(ii) Let L∗ = {R0, . . . , Rn} be a relational vocabulary, and let M be an
L∗-model. Let β be a countable ordinal. We define Sβ(M), the full
β-order-model over M, to be the β-order-model such that

• V
Sβ(M)
0 = dom(M),

• for every ordinal α+ 1 < β, V
Sβ(M)
α+1 = P(V

Sβ(M)
α ) ∪ V

Sβ(M)
α ,

• for every limit ordinal γ < β, V
Sβ(M)
γ =

⋃

α<γ V
Sβ(M)
α ,

• ∈ is interpreted in the natural way.
(iii) Let n < ω, and let φ be a formula of order n. There is a bounded

first-order formula ψ such that for every β > n and every M |= φ,
Sβ(M) |= ψ.

(iv) Let W be a β-order-model for some countable ordinal β, and suppose

there is a unique element x ∈ V β
1 \V β

0 satisfying the formula ¬∃y(y ∈W

x). We denote this element by ∅W . If for all bounded formulas φ(x, ȳ),
all ā ∈ W, and all ordinals α + 2 < β, there is some element b ∈
(VW

α+2 \ V
W
α+1) ∪ {∅W} such that

W |= ∀x ∈ VW
α+1 \ V

W
α (φ(x, ā) ↔ x ∈W b),
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we say that W satisfies the Comprehension Axioms and denote it by
W |= CA. It is easy to see that for any model M and any countable
ordinal β, Sβ(M) |= CA and if W and W ′ are β-order-models such

that W |= CA and W ≡B W ′, then W ′ |= CA.
(v) If W is a β-order-model for some countable ordinal β, W |= CA, and

α+n+2 < β for some ordinal α and some n < ω, then (V W
α+1\V

W
α )n ∈

VW
α+n+2 \ V

W
α+n+1.

Elementary equivalence of β-order-models W and W ′ implies the equiva-
lence of (PW

0 , RW
0 , . . . , R

W
n ) and (PW ′

0 , RW ′

0 , . . . , RW ′

n ) in higher order logic
with the respective two versions of Henkin semantics encoded by W and
W ′. If these structures are Lκω-equivalent, the equivalence of the ground
level structures extends even to infinitary higher order logic with the respec-
tive versions of Henkin semantics. Using the transfinite Ehrenfeucht-Fräıssé
game EFκ

t (W
1,W2) (see e.g. [8] and [16]) (we define κ+,κ -trees and EFκ

t

as in [8]) we get even stronger results.

Theorem 4.1. Let β be a countable ordinal and let W be a β-order-model
such that Th(VW

0 , RW
0 , . . . , R

W
n ) is unstable. Let κ be either a regular cardi-

nal or a strong limit cardinal. There are β-order-models W1 and W2 such
that:

(1) |W 1| = |W 2| = κ.
(2) W ≡B W1 ≡B W2. In particular, if W satisfies CA, then so do W1

and W2. If β < ω, then W ≡ωω W1.
(3) W1 ≡∞κ W2.

(4) (VW1

0 , RW1

0 , . . . , RW1

n ) ≇ (VW2

0 , RW2

0 , . . . , RW2

n ).

If κ<κ = κ, then for any κ+,κ -tree t we can choose W1 and W2 so that in
addition to (1)-(4), II ↑ EFκ

t (W
1,W2).

Before proving the theorem we prove a crucial lemma:

Lemma 4.1. Suppose that β is a countable ordinal and W is a β-order-
model. Assume that there are sequences wi ∈ VW

0 , for i < i(2ω)+ , such

that there exists a first-order formula φ, for which (VW
0 , RW

0 , . . . , R
W
n ) |=

φ(wi, wj) if and only if i < j. If κ > ω is a regular cardinal or a strong limit
cardinal, then there are β-order-models W1 and W2 such that:

(1) |VW1

0 | = |W 1| = |W 2| = |VW2

0 |,
(2) W1 ≡ωω W2 ≡ωω W,
(3) W1 ≡∞κ W2,

(4) (VW1

0 , RW1

0 , . . . , RW1

n ) ≇ (VW2

0 , RW1

0 , . . . , RW2

n ).

If κ<κ = κ, then for any κ+,κ -tree t we can choose W1 and W2 so that in
addition to (1)-(4), the second player (i.e. the “equivalence”-player) has a
winning strategy in the transfinite Ehrenfeucht-Fräıssé game EFκ

t (W
1,W2)

(we define κ+,κ -trees and EFκ
t as in [8]) .
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Proof. We add to L a new constant symbol c, and let cW = Pr
len(w0)
0 (w0).

After this we add Skolem functions and denote by WSk the structure ob-
tained. Let (I,<) be a linear order. It follows from Erdös-Rado Theo-
rem that there is a template Φ such that if {ai | i ∈ I} is the skeleton of
EM1(I,Φ), then for any i1, . . . , in ∈ I, there are j1, . . . , jn ∈ VW

0 so that
the mapping π : SH(ai1 , . . . , ain) → WSk, aik 7→ wjk , for 1 ≤ k ≤ n, is an
elementary embedding.

Thus, EM(I,Φ) is a β-order-model. (If the conditions from Definition 4.1
would not hold in EM(I,Φ), this would be witnessed already in some finite
A ⊆ EM(I,Φ). This, of course, is impossible as we have the elementary em-
beddings.) Also, it follows from the definition of an Ehrenfeucht-Mostowski
model, that if I and J are linear orders such that I ≡ J (L∞κ), then
EM(I,Φ) ≡ EM(J,Φ) (L∞κ).

Now we close the Skolem functions with respect to projections and com-
positions as follows. If f is an n-place function, then for each m ∈ ω and
each tuple (i1, . . . , im), where 1 ≤ ik ≤ m for 1 ≤ k ≤ m, we add a new
m-place function symbol g and interpret it as follows. If ā ∈ EM(I,Φ)m,
then

g(ā) = f(Prmi1 (ā), . . . ,Pr
m
in(ā)).

After this we add for each n-place function f and for each n-tuple of m-place
functions g1, . . . , gn, a new function symbol h that is interpreted as follows.
If ā ∈ EM(I,Φ)m, then

h(ā) = f(g1(ā), . . . , gn(ā)).

We repeat the process ω many times and denote by F ∗ the collection of
functions obtained this way.

For each f ∈ F ∗, we define a function f0 so that for each ā ∈ EM(I,Φ),

f0(ā) =

{

f(ā) if ā ∈ V
EM(I,Φ)
0

cEM(I,Φ) otherwise

Let F = {f0 | f ∈ F ∗}. Denote by EM2(I,Φ) the model we get by interpret-
ing in EM1(I,Φ) the new Skolem-functions. The new functions are definable
in EM1(I,Φ), and thus the skeleton {ai | i ∈ I} is a set of order indiscernibles

in EM2(I,Φ). Moreover, V
EM(I,Φ)
0 = SHF ({ai | i ∈ I}).

As in [13] we can construct L∞κ-equivalent linear orders I and J such
that the models EM(I,Φ) and EM(J,Φ) are non-isomorphic (to be exact,
in [13], instead of linear orders, trees with ω + 1 levels are constructed, but
as in e.g. [5], proof of Theorem 80, Claim 4, trees can be coded as linear
orders).

If κ<κ = κ, we choose linear orders I and J as in [8] to obtain EM(I,Φ)
and EM(J,Φ) as wanted. �

In order to apply the lemma for the proof of Theorem 4.1 we now introduce
an ultraproduct construction:
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Definition 4.4. Let I be a set and D an ultrafilter over I. Let β be a
countable ordinal, let Wi, i ∈ I, be β-order-models, and let

∏

I Wi/D be the

ultaproduct of the models Wi modulo D. We let
∏B

I Wi/D ⊆
∏

I Wi/D be

such that f/D ∈
∏B

I Wi/D if and only if either

{i ∈ I | f(i) ∈ VWi

α+1 \ V
Wi
α } ∈ D

for some ordinal α+ 1 < β, or

{i ∈ I | f(i) = αWi} ∈ D

for some ordinal α < β. We call
∏B

I Wi/D the bounded ultraproduct of
the models Wi modulo D. If Wi = W for every i ∈ I, then we write
∏B

I Wi/D =
∏B

I W/D and call it the bounded ultrapower of the model W
modulo D.

Remark 4.2. Let Wi, i ∈ I be β-order-models for some countable ordinal
β.

(i)
∏B

I Wi/D 4B
∏

I Wi/D.
To show this, we have to prove that whenever φ(x1, . . . , xn) is a

bounded formula, and f1/D, . . . , fn/D ∈
∏B

I Wi/D, then
∏B

I W/D |=
φ(f1/D, . . . , fn/D) if and only if

∏

I W/D |= φ(f1/D, . . . , fn/D). The
claim clearly holds if φ is an atomic formula or a Boolean combination
of atomic formulas. Suppose now the claim holds for ψ(x1, . . . , xn)
and φ(x1, . . . , xn) = (∃y ∈ Vα+1 \ Vα)ψ(y, x1, . . . , xn) for some ordinal
α + 1 < β. The direction from left to right is clear. For right to left,
suppose

∏

I Wi/D |= φ(f1/D, . . . , fn/D). Thus, there is some g/D ∈

V
∏

I Wi/D
α+1 \ V

∏
I Wi/D

α such that
∏

I Wi/D |= ψ(g/D, f1/D, . . . , fn/D).

By  Loś’s Theorem, {i ∈ I | g(i) ∈ VWi
α+1 \ V

Wi
α } ∈ D. Thus, g/D ∈

∏B
I Wi/D, and the claim follows.

(ii) By (i),  Loś’s Theorem holds for all bounded sentences in the case of
bounded ultraproducts, and it follows that for any β-order-model W,
W ≡B

∏B
I W/D.

(iii) If β = n < ω, then
∏B

I Wi/D =
∏

I Wi/D.

(iv)
∏B

I Wi/D is a β-order-model.

Now we are ready to prove Theorem 4.1:

Proof. Let λ ≥ i(2ω)+ and let D be a λ-regular ultrafilter over λ. Let

W∗ =
∏B

λ W/D. It clearly holds that

(VW∗

0 , R0, . . . , Rn) ∼=
∏

λ

(VW
0 , R0, . . . , Rn)/D.

By [3], Theorem 4.3.12,
∏

λ(V
W
0 , R0, . . . , Rn)/D is λ+-universal. Thus, as we

assumed that Th(VW
0 , R0, . . . , Rn) is unstable, there are elements wi ∈ VW∗

0 ,
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i ≤ i(2ω)+ , such that wi 6= wj for i 6= j, and a first-order formula φ such
that

(VW∗

0 , R0, . . . , Rn) |= φ(wi, wj) ⇐⇒ i < j.

Hence we can apply Lemma 4.1 to the β-order-model W∗.
If β is finite, then W∗ =

∏

λW/D, and W ≡ωω W∗ ≡ωω W1. �

The modelsW1 andW2 of the above theorem have a different higher order
part, i.e. predicates Pγ . Thus they represent different versions of higher
order logic. Can we get the same result with more or less the same higher
order part. This would be in line with the situation with the full models,
where the higher order part is fixed to be built from the real power-sets. We
prove a result in this direction but to obtain the desired identity of the higher
order components we have to make cardinality arithmetic assumptions.

We define a version of the concept of a β-order-model appropriate for the
situation:

Definition 4.5. Let L′ = {R0, . . . , Rn} be a relational vocabulary, and
let A and B be L′-models such that dom(A) ∩ dom(B) = ∅. Let L∗ =
{R0, . . . , Rn, R

′
0, . . . , R

′
n, PA, PB} and let C be an L∗-model such that

• dom(C) = dom(A) ∪ dom(B),
• PA

C = dom(A), PB
C = dom(B),

• RC
i = RA

i , R′C
i = RB

i , for 0 ≤ i ≤ n.

If W is a β-order-model in the vocabulary L = L∗ ∪ {Pβ , <, V,∈} ∪ {α |α <
β}, and (VW

0 , R0, . . . , Rn, R
′
1, . . . , R

′
n, PA, PB) = C, we say W is a β-order-

model over the models A and B. We call Sβ(C) the full β-order-model over
A and B and denote it by Sβ(A,B).

If φ is an L-formula not containing the symbols R′
0, . . . , R

′
n and PB, we

denote by φ∗ the formula obtained from φ by replacing the symbol Ri by the
symbol R′

i for 0 ≤ i ≤ n, and the symbol PA by the symbol PB.

Note that in a β-order-model over the models A and B the domains of
both A and B constitute the ground level V0. So whatever the formal sets
there are on the higher levels Pi their common properties are properties of
subsets of the domain of A as much as of B. In this way the below theorem
is closer to the results of Section 3 than Theorem 4.1 is.

Theorem 4.2. Suppose T is a countable unstable theory in the language
L′ = {R0, . . . , Rn}, and κ and λ are cardinals such that κ = λ+ = 2λ,
λ<λ = λ > ω. Then there are non-isomorphic models A,B |= T and an
ω-order-model W |= CA over A and B such that for each Lκω-sentence φ
not containing the symbols R′

0, . . . , R
′
n and PB, it holds that

W |= φ ⇐⇒ W |= φ∗.

Proof. Let M∗ 4 H(χ) for some cardinal χ that is large enough, and let
|M∗| = κ, M∗<κ ⊆M∗, and supposeM∗ is such that it contains everything
needed later in the proof, especially every Lκω -formula. Denote by M
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the Mostowski collapse of M∗. As in Theorem 3.2, let P = {f : α →
{0, 1} |α < κ}, ordered by inclusion. Let G be a P-generic filter over M ,
and let SG = (

⋃

G)−1(1) ∩ Sκ
λ . Using similar notation as in Lemma 3.1,

let AG = EM(L(T (SG)),ΦT ), and BG = EM(L(T (Sκ
λ \ SG)),ΦT ). These

models can be formed either in the extension M [G] or in V , and the result
is the same. We may suppose without loss of generality, that AG ∩BG = ∅.

LetWG = S
M [G]
ω (A,B). Suppose φ is an Lκω-sentence such that WG |= φ.

It suffices to show that WG |= φ∗ in M [G]. Clearly WG |= φ in M [G], and
thus there is some p ∈ G such that in M

p 
 ẆG |= φ̌.

Let dom p = γ, and denote

G∗
γ = {f∗γ | f ∈ G},

where

f∗γ (α) =

{

f(α) if α < γ
1− f(α) otherwise.

Then WG∗ |= φ in M [G∗] = M [G]. Also, as AG △BG∗ and BG △ AG∗ are
non-stationary, there are isomorphisms f : AG → BG∗ and g : BG → AG∗ in
M [G]. There is in M [G] (and hence in V ) a function F : WG → WG∗ such
that F ↾ AG = f , F ↾ BG = g, and F (x) = {F (y) | y ∈WG x} if x ∈ WG \

(AG ∪BG). Since WG∗ = S
M [G]
ω (AG∗ ,BG∗), F is an ”isomorphism” in the

sense that if ψ(x̄) is an L∗-formula not containing the symbols R′
0, . . . , R

′
n,

PB, and ā ∈ AG, b̄ ∈ BG, then

AG |= ψ(ā) ⇐⇒ BG∗ |= ψ∗(F (ā)),

and

BG |= ψ∗(b̄) ⇐⇒ AG∗ |= ψ(F (b̄)).

Thus, WG |= φ∗ in M [G]. The other direction is symmetric. �
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