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Abstract

Assumptions are often not considered to be definitely true, but only as prima fade justified. When an
assumption is prima fade justified, there @an for instance be areason against it, by which the assumption
is not adualy justified. The aumption is then said to be defeaed. This requires a revision of the
standard conception of logicd interpretation of sets of assumptions in terms of their models. Whereas in
the models of a set of assumptions, al assumptions are taken to be true, an interpretation of prima fade
justified assumptions must distinguish between the asumptions that are adualy justified in the
interpretation and those that are defeaed.

In the present paper, the logicd interpretation of primafacie justified assumptionsis investigated. The
central notion isthat of a dialectical interpretation of a set of assumptions. The basic ideais that a prima
fade justified assumption is not adualy justified, but defeaed when its s-cdled dialectical negation is
justified. The properties of dialedicd interpretation are analyzed hy considering partial dialedica
interpretations, or stages, and by establishing the notion of dialectical justification. The latter leads to a
charaderization of the existence and multiplicity of the dialedica interpretations of a set of assumptions.
Sincediaedicd interpretations are avariant of stable semantics, the results are relevant for existing work
on nonmonotonic logic and defeasible reasoning, on which the present work buil ds.

Instead of focusing on defeasible rules or arguments, the present approach is sentence-based. A
particular innovation is the use of a conditional that is prima facie justified (just like other assumptions)
instead of an inconclusive mnditional.

1 Introduction

When someone is arrested, he is assumed to be innocent.! When an objed looks red, it is assumed that it
therefore is red.? Both assumptions are not considered to be definitely true, but are only taken as prima
fade justified. Additional information can have the dfed that such prima fade justified assumptions are
acdually not justified. Someone is not adually held innocent, when his guilt is proven by law. When the
objed isilluminated by ared light, it is not actually taken for granted that it isred sinceit looks red.

Such prima facie justified assumptions that are not always adualy justified, are the topic of
investigation of the present paper. The reseach reported on here buil ds on and extends previous work on
nonmonotonic logic and defeasible reasoning and argumentation. The topic of prima fade justified
assumptions has not recaved much attention since previous work typicaly focuses on defeasible rules or
arguments and not on defeasible statements.

The work of Reiter, Hage, Prakken, Pollock, Vreeswijk, Loui, Dung and Toulmin® is among the most
influential for my thinking about the subjed. A lot of other reseach (in logic, artificial intelligence,
argumentation theory and law) is relevant and has influenced me in ways that are lessobvious. There ae
good overviews of such reseach (e.g., Haack 1978 Ginsberg 1987, Gabbay, Hogger & Robinson 1994
Read 1995 Van Eemeren, Grootendorst & Snoeck Henkemans 1996 Bench-Capon 1997, Hage 2000
Chesfievar, Maguitman & Loui 200Q Prakken & Vreeswijk 2002.

1 Cf. abasic principle of criminal procedure: the presumptio innocentiae (codified in, e.g., article 11 o

the Universal Dedaration of Human Rights). The example is also used by Bondarenko, Dung, Kowal ski
& Toni (1997).

2 Cf. Pollock’ s basic example of an undercutting defeater (e.g., Pollock 1987, 1995).

®  The order in which the names appea only refleds the acédental chronology of my intellectual
history. Some relevant sources are Reiter's (1980, Hage's (1996 1997), Prakken's (1997, Pollock’s
(1995), Vreeswijk’s (1997), Loui’s (1998, Dung s (1995 and Toulmin's (1958.



1.1 Personal motivation

The interpretation of primafacie justified assumptionsis analyzed in terms of the logical system DEFLOG,
that is presented here.* The development of this logic was amongst others guided by my research on the
automated argument assistant ARGUMED (Verheij 1999), a prototypical computer program that assists the
user while doing argumentation.” The 1999 version of ARGUMED (ARGUMED 2.0) focused on
undercutting defeaters (Pollock 1987, 1995), i.e., reasons that block the connection between a reason and
its conclusion. For instance, in ARGUMED, the red object example |ooks as follows:

| 2 The ot e |

| The object iz illuminated by a red light

| The object looks red |

The exclamation marks indicae asumptions, the question mark an issue. Whil e the assumptions that the
objed looks red and that the objed isilluminated by a red light are justified (indicated by the dark bold
font), the cnclusion that the objed isred is not justified (indicaed by the light italic font) sincethe prima
fade reason that the objed looks red is not justifying.

| had three main reasons for the further development of the agumentation theory of ARGUMED 2.0.
The initial reason was that its expressivenesshad some obvious limitations. In fad, a generalization of the
argumentation theory underlying ARGUMED 2.0 in the end led to DEFLOG.® Espedally, ARGUMED’S
argumentation theory only alowed the dtadk of the mnnedion between a reason and its conclusion (by
its focus on urdercutting defeders), and not the atad of ordinary statements. Moreover, it treaed the
suppat of the connedion between a reason and its conclusion (cf. Toulmin's (1958 warrants and
badkings) different from the suppat of ordinary statements. The distinction seemed to be an artifad of the
logicd language used in the agumentation theory. As a mnsequence, | started using a simple logicad
language with two conditionals (denoted as ~ and x respedively), one expressng the suppat of a
conclusion by a reason, the other expressing the dtack of a cnclusion by a reason. The resulting
language turned out to be surprisingly expressve mnsidering its smple structure, mainly because the
conditi onals are treaed as objed-level connedives that can be nested. The result was that ressons for and
against a @nditional relation (cf. Toulmin’s warrants and Pollock’ s undercutting defeaers, respedively)
becane spedal cases of reasons for and against statementsin general.

The second main reason was that | wanted to investigate to what extent the dialedicd arguments in
the style of ARGUMED (essentially trees that consist of statements with reasons for and against them, and
in which the mnneding arrows can themselves have reasons for and against them) could count as a
generalization for defeasible reasoning of the proofs of deductive reasoning. The guiding ideawas that
there should be a ¢ose relation between being the justified conclusion of an evaluated daedicd
argument and being actually justified, i.e., being justified in a dialedicd interpretation. The investigation
led me to adapt my naive notion of didedicd arguments (seeVerheij 2000, sedions 2 an 10) and to the
discovery of the notion of dialedicd justificatiion. The latter notion resulted in an elegant charaderizaion
of the existence and multiplicity of the diadledicd interpretations of sets of prima fade justified
assumptions. It turned out that a slight generalization of the logicd language in order to express a
statement’s defea (by using the mnnedive x for dialedicd negation) considerably simplified the
definitions and resulted in a dea view on the interpretation of prima fade justified assumptions. The
combination of x and ~ all owed the dimination of x: it could be replacel by ~x.

The third reason was that | wanted to get a good view on the nature of logic in the context of
defeasible reasoning. Many of the eisting theories obviously described some of the ‘right’ concepts
relevant for defeasible reasoning - | have drealy cited some of the best sources -, but not in away that in
my opinion sufficiently clarified the relation with standard logicd concepts, such as models of a theory,
valid consequence and proof. What | found espedally confusing was the fad that several approaches used

4 For ealier publicaions on DEFLOG, seeVerheij (2000, 2001b, 2002). All draw on the manuscript by

Verheij (20004).

>  See 4so http://www.metajur.unimaas.nl/~bart/aad.

®  After ARGUMED 2.0, a version of ARGUMED has been developed that is based on DEFLOG. See the
paper by Verheij (to appear) on argument assistants.



separate logicd layers, one for the basic information, another for the information that led to defeasibility.
The normal separation between a logicd objed language and the meta-language in which the logic is
described was regularly extended with an intermediate language for the defeasibility information. In
particular, defeasible cnditionals were often expressed autside the logicd objed language,’ as were the
priority or defea information.® However, to ohtain the required effed, the different layers of course had
to be somehow connected.” | have dways found that this resulted in confusing formalizations, that
obscured the relation between ‘deductive’ and ‘defeasible’ logic.®® The separation seemed to be dictated
by the fad that defea was treded as a property of arguments (roughly in the sense of derivations). Instead
DEFLOG is entence-based and focuses on the defea of prima fade justified assumptions, instead of on
the defea of the agumentsin terms of them.

DEFLOG's basic concepts have been chosen to be & close @ possble to basic concepts of standard
logic. With some exaggeration, the development of DEFLOG has led me to believe that the basic
difference between a deductive and a defeasible logic is didedical negation paired with dialedicd
interpretation.

1.2 Theformally related work of Dung, Bondarenko, Kowalski and Toni

DEFLOG is part of along Hstory. Its concepts and formal techniques have been espedally influenced by
the &undance of work on logics modeling defeasible agumentation (see for instance the overview by
Prakken & Vreeswijk 2002.

Particularly relevant is the work by Dung (1995 on argumentation frameworks and by Bondarenko,
Dung, Kowalski & Toni (1997) on assumption-based frameworks. Conceptualy there is an important
differencein starting point, since agumentation frameworks and assumption-based frameworks focus on
arguments, while DEFLOG is sntence-based. However, formally there ae dose relations. DEFLOG's
central definition - viz. that of a dialedicd interpretation of sets of prima fade justified assumptions -
corresponds to their stable semantics, which is closely related to the stable models of logic programming
(Gelfond & Lifschitz 1988. An important formal difference between DEFLOG and Dung’s (1995
argumentation frameworks is the richer language used by DEFLOG. Essentialy, Dung uses a language
that can only express a fixed attack relation, whereas in DEFLOG's language the dtack relation is not
fixed, but can depend on the other information, and is moreover flanked by a suppart relation.

The expressveness of DEFLOG' s language is aso a difference with Bondarenko, Dung, Kowalski &
Toni’s (1997 asumption-based frameworks. The latter use afixed set of rules of inference, whereas
DEFLOG uses objed-level conditionals that can depend on (i.e., be derived from) the other information.
The mntraries that occur in assumption-based frameworks (and that should not be mnfused with their
non-provability claims) play a role that is related to DEFLOG's diadedicd negations. However, the
contraries are not expressd using an objed-level connedive (as DEFLOG's dialedicd negations), but by
a meta-level mapping of the language into itself. Formally, such a mapping can do the job, but | believe
that DEFLOG's use of a dedicated connedive tends to ill uminate what is going on.'* Bondarenko, Dung,
Kowalski & Toni’s (1997 application of contraries is very different from that of DEFLOG's dialedicd
negations. Whereas contraries are used as a technicd tod for the remnstruction of related logicad

" E.g., Reiter's (1980 defaults, Pollock’s (1995 prima fade reasons, Nute's (1994 defeasible rules,
Vreeswijk's (1997 defeasible rules of inference, Prakken's (1997 defeasible rules, Bondarenko, Dung,
Kowalski & Toni’s (1997 rules of inference, but not Hage's (1997) rules.

8 E.g., Pollock’'s (1995 defeaers, Nute's (1994 defeaers, Vreeswijk’s (1997 conclusive force
relation, Prakken’s (1997 priority relation, Bondarenko, Dung, Kowalski & Toni’s (1997 contrary
mapping.

° | know of only one logicd formalism, viz. Hage's (1996 1997) Reason-Based Logic, to which | have
contributed (Verheij 199%6b), that uses an integrated language. However, the formalizaion of Reason
Based Logic is © dfferent from standard logics (for instance by its typicd predicae and function
symbols and its denotation of fads asterms) that it is hard to seethe wnnedion.

19" Alogic is here any formalization of concepts related to reasoning. When | spe&k of standard logics, |
think in the first placeof classcd propasitional and first-order predicae logic. A deductive logic is a
logic that is based on truth-preservation or on deduction rules (that are not defeasible). A defeasible logic
isalogic in which assumptions, rules of inference or derivations are somehow defeasible.

" During the development of DEFLOG | was well aware of the dose formal connedion with Dung's
(1995) work. The formal connedion with the work of Bondarenko, Dung, Kowalski & Toni (1997) only
dawned on me when DEFLOG was already finished.



formalisms that mainly relies on a second toodl, viz. nonprovability, dialedicd negations are used to
expressthe defea of a primafade justified assumption.

Next to the differences in conceptualizaion, expressveness and applicaion, in the present paper,
techniques are used that differ from those used by Dung, Bondarenko, Kowalski and Toni. Espedally, the
investigation of the stages of a set of assumptions (esentially the dialedicd interpretations of subsets of
the assumptions) and the definition of dialedicd justificaion (a variant of the notion of admissibility that
is at the heat of the work of Dung, Bondarenko, Kowalski and Toni, but with nicer properties) are new.
These techniques are diredly applicable to the agumentation and assumption-based frameworks of Dung,
Bondarenko, Kowalski and Toni (see éso sedion 6).

A fina differenceisthat, as sid, DEFLOG has been designed in an attempt to stay as close & possble
to concepts of standard logics, thereby hopefully illuminating the relation between deductive and
defeasible logic.

1.3 Some key notions of DEFLOG

DEFLOG's logicd language has two connedives x and ~. The former denotes dialectical negation, the
latter primitive implication. Dialedicd negation expresses defed. The dialedicd negation x¢ of a
sentence ¢ expresses that the statement that ¢ is defeated. Dialedicd negation is the basic logicd toadl to
ded with the interpretation of primafade justified assumptions. When the dialedicd negation of a prima
fadejustified assumption is (acdually) justified, the assumption is not adualy justified, but defeaed. The
properties of dialedicd negation are significantly different from standard negation (as will be discussed
below). Note that dialedicd negation is not meant to replace standard negation, but introduced as a
different concept. As aresult, it makes ®nse to use standard and dialedicd negation side-by-side in one
language. (Cf. the discussion of the Nixon diamond in sedion 2 below.)

Primitive implication is intended to expresselementary conditional relations as they exist contingently
in the world. Examples of primitive implication are ‘If an objed looksred, it isred’ and ‘If Johnis athief,
he is punishable’. This is in contrast with the materia implication of classcd logic. Of course the
material implication can be used to expresselementary, contingent conditional relations, but the material
implication is also intended to express tautologous conditional relations (cf. its use in the deduction
theorem and the well-known paradoxes of the material implication) and ‘redundant’ conditional relations
such as ‘If Johnis athief and it rains, John is punishable’. (See e.g., Haadk 1987 and Read 1995 for a
discussion of the material implication and what it represents.) The properties of the primitive implication
built into DEFLOG are sharply delimited: it only validates Modus ponens (From ¢ ~ ¢ and ¢, conclude
Q). Primitive implication does for instance not in general validate the dassicd introduction rule for
conditionals (Given a proof of | asuuming ¢, obtain a proof of ¢ ~ Y that does not assume ¢).
Notwithstanding the delimitation of its properties, the use of primitive implicetion gves DEFLOG
adequate expressveness®? Differences between primitive and material implication are discussed below.

The cetral definition of DEFLOG is that of the dialectical interpretation of a set of prima fade
justified assumptions. There ae two main differences between the standard logicd interpretation of sets
of assumptions in terms of their models and the interpretation of sets of assumptions in terms of their
dialedicd interpretations. The first is that, in the standard models of a set of assumptions, all sentences
are taken to be true: al assumptions are asdgned the same pasitive status, in logic usually referred to as 1
or t. This corresponds to the idea of taking the asumptions as definitely true. A model of a set of
assumptions is then a logicdly possble world in which al assumptions are true. In the dialedical
interpretation of a set of assumptions in DEFLOG, however, not all sentences need to be given a positive
evaluation: an assumption can be dther positively evaluated, viz. as justified, or negatively, viz. as
defeated, formaly referred to as j and d, respedively. This corresponds to the idea of taking the
assumptions as prima fade justified, instead of definitely true: some of the prima facie justified
assumptions turn out to be adually justified, others as defeaed in the dialedicd interpretation. The
adualy justified assumptions defea the other assumptions. Which assumptions are adually justified and
which defeaed is essentially constrained as follows: in a dialedicd interpretation, an assumption is
defeaed if and only if the assumption’s dialedicd negation follows from the asumptions that are
justified.

12 For instance, every logic that has a Hil bert-style proof theory, i.e., one that uses axioms and one rule
of inference, viz. Modus ponens, can in a trivial way be mimicked using primitive implication. Many
logics have such a proadf theory.



The second main difference between the models of standard logic and DeEFLOG's dialedicd
interpretations is that in the models of standard logic, the whole language is interpreted, i.e., al sentences
of the language ae asdgned a status (usually either true or false), while in dialedicd interpretations, this
need not be so: adialedicd interpretation has an extent, that consists of the sentences of the language that
are adgned a status. The intuitive ideais that in a diaedicd interpretation only those sentences are
evauated as are justified or defeded by the theory. In fad, the analogy between dialedical interpretations
and sets of consequences of consistent sets of sentences is closer than that between diadedicd
interpretations and models. This explainsthe ‘partiaity’ of dialedicd interpretations.

1.4 Informal examples of DEFLOG

Before discussing further details of DEFLOG, let's consider the two examples of the start of the
introduction (section 1): the presumption of innocence and the red-looking objed. How are they to be
logicdly analyzed?

Example (1.1): the presumption of innocence

There aetwo primafade assumptions:

i nnocent

proven_guilty ~ Xinnocent
The first sentence expresses the aumption of innocence the second that when guilt is proven (by
proof in the legal sense, not in the logicd sense), the asumption of innocenceis defeaed. Given these
two assumptions, the assumption of innocence is not only prima facie justified, but also adually.
There is no information that can lead to the defea of one of the prima fade justified assumptions: the
antecadent of the anditional is not satisfied. When however athird assumption pr oven_gui l ty is
added, it follows that xi nnocent . When the assumptions would be taken as definitely true, an
inconsistency arises: both i nnocent and xi nnocent follow. Sincethe assumptions are interpreted
as being prima fade justified, the situation is different. The prima fade asumption of innocence is
countered by its diadedical negation. As a result, the prima fade asumption i nnocent is not
adually justified, but defeaed. Note that dialedicd negation is inherently ‘direded’, in the following
sense. Since xi nnocent follows, i nnocent is defeaed. However, it is not the cae that since
i nnocent is prima fade justified, xi nnocent is defeded. This is in contrast with standard
negation where the truth of a negated sentence, implies the sentence’s falsity, while dso a sentence’s
truth impli es the falsity of its negation.™

Example (1.2): the red-looking object (Poll ock 1987, 1995)

Initialy, there aetwo primafade assumptions;

| ooks _red

| ooks red - is_red
The former expresses that some objed looks red, the latter that if an objed looks red, it is red. It
follows that the objed looks red. However, let’s make two additional primafade assumptions:

red_light

red_light ~ x(looks_red ~ is_red)
The first sentence expresses that the objed is ill uminated by a red light. The second expresses that if
an objed isilluminated by ared light, it is defeaed that the objed is red when it looks red. When the
four sentences are together assumed to be prima fade justified, the prima fade asumption that the
objed isred when it looks red, is defeaed, and it does not follow that the objed looks red. Again, an
inconsistency would arise when the asumptions would not be taken as prima fade justified, but as
definitely true.

13 Bondarenko, Dung, Kowalski & Toni (1997) also analyze the presumption of innocence. However,
they do not analyze the presumption of innocence per se, but instead the conditional expression that
someone is innocent unless proven guilty. To this effed they use aweak negation expressing (logicd, not
legal) non-provability, and a generic non-provability assumption that cen be defeaed. When ~ denotes
non-provahility, they use a onditional of the form~guilty ~ i nnocent to formalizethe example.
Since ~qui | ty is defeasibly assumed (just like every other statement of the form ~¢), the innocence
foll ows defeasibly. Note that in this way the presumption of innocenceis a mnditional with a defeasibly
fulfilled anteceadent and not a separate, primafade justified assumption, asin the analysis here.



Both examples show DEFLOG's nhonmonotonicity: after adding assumptions, an initial consequence no
longer foll ows.

1.5 The contribution of the present research
Among the innovations of DEFLOG and the contributions of this paper are the foll owing:

- The investigation of the logicd interpretation of prima facie justified assumptions (in terms of
dialedicd interpretations) in contrast with the standard logicd interpretation of definitely true
assumptions (in terms of models).

- The design of a sentence-based theory of defeasible reasoning instead of a rule-based or argument-
based theory.

- The definition and analysis of dialectical negation and primitive implication, and the discovery that
attadk and several other notions from defeasible logic (like Toulmin's warrants and Pollock’s
undercutters) can be analyzed in terms of dialedicd negation and primitive implication.

- The distinction of two kinds of defeasibility for conditionals. being prima fade justified and being
inconclusive. Whereas the former type gplies to any assumption, the latter is restricted to
conditionals. DEFLOG is based on aprimafade justified conditi onal.

- Thediscovery of the notion of dialectical justification and its relation to the existence and multiplicity
problemsfor dialedicd interpretations, and its subtle distinction from the notion of admissibili ty.

- The use of genuine sentential connectives x, ~ and x, allowing nested expressions, in the context of
defeasible agumentation, in an attempt to normalize the expressveness of logics for defeasible
argumentation.

- Thenotion of stages as partial interpretations of sets of prima fade justified assumptions.

- Thedistinction of two fundamentally different ways of maximizing partial dialectical interpretations,
viz. the maximization of the adually justified sentences, and the maximization of the interpreted
sentences.

- Discusson of the relations between several types of stages (or, better, of their non-relations).

Of course some of the &ove ae not entirely new or original, but | claim that the ideas are here & least
significantly extended or clarified, given suitable explicitness or deservedly emphasized.

1.6 Overview of the paper

The paper is gructured as follows. Sedion 2 contains DefLog's core definition: the diaedicd
interpretation of theories. In sedion 3 the notion of diaedicd justificaion is introduced. Dialedicd
justification is a variant of Dung's (1995 notions of acceptability and admissibility. In sedion 4, it is
shown how the notion of dialedicd justificaion leads to a daraderization of the existence and
multi plicity of the dialedicd interpretations of theories. In sedion 5, the focusis on atheory’s dages, i.e.,
the dialedicd interpretations of its parts. In sedion 6 the relations with Dung's work (1999 are
discussed.

2 DEFLOG - alogic of dialectical interpretation

The ideas on prima fade justified assumptions can be made formally predse in terms of the logicd
system DEFLOG (Verheij 2000a). Its garting point is a simple logicd language with two connedives x
and ~. The first is a unary connective that is used to expressthe defed of a statement (a statement’s ©-
cdled dialectical negation), the latter is a binary connedive that is used to expressthat one statement
supparts another (primitive implication). When ¢ and () are sentences, then x¢ expresses that the
statement that ¢ is defeaed, and (¢ ~ ) that ¢ supparts g, or that Y follows from ¢. Attad, denoted as
X, is defined in terms of these two connedives: ¢ X P is defined as ¢ ~ x, and expresses that ¢ attadks
Y, or that it follows from ¢ that Y is defeated. When p, g, r and s are dementary sentences, thenp ~ (q ~
N, p~ x(q~ xr)and (p~ q) ~ (p ~ x(r ~ ) are some examples of sentences. For convenience, outer
bradets are omitted. Phil osophica connotations of the terminology used are here not at isue.

The central definition of DEFLOG is its notion of the dialectical interpretation of a theory. Formally,
DerLoG's didedical interpretations of theories are avariant of Reiter’'s (1980 extensions of default



theories, Gelfond & Lifschitz’s (1988 stable models of logic programming, Dung's (1995 stable
extensions of argumentation frameworks, and Bondarenko, Dung, Kowalski & Toni’s (1997 stable
extensions of assumption-based frameworks.**

A theory is any set of sentences, and when it is dialedicdly interpreted, al sentencesin the theory are
evaluated, either as justified or as defeded. (This is in contrast with the interpretation of theories in
standard logic, where dl sentences in an interpreted theory are assgned the same pasitive value, namely
true, e.g., by givingamodel of the theory.)

An assignment of the values justified or defeaed to the sentencesin a theory givesrise to adiaedicd
interpretation of the theory, when two properties obtain. First, the justified part of the theory must be
conflict-free Seand, the justified part of the theory must attack all sentences in the defeaed part.
Formally the definitions are & foll ows.

Definition (2.1)

(i) LetT be aset of sentencesand ¢ a sentence Then T supports ¢ when ¢ isin T or follows from T by
the repeaed applicaion of ~-Modus ponens (i.e., from ¢ ~ @ and ¢, conclude ). T attacks ¢ when
T supparts x¢.

(i) LetT be aset of sentences. Then T is conflict-free when there is no sentence ¢ that is both supparted
and attacked by T.

(i) Let A be aset of sentences, and let J and D be apartition of A, i.e., subsets of A that have no
elementsin common and that have A as their union. Then (J, D) dialectically interprets the theory A
when Jis conflict-free ad attacks all sentencesin D. The sentences in J are the (actually) justified
assumptions of the theory A, the sentencesin D the (actually) defeated assumptions. The sentences
in A are the theory’ s (prima facie justified) assumptions.

(iv) Let A be aset of sentencesand let (J, D) didedicdly interpret the theory A. Then (Supp(J), Att(J)) is
a dialectical interpretation or extension of the theory A. Here Supp(J) denotes the set of sentences
suppated by J, and Att(J) the set of sentences attacked by J. The sentences in Supp(J) are the
justified statements of the dialedicd interpretation, the sentencesin Att(J) the defeated statements.

Note that when (J, D) dialedicdly interprets A and (Supp(J), Att(J)) is the corresponding dialedica
interpretation, J is equal to Supp(J) n A, and D to Att(J) n A. It is convenient to say that a dialedicd
interpretation (Supp(J), Att(J)) of atheory A is specified by J.

Example (2.2): attack and counterattack
0 Consider the foll owing set of (primafade justified) assumptions:
p. 4, 9~ *p
It expresses that the prima facie justified assumption q attadks the prima fade justified assumption
p. Thereis one dialedicd interpretation. In it, the assumptions q and g~ xp are acually justified,
and pis defeaed. There is one other interpreted sentence, viz. xp, that is justified. Formally, this
exampleis equal to the presumption of innocence example aove (sedion 1.4).
(i)  Consider the following set of assumptions:
P, d: g~ Xp, 1, I~ Xq
The dtadk of g by the prima fade justified assumption r has been added to the asumptions of the
previous example. There is one dialedicd interpretation. Init, the assumptionsp, g~ xp, rand r ~
xq are adually justified, and q cefeaed. There is one other interpreted sentence, viz. xq, that is
justified.

4 In sedion 6, a formal connedion with Dung's (1995 work is discussed. Verheij (20008) gives other
relations between DEFLOG and related formalisms. See &so Dung (1999 for relations of his work with
other formalisms. To guide intuiti on, the foll owing may be useful. A default p: g/ r (asin Reiter’'s 1980
would in DEFLOG be translated to two conditionals, viz. p ~ r and = ~ x(p ~r). The second says that the
former is defeated in case of = q. This corresponds to the intuition urderlying the default that r follows
from p aslong as g can consistently be asumed. (Note however that the properties of ordinary negation -
are not part of DEFLOG proper.) A rule in logic programming p « @, ~r corresponds in DEFLOG to two
conditionals, viz. g ~ p and r ~ x(gq ~ p). The second says that q ~ p is defeated in case of r. This
corresponds to the intuition underlying the program rule that p follows from g when r is not provable, but
that p does not follow from q when r is provable.



This example of attadk and counterattadk shows the phenomenon of reinstatement, that is typicd for
defeasible reasoning: an assumption that is defeaed can bemme justified when there is additional
information.

Example (2.3): dialectical negation and double dialectical negation
0] Consider the following set of assumptions:
p, Xp
It expresses that it is prima fade justified that the prima fade justified assumption p is defeated.
There is one dialedicd interpretation. In it, the asumption xp is adually justified, and p is
defeded. Thereisno aher interpreted sentence
(i)  Consider the following set of assumptions:
P, Xp, XXp
It adds to the previous example that it is prima fade justified that p’s defed is defeaed. There is
one dialedicd interpretation. In it, the assumptions p and xxp are adualy justified, and xp is
defeded. Thereisno aher interpreted sentence

The examples of dialedical negation and dauble dialedicd negation show the asymmetry between a
sentence and its dialedicd negation: whereas the fad that an assumption’s dialedicd negation isjustified
indicates the assumption's defea, an assumption’s being justified does not indicae its dialedicd
negation's defeat. (See &so sedion 122 o Verhej (2000a) on symmetric DEFLOG.) Note dso that
neither of the double negation rules of standard logic hold (implying that dialedicd negation differs from
classcd negation and from intuitionistic negation): when p is justified, xxp is not necessarily aso
justified, nor is p necessarily justified, when xxp is. The former is shown by the first of the eove two
examples, the latter follows by considering the single assumption xxp. In its unique dialedical
interpretation, only xxp isjustified and only xp defeaed.

Example (2.4): primitive implication
0] Consider the foll owing set of assumptions:
P~0,q~>(~9),pr
It expressesthat it is primafade justified that g follows from the prima fade justified assumption
p, and that it follows from g that s follows from the assumption r. There is one dialedicd
interpretation, in which al assumptions are justified. There ae three alditional interpreted
sentences, viz. g, r ~ sand s, that are dl justified.
(i)  Consider the following set of assumptions:
P~q. g~ (~9,prt>xp~aq),t
The prima facie justified assumption t, attacking the asumption that q follows from p, has been
added to the previous example. In the unique diaedicd interpretation of these assumptions, al
assumptions are justified, except for p ~ g that is defeaed. There is one other interpreted sentence,
viz. X(p ~ q) that isjustified. Notethat g, r ~ sand s are neither justified nor defeaed.
(iii)  Consider the following set of assumptions:
pP~0,%q
There is one didedicd interpretation, in which bath assumptions are justified. The sentence q is
defeded, and no other sentenceis interpreted. This $ows that contraposition (From a conditional
and the negation of its consequent, conclude its negated antecedent) does not hold.

The examples of the primitive implicaion also show that the analogues of the paradoxes of the material
implicaion (viz. that ¢ - (¢ - W) and - — (¢ — ) are logicdly true) do not hold: when xq is
justified, no conditional with q as its antecalent necessarily follows (example (iii)), and when p is
justified, no conditional with p asits consequent necessarily follows (example (i)).

Many theories have aunique dialedica interpretation. For instance a nflict-freetheory always has
a unique diaedicd interpretation, namely the dialedicd interpretation spedfied by the theory itself.
Examples of theories with no or with several dialedicd interpretations are the foll owing:

Example (2.5): loops of attacks
0] Consider the following set of assumptions:

P, p~Xp
It expresses that p attadks itself. The asumptions have no dialedicd interpretation.



(i)  Consider the following set of assumptions:
P.Q, P~ *q,q~*p
It expresses that p attadks q and vice versa. The asumptions have two daedicd interpretations.
In one, all assumptions are justified, except for p that is defeded. In the other, only q is defeded.
(i)  Consider the foll owing set of assumptions:
p,q, r,p»xq,qaxr,rgxp
It expresses that p attadks g, which attadks r, which on its turn attadks p. The asumptions have no
dialedicd interpretation.

Example (2.6): the Nixon diamond
0] Consider the foll owing set of assumptions:
Q. rg~>p, r~>xp
It expresses that q suppats p and that r attacks p. These asumptions have no daedicd
interpretation.

(i) It may be thought that the assumptions of the previous example ae aformali zaion of the so-cdled
Nixon diamond, a famous example in nonmonotonic logic. In fad, the previous example is not the
analogue in DEFLOG of the Nixon diamond. In Reiter’s (1980 default logic, it looks thus:

o rgq:p/pri-p/=p
These express that Nixon is a quaker and a republican, and that quakers are padfists, while
republi cans are non-padfists. Reiter’s definitions give rise to two extensions. In one, p foll ows by
the gpli cation of the first default, in the other, — p foll ows by the goplicaion of the second default.
A representation of the Nixon-diamond in DEFLOG"™ takes the following assumptions:

a,r,q~Pp,r~not-p, p~ X(r ~ not-p), not-p ~ x(q ~ p)
The latter two conditionals expressthat when p is adually justified, it is defeaed that r implies
not-p, and that when not-p is adually justified, it is defeated that g implies p. In ead of the two
dialedicd interpretations of these assumptions, one of g ~ p and r ~ not-p is defeaed, the other
judtified. In the DEFLOG formalization, the wnditionals g ~ p and r ~ not-p stand for the
‘applicaion of the Reiter defaults, while the conditionals p ~ x(r ~ not-p) and not-p ~ x(q ~ p)
express when that application is blocked. The difference between the Reiter and the DEFLOG
formalization has to dowith the fad that Reiter’s defaults are inconclusive (their consegquent does
not always follow when their antecalent obtains), while DEFLOG uses conditionals that are prima
fade judtified, just like other assumptions. Cf. dso Verheij (20001), sedion 11.2. Note that the
oppdasition between p and not-p is not represented in terms of dialedical negation (i.e., as p and
xp), showing that it can make sense that standard and dialedicd negation are used side-by-side,
ead for its own purpase.

Example (2.7)

(i) Thethreetheories{p, p~ xp}, {p, p~ q, xq} and {p; | i isanatural number} O {p, ~ xp; |i and j are
natural numbers, such that i < j} lad diaedicd interpretations, each in a different way. The first isa
simple atack loop. The seaond shows that the defeat of a supparted statement requires more than just
assuming its defeda. The third theory is more cmplex. It can be seen as follows that it laks a
dialedicd interpretation. Assume that there is a dialedicd interpretation E in which for some natural
number n p, isjustified. Then al p,, with m > n must be defeaed in E, for if such a p,, were justified,
p, could not be justified. But that isimpassible, for the defea of ap,, with m > n can only be the result
of an attack by ajustified p,y with m’ > m. Asaresult, no p can bejustified in E. But then al p; must
be defeaed in E, which isimpaossible since the defea of ap, can only be the result of an attack by a
justified g with j > i. (Note that any finite subset of the latter theory has a dialedicd interpretation,
whil e the whole theory does not.)

(i) The threetheories{p, g, p ~ %0, g~ Xp}, {P;, Pis1 ~ Xpi | i isanatural number} and {x'p |i isanatural
number} have two daledicd interpretations. Here x'p denotes, for any natural number i, the sentence
composed of alength i sequence of the mnnedive x, followed by the mnstant p. (Note that ead finite
subset of the latter theory has a unique dialedicd interpretation.)

5 Verhdj (2000a) and (2002) give different analyses of the Nixon diamond. The former contains an
error, the latter is unnecessarily entangled and is farther away from Reiter’ s default logic than the analysis
given here. The present analysis follows the trandation of Reiter’s defaults to DEFLOG sentences as
discussed by Verheij (2000).



DErLOG's connedives ~ and x are obviously reminiscent of propasitional logic's connedives — and .
Also some of DEFLOG's definitions remind of propaositional logic. These likenesses have been
incorporated on purpcse. In fad, DEFLOG has been carefully designed to be & close & possble to
propositiona logic (as the paradigmatic example of deductive logic), while retaining the esence of
defeasible logic.

The examples arealy showed some differences between DEFLOG's connedives and those of
propositional logic. Another differenceis that the set {p, xp} ishot ‘inconsistent’ or ‘unsatisfiable’, from
the dialedicd point of view: the theory {p, xp} has a unique dialedicd interpretation in which p is
defeded and xp justified. Of course {p, - p} is classcdly inconsistent. The theory {p, xp} shows the
esence of dialedicd negation: the dialedicd negation of a sentence in a sense ‘prevails over the
sentence. By this prevalence of dialedicd negation, assumptions are only prima fade justified: a prima
fade assumption is not adually justified when the dialedicd negation of the asumption is (adually)
justified.

Note that the prevalencerelation between a sentence p and its weak negation ~p in logic programming
is exadly oppdasite to that between a sentence p and its dialedicd negation xp: in logic programming ~p
can be assumed as long as p is not provable, while in dialedicd argumentation p can be asumed as long
as xp isnot justified.

The theory {p, xp} aso shows that dialedicd interpretation is not simply maximal consistency:
whereas the maximal consistent subset { xp} correspondsto a (the) dialedicd interpretation, { p} does not.
Verheij (2000a) gives much more information on DEFLOG, for instance, on different ways to adapt
DEFLOG to incorporate the dasscd logical connectives. Once again: DEFLOG's connedives ~ and x are
not meant to replacethe dassicd connedives; they expressdifferent concepts.

It is not hard to see that DEFLOG is non-monotonic, for instance in the following sense: when a
sentence is justified in some diaedicd interpretation of a theory, it need not be in a didedicd
interpretation of alarger theory. The simplest example is provided by the theories {p} and {p, xp}. Both
have only one dialedicd interpretation. In the dialedicd interpretation of {p}, p isjustified, but in that of
{p, xp}, p isdefeded (and xp justified).

Notwithstanding the simple structure of DEFLOG's logicd language (with only two connedives, viz.
~ and x), many central notions of dialedicd argumentation can be analyzed in terms of it. For instance, it
is possble to define an inconclusive mnditiona (i.e., a conditional of which the consequent does not
aways follow when its antecadent obtains) in terms of DEFLOG's defeasible cnditional (that is
defeasible in the same way as any other statement). DEFLOG's expressveness also alows an integrated
anaysis of Toulmin's (1958 warrants and badkings and Pollock’s (1987 undercutting and rebutting
defeders. A warrant and an undercutter can be seen as the suppart and attadk, respedively, of the relation
between a reason and its conclusion. In DEFLOG this can be expressed by sentences of the forms ¢ ~ (W
~X) and ¢ ~ x( ~ x). Whereas Poll ock treas undercutting and rebutting defeaters as sparate concepts,
in DEFLOG it is natural to consider both as different instances of the general phenomenon of defea. Cf.
Verheij (2000a, 2001a).

3 Dialectically justifying arguments

Before we proced to the notion of dialedicd justification, some terminology needsto be introduced.

Definition (3.1)

(i) A setof sentencesis an argument when it is conflict-free If A is a set of sentences, a A-argument is
an argument that is a subset of A.

(i) Let ¢ be asentence An argument C is an argument for ¢ if C suppats ¢. An argument C is an
argument against ¢ if C attadks ¢. The sentences in an argument C are dso cdled its premises, the
sentences ¢ such that C supparts ¢, its conclusions.

(i) Anargument C attacks an argument C’ if C attacks a sentencein C'.

(iv) Arguments C and C' are compatible when C 0 C' is an argument, and atherwise incompatible. The
arguments in a @lledion {C}; 5, are compatible if their union [; 5, G; is an argument, otherwise
incompatible.

In the foll owing figure, three aguments are graphicdly suggested.
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The bottoms of the dpine shapes consist of the premises of the agument; the tops are the conclusions.
Argument A has conclusion ¢, argument B conclusion x¢ and argument C has premise ¢. B attadks C,
but not necessarily A (since ¢ might not be apremise of A). A and B are incompatible, and B and C are
too.

When atheory has adialedicd interpretation, the set of sentences of the theory that are justified in the
interpretation are dealy an argument. It has a spedal property:

Proposition (3.2)
Let E be adiaedicd interpretation of atheory A. Then JE) n A is aA-argument that attacks any A-
argument C that isincompatible with J(E) n A. Here J(E) denotes the set of justified statements of the
dialedicd interpretation E.
Proof: Since E is a didedicd interpretation, J(E) n A is conflict-free Hence aA-argument C that is
incompatible with J(E) n A cannot be asubset of J(E) n A. Therefore thereisasentence¢ in C that is not
in JE) n A. Since E is a didedicd interpretation, it is in D(E), the set of defeaed sentences of the
didedicd interpretation E. But for any sentence ¢ in D(E) it holds by the definition of dialedicd
interpretationsthat J(E) n A attacks ¢. In other words, J(E) n A attacks C.

Arguments with the property that J(E) n A hasin proposition (3.2) are said to be dialedicdly justifying:

Definition (3.3)

(i) A A-argument C is dialectically justifying with resped to A if and only if C attacks every A-
argument C’ that isincompatible with C.

(i) A sentence¢ isdialectically justifiable with resped to a set of sentences A if and only if thereisaA-
argument C for ¢ that is dialedicdly justifying with resped to A. Such an argument C is then cdled
a dialectical justification of ¢, and C dialectically justifies ¢ with resped to A. A sentence ¢ is
dialectically defeasible with resped to A if and only if x¢ is dialedicdly justifiable with resped to
A. If Cisadiadedicd justificaion of ¢, then the agument C dialectically defeats ¢ with resped to
A.

(iii) A sentence ¢ is dialectically interpretable with resped to a set of sentences A if and only if it is
didedicdly judtifiable or didedicdly defeasible with resped to A. A sentence ¢ is dialectically
ambiguous with resped to a set of sentences A if and only if it is both dialedicdly justifiable and
dialedicdly defeasible with respea to A.

The agument {p, r, r ~ xq} diadedicdly justifies p with resped to the theory {p, g, r, g ~ Xp, r ~ xq}.
The agument {p} does not dialedicdly justify p since the incompatible agument {q, g ~ xp} is not
attacked. The agument {r, r -~ xq} dialedicdly defeas q with resped to the theory.

The sentences p and g are dialedicaly ambiguous with resped to the theory {p, g, p ~ xq, q ~ xp}
sincethe agument {p, p ~ xq} diaedicdly justifies p and daedicadly defeas q, and likewise for g.

The sentencep is not dialedicdly interpretable with resped to the theory {p, p ~ Xp}.

When an argument is dialedicdly justifying with resped to a theory, it diadedicdly justifies al the
sentences it supparts.

Note the simil arity of dialedicd justificaion with Dung’'s (1995 admissibility. Whereas admissibili ty
requires that there is an attadk against each attadk, dialedical justificaion requires smething stronger:
there must be an attadk against each incompatibility. Seesedion 6 for a further discusson of the relations
between the two notions.
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4 Theexistence and multiplicity of dialectical interpretations

When atheory has adialedicd interpretation, all sentencesin the theory are diaedicdly interpretable. In
other words, diaedicd justificaion is a kind of ‘locd’ diadedicd interpretation. This is an immediate
corollary of propasition (3.2):

Corollary (4.1)
Let E be adiadedicd interpretation of the theory A. Then all sentences in the theory are dialedicdly
justifiable or dialedicdly defeasible with resped to A.

Proof: By propgsition (3.2), JE) n A didledicdly justifies or defeas al sentencesin A.

Note that corollary (4.1) gives anecessary condition for the existence of a dialedicd interpretation: when
there is a sentence in a theory that is not dialedically interpretable, there canot be a didedicd
interpretation. Corollary (4.1) can explain all examples of theories without dialedicd interpretations that
have been encountered: in all, there is a sentence that is not dialedicdly interpretable. Neverthelessthe
condition in the wrollary is not sufficient for the existence of a dialedicd interpretation, as the theory A
={p,q, P~ Xq,q~ XpP, I, r ~ Xr, S, S~ XS, p~ Xr, q~ xs} shows. It has no daedicd interpretation.
Neverthelessall sentencesin the theory are dialedicdly justifiable or defeasible with resped to A. The A-
argument {p, p ~ xq, p ~ xr} didedicdly justifies p and daedicdly defedsqand r, while{q, g~ xp, q
~ xs} didedicdly justifiesq and daedicdly defedspandr.

The notion of dialedicd justification plays the entra role in theorem (4.3) below, that shows exadly
under which circumstances a theory has a dialedicd interpretation. One alditional definition is needed.

Definition (4.2)
Let C be an argument. A sentence ¢ is dialectically justifiable in the context C with resped to a
theory A if it is supparted by a dialedicdly justifying argument of the theory that contains C, and
dialectically defeasible in the context C if x¢ is supparted by adialedicdly justifying argument that
contains C.

Now the theorem can be formulated:

Theorem (4.3)
A theory A has adiaedicd interpretation if and only if there is an argument C in the mntext of which
al sentences in A are ather didedicdly justifiable or dialedicdly defeasible with resped to the
theory, but not bath.

(The proof follows below.) In other words, a theory has a dialedicd interpretation if and only if thereisa
context in which all sentences of the theory are didedicdly interpretable, while none is diaedicdly
ambiguous. Theorem (4.3) is closely related to corollary (4.1) above that says that the diadedicd
interpretability of all sentences of a theory is necessary for the existence of a dialedicd interpretation.
Theorem (4.3) says that the diaecticd interpretability of all sentences in a context with no dialectical
ambiguities is both necessary and sufficient for the existence of a diaedicd interpretation. In other
words, after fixing al choices allowed by dialedicdly ambiguous sntences in the theory, it suffices for
the eistence of a dialedicd interpretation that al sentences in the theory are dther diaedicdly
justifiable or didledicdly defeasible. The example that showed why the dialedicd interpretability of all
sentences of atheory is not sufficient for the existence of a dialedicd interpretation, shows what can go
wrong: the diaedicd justification of one sentence (or its dialedicd negation) need not be compatible
with that of another when there is a didledicd ambiguity. In other words, the dialedicd justification of
sentences can depend on the particular choice dlowed by a dialedicd ambiguity. Diaedicd
justifications that require diff erent choices cannot be ‘glued’ to form adialedicd interpretation.
Threeproperties of dialedicd justificaion are esential in the proof of the theorem (4.3):

Proposition (4.4)

(i) Localization: Let E be adiaecticd interpretation of atheory A. Then thereisa wlledion {C}; o, of
arguments that covers JE) n A (i.e., JE) n Aisequa to 00, 5, C), that are didedicdly justifying
with resped to the theory.

12



(i) Union: If C and C are cmpatible aguments, that are dialedicdly justifying with resped to a
theory A, then also C O C' is diaedicdly justifying with resped to the theory. (Similarly, for
colledions of diaedically justifying arguments: the union of a compatible wlledion of dialedicdly
justifying argumentsis again dialedicdly justifying.)

(iii) Separation at the base: If C and C' are incompatible aguments, that are dialedicdly justifying with
resped to atheory A, then there is a sentencein A that is both dialedicdly justifiable and defeasible
with resped to A. (Similarly, for colledions of dialedicdly justifying arguments. given an
incompatible alledion of diaecticdly justifying arguments, there is a sentence in the theory that is
both dialedicdly justifiable ad defeasible.)®

Proof: Locdization follows from corollary (4.1): it shows that J(E) n A isitself dialedically justifying
with resped to A. The union property (for pairs of arguments) is sen as follows. Let C and C' be
compatible dialedicdly justifying arguments, and let the agument C'’ be incompatible with C O C'.
Assume first that C” is incompatible with C. Then clealy C attacks C'’. Assume seoond that C” is
compatible with C. Then C’ isincompatible with the agument C O C'’, and therefore dtadksit. Since C
and C' are compatible, it then follows that C' attacks C”. The proof of the general case of the union
property requires ame extra cae, but is smilar. The property of separation at the base foll ows diredly
from the definition of dialedicd justificaion: when C and C are diaecticdly justifying and
incompatible, they attack each other. Then there is a sentence in ead (and therefore in the theory itself)
that is attacked by the other. The general case of the separation property can be reduced to the cae of
pairs of arguments.

Proof of theorem (4.3): First let E be adialedicd interpretation of A. Then by the locdizaion property
JEE) n A can be covered by arguments that are dialedicdly justifying with resped to A. By the union
property, it then follows that J(E) n A isaso daedicdly justifying. (In fad, the proof of corollary (4.1)
at the beginning of the sedion direaly showsthat J(E) n A isdidedicdly justifying) Asaresult, J(E) n
A is a ontext as in the theorem since by the fad that JE) n A is didedicdly justifying and by the
definition of dialedical interpretations all sentencesin A are dialedicdly interpretable in the context of
J(E) n A, and since by the fad that J(E) n A is conflict-freethere is no dialedicaly ambiguous sntence
in that context. Second let C be a ontext as in the theorem, and let, for al sentences ¢, Cy be aA-
argument dialedicdly justifying or defeding ¢ in the antext C. The mlledion of the Cy is compatible
since by the property of separation at the base there would atherwise be asentence in the theory that is
dialedicdly ambiguous in the mntext C. By the union property, the union of the C, is didedicdly
justifying. It spedfiesadialedical interpretation of A.

The proof shows that dialedicd interpretations can be built by ‘gluing’ dialedicdly justifying arguments.
This suggests that a (set-theoreticaly minimal) argument that dialedicdly justifies a sentence, isakind of
didedicd proof of the sentence Similarly, such a dialedicd proof of the dialedicd negation of a
sentenceisakind of dialedicd refutation of the sentence

The following theorem provides a general answer to the problems of the existence and muilti plicity of
dialedicd interpretations. It isa arollary of theorem (4.3) above:

Theorem (4.5)
Let n be a natura (or cadina) number (possbly 0). A theory A has exadly n didedicd
interpretations if and only if nis equal to the maxima number of mutually incompatible aguments C
in the ontext of which al sentencesin A are ather dialedicdly justifiable or dialedicdly defeasible
with resped to the theory, but not both.

5 Stages

Even if a theory has no daedicd interpretation, its subsets can have dialedical interpretations. The
dialedicd interpretations of subsets of a theory are cdled the theory’'s stages!’ The dialedicd
interpretations of the subsets of a theory can be regarded as preliminary stages on the path towards a
dialedicd interpretation of the whole theory. One culd say that at these preliminary stages less

6 The property is caled separation at the base since the dialedicaly ambiguous ®ntence @n be found
in the theory itself.
" For the development of my ideas on stages, see 4so Verheij 1996a and 1996h,
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information as it is contained in the theory, is taken into account than at a dialedical interpretation. Even
if the theory as a whole lacks a dialedicd interpretation, its sages can provide interesting information
about the theory.

In sedion 5.1, stages are defined. Sedion 5.2 discusses a spedal classof stages, viz. those that are
spedfied by adiaedicdly justifying argument. In sedion 5.3, it is $own that surprisingly there ae few
relations between the diff erent types of stages.

5.1 Definition
A theory’s stages are the dialedicd interpretations of subsets of the theory.

Definition (5.1): stages
Let A, Jand D be sets of sentences. Then (J, D) is a stage of the theory A if and only if it isa
dialedicd interpretation of a subset of A. Theset A n (J O D) isthe scope of the stage. The setsJ n A
and D n A are the j-scope and the d-scope of the stage, respedively. A sentence ¢ in A that isin the
scope of astage Sistaken into account at the stage S.

For instance, the stages of the theory {p, g, q ~ xp} are spedfied by the sets 00, {p}, {q}, {q ~ xp}, {p,
at, {p, 9 ~ xp} and {q, g ~ xp}. The latter has the whole theory as its sope (the asumption pis
defeded) and spedfies the theory’s unique extension. The stages of the theory {p, xp, p ~ q} are
spedfied by the sets O, {p}, {xp}, {p ~ a}, {p, p~ q} and {xp, p ~ qg}. The theory’s unique diaedicd
interpretation is gedfied by {xp, p ~ g}. Note that the scopes of the stages pedfied by {xp} and {xp, p
~ g} include the sentencep.

Not all subsets of atheory occur as the scope of one of the theory’s gages and the stages of a theory
correspond exadly to the interpretations that are spedfied by the conflict-free subsets of A. (Cf. Verheij
200(.) Note that extensionally stages coincide with corflict-free subsets, but not intensionally. One
notion associated with the stages of atheory istheir scope, i.e., the part of the theory that has been taken
into acaunt, which is not as readily associated with the theory’s confli ct-free subsets.

A stage is sid to succea another when it takes more asumptions of the theory into account. For
instance with resped to the theory {p, g, q ~ xp}, the stage spedfied by {p} preceales the stage spedfied
by {d, g ~ xp}. The latter isin fad the theory’s dialedical interpretation. In the former only p is taken
into acount, in the latter q is also taken into acount as an attack of p.

The idea of stages succealing each other gives rise to two partia orders on the set of stages of a
theory: one in terms of the theory’s assumptions that are justified in the stage (the j-scope), the other in
terms of the theory’ s assumptions that are taken into ac@unt at the stage (the scope).

Definition (5.2): a stage preceding or succeeding another stage
Let Sand S' be stages of the theory A. S precedes S', denoted as S<, S, if the scope of Sis a proper
subset of that of S'. S compatibly precedes S, denoted as S =, S, if the j-scope of S is a proper
subset of the j-scope of S'. A stage S' (compatibly) succeeds a stage S when S (compatibly) preceles
S.

Note that <, and —, are not defined in terms of set inclusion of the extents of stages (i.e., all i nterpreted
sentences), but of their scopes (i.e., the interpreted assumptions). They are strict partial orders on the set
of stages of atheory.

It is a natural step to accantuate the stages that are maximal with resped to the two partial orders, as
foll ows.

Definition (5.3): compatibility classes™® and maximal stages
A stage S is a compatibility class of the theory A if and only if it has maximal j-scope among A’s
stages. A stage Sis a maximal stage of the theory A if and only if it has maximal scope among the
stages of A.

Compatibility classes correspond to the maximal conflict-free sets of the theory. When a stage is a
compatibility classof a theory, taking additional sentences into acaunt requires the defea of a sentence

18 Verheij (2000a) speaks of satisfiabili ty classes instead of compatibility classes.
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that is justified in the stage: its j-scope is not contained in the j-scope of any successor stage. Maximal
stages are stages in which no additional sentences of the theory can be taken into ac@unt: a maximal
stage has ho succesors.

Every theory A has one or more compatibility classes, but there exist theories that have no maximal
stage. Since every finite theory has a maximal stage (but not necessarily a dialedicd interpretation), an
example must be infinite;

Example (5.4): a theory without maximal stage

The theory A = {p; | i isanatural number} O {p, ~ xp; | i and j are natural numbers, such that i < j}
has no maximal stage. This can be seen as follows. Among its stages are the interpretations S,
spedfied by the sets {p} O {p; ~ xpi | i and j are natural numbers, such that i < j}, where n is a
natural number. In a stage S, p, isjustified and every p; with i < n is defeated. When i < j, the scope
of S isasubset of the scope of S;. Moreover, the scopes of the stages S, exhaust the whole theory. As
a result, a maximal stage must have the whole theory as its sope, i.e.,, must be a didedicd
interpretation. However, the theory does not have adiaedicd interpretation, cf. example (2.7), part
(i). Note that every finite subset of A has adialedicd interpretation.

Didedicd interpretations are maximal stages, but not in general vice versa. If atheory has a dialedica
interpretation, then every maximal stage of the theory is a dialedicd interpretation. Every maximal stage
of atheory is a compatibility class but not in genera vice versa. Every dialedicd interpretation of a
theory isa compatibility class but not in general vice versa.

Different satisfiability classes, different maximal stages and dfferent dialedica interpretations are
incompatible, i.e., have incompatible sets of justified sentences.

5.2 Dialectically justified stages

Among al stages, a spedal group can be distinguished: the dialedicdly justified stages, i.e., the stages
that are spedfied by adialedicdly justifying argument. The definition is as foll ows.

Definition (5.5): dialectically justified stages
A stage Sis adialectically justified stage of the theory A if and only if Sisastage of A, for which it
ohtains that J(S) diaedicdly justifies every sentencein J(S) and diaedicdly defeds every sentence
inD(S).

A diaedicdly justified stage that has no compatible succesr is adialedicdly preferred stage (an analog
of Dung’'s 1995 preferred extensions), and a dialedicdly justified stage without successor is a maximal
diaedicdly preferred stage:

Definition (5.6): dialectically preferred stages and maximal dialectically preferred stages
A stage Sisadialectically preferred stage of the theory A if and only if it has maximal j-scope among
the dialedicdly justified stages of A. A stage Sisamaximal dialectically preferred stage of the theory
Aif and only if it has maximal scope among the dialedicdly justified stages of A.

The didedicdly preferred stages of a theory are the —-maximal elements among the theory's
diaedicdly justified stages. A theory’s maximal diaedicaly preferred stages the <-maximal elements.

Different dialedically preferred stages and dfferent maximal diaedicdly preferred stages are not
compatible.

Maximal diaedicdly preferred stages are of course dialedicdly preferred stages and daedicd
interpretations are maximal diadedically preferred stages. However, there exist theories that have
dialedicdly preferred stages that are not maximal dialedicdly preferred stages, and theories that have
maximal dialedicadly preferred stages that are not dialedicd interpretations. The foll owing is an example
of atheory with adialedicdly preferred stage that is not maximal dialedicdly preferred.

Example (5.7)
Thetheory {p, g, I, p ~ %0, g ~ Xp, g~ Xr, r ~ xr} hasthe stage spedfied by {q, p ~ xq, g ~ xp, q ~
xr, r ~ xr}, in which p and r are defeaed and qis justified, as dialedicd interpretation, and therefore
as maximal diaedicdly preferred stage. The stage spedfied by {p, p ~ xq, q ~ Xp, g ~ xr}, in which

15



p isjustified, q is defeaed and r is not taken into acaunt, is adialedicdly preferred stage, that is not
maximal dialedicdly preferred.

Didedicdly preferred stages are not necessarily compatibility classes and compatibility classes are not
necessarily diaedicaly preferred stages.

Every theory has a diaedicdly preferred stage, but not all theories have amaximal dialedicdly
preferred stage. A theory without a maximal dialedicdly preferred stage must be infinite however. The
construction of an example of atheory without a maximal dialedicdly preferred stage is rather involved:

Example (5.8): a theory without maximal dialectically preferred stage
Consider the theory A consisting of the foll owing sentences:
pi, O, Ii, for every natural number i
pi % pj for al i and j withi <j
pix g and g x p; for al i
pi x rforali and k with k<i
rexnforal k
Then the following are the ‘initials’ of some of A’s gages.

S Po(do) (r)) (P2 O1- (p2) 02 - (p3) O3 - (Pa) 04 -
St (Po) Qo (r))  Pr(@) () (P2 G- (Ps) 0 - (P4) 94 -
S (Po) do(r)) (P 1 (r)  p2(a) ()  (P3) Oz~ (Pa) 04 -

S (Po) Qo (r)) (P a(r) (P2 G (ra)  pPs(as) () (Ps) Qa-
Si (P0G (o) (P d(r) (P2 G2 (r2)  (Pa) Az (ra)  Pa(da) (ra)

The sentences in bradkets () are defeded at the stage. The other listed sentences are justified. The

hyphens - indicae sentences that are not taken into acmunt. For instance, at S, po is justified, qg is

defeded and ry is not taken into ac@unt. For every natural number i, § is defined as the stage &

which

0 pi isjustified and, for every j such that i # j, p; is defeaed, and

(i) o isdefeded and, for every j suchthat i # j, g; isjustified, and

(iii) for every j such that i = j, r; is defeaed and, for every j such that i < j, r; is not taken into
acount, and

(iv)  every sentencein A of theform ¢ x Y isjustified.

The following properties obtain, asis proven below:

a Eadh stage S isdiaedically preferred.

b. S and § areincompatibleif i # j.

C. If i <j, then the scope of S isaproper subset of the scope of S;.

d If astage Sisdialedicdly preferred, such that, for somei, p; isjustified in S, then Sis equal to
S.

e If astage Sis dialedicdly preferred, such that no p is justified, then al p; are defeaed, al g
arejustified and no r; is taken into aceunt in S. The scope of this dage is properly contained in
the scope of al of the stages S.

f. A has no maximal dialedicdly preferred stage.

Proof: The proof of the propertiesis given by Verheij (2000).

Note that though every finite stage of the sample theory has a maximal dialedicaly preferred stage, the
whole theory does not.

5.3 Therelations between the types of stages™

Several spedal kinds of stages of a theory have been discussed. Apart from a theory’s dialedicd
interpretations (also cdled extensions), we encountered maximal stages and compatibility classes (in
sedion 5.1) and didedicdly preferred stages and maximal dialedically preferred stages (in sedion 5.2).
One might hope that there ae dose relations between the types of stages. For instance the property ‘The
maximal stages of a theory coincide with its dialedicdly preferred stages would be most welcome. It
would show a mnnedion between two ideas: on the one hand the ideathat it is relevant to take & many
sentences of a theory into acount as possble (cf. the maximal stages), on the other the ideathat it is

19 This ®dion extends my ealier work on the relations between types of stages (Verheij 1996).
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relevant to defend against attadk and incompatibili ty (cf. the dialedically preferred stages). Unfortunately,
that property does not hold.?°

The relations between the types of stages of sedion 5.1 (the compatibility types) and the relations
between those in sedion 5.2 (the dialedicd justificaion types) have drealy been investigated. If E, M,
CC, S DJ, P and MP denote the sets of dialedicd interpretations (extensions), maximal stages,
compatibility classes, stages, dialedicdly justified stages, diaedicdly preferred stages and maximal
diaedicdly preferred stages of a theory, respedively, the relations between the types within the same
group can be summarized asin the following figure.

compatibility
types

Im

= M =5 CC=3 §

dialecticill justification E <sMP<s P —s DJ
ypes
The arows indicae inclusion maps between the sets of stages.

No cather interesting inclusion relation between the types of stages exists. Surprisingly, it is not even
the cae that the compatible successor stages of a dialedicdly preferred stage or a maximal dialedicdly
preferred stage dways include a ompatibili ty class or a maximal stage. This can be seen by considering
the dialedicdly justified restrictions of stages, i.e., the largest substage of a stage that is diaedicdly
justified. It is not hard to show that such diaedicadly justified restrictions exist. Cf. Verheij (2000a). It
can be shown that the images of the sets M and CC under the restriction map are not in general included
in MP or P, and that the originals of MP and P do not in general include M or CC.

Example (5.9)

) The theory {p, g, r, p ~ Xq, g ~ Xr, r ~ xr} has four maxima stages (but no daledicd
interpretation). One of them is M, spedfied by {p, p ~ Xq, g ~ xr, r ~ xr}: p isjustified, q is
defeaed and r is not taken into acount. M,'s dialedicdly justified restriction is the theory’s
maximal dialedicdly preferred stage, spedfied by {p, p ~ xq, g ~ xr}. Another maximal stageis
M,, spedfied by {q, p ~ xq, g ~ xr, r ~ xr}: p is not taken into acount, q is justified and r is
defeded. The diaedicdly justified restriction of M, is the empty stage, which is not dialedicaly
preferred. M, is amaximal stage, that is not the dialedicdly justified restriction of a didedicdly
preferred stage. (The other two maximal stages are spedfied by {p, g, q~ xr,r~ xr} and {p, r, p
~ X(Q, q~ %xr}.)

(i) Thetheory {p, Q, r1, Iz, 3, PX 0, X P, XTIy, g Xl X F3, F3X g, [ X I, F3 X I3} 1S an example
of atheory with a maximal dialedicdly preferred stage, for which no compatible maximal stage
with larger or equal scope eists. The theory has one maximal stage axd one maximal dialedicdly
preferred stage, but they are not compatible. The theory’s maximal stage M is edfied by p, r;
and the atack sentences of the theory: in M, p isjustified, q defeaed, r; justified, r, defeaed and
r; not taken into acount. Its didedicdly justified restriction is the dialedicdly preferred stage P
spedfied by p and the atack sentences (in which r; and r, are not taken into acount). The theory’s
maximal didedicdly preferred stage MP, is gedfied by g and the atad sentences of the theory:
in MP, p is defeaed, g justified, r; defeaed, and r, and r; not taken into acourt. It is its own
didedicdly justified restriction. M has larger scope than MP, but M's diadedicdly justified
restriction has small er scope than that of MP.

In the following figure, the inclusion and daedicdly justified restriction maps between the stage types
are summarized. The verticd arrows indicate the dialedicdly justified restriction maps, al of which are

20 At aglance this may seem to contradict a remark by Prakken & Vreeswijk (2002: ‘[..] it is easy to
verify that preferred extensions correspond to maximal partial status assignments’ (in their section on the
approach by Bondarenko, Dung, Kowalski and Toni). However, athough their notion of status
assgnment seems to be dose to the notion of stage & it is used here (abeit that they use arestricted
language, viz. only Dung sentences; cf. sedion 6 below), there is a aucia difference in Prakken &
Vreeswijk's datus assgnments all attadks available in the theory are taken into acount. Instead in a
DEFLOG stage it is posshle that not al attacks are taken into acount since in DEFLOG the attack
information is treaed in the same way as the other information.
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surjedive. The arow from E to E indicates the identity map. All other arrows indicae inclusion maps.
The ‘old’ stage types have been highlighted by the use of a bold font. MPCC, PCC, MDJ and CCDJ are
the sets of stages that make the restriction maps surjedive. There is no intuitive motivation behind the
definition of these sets of stages. The only way in which these types of stages are relevant is that -
surprisingly - none of them coincides with one of the previously defined types E, M, MP, P or CC. See
Verheij (2000a) for further detail s.

compatibility £ =7 Y — . s
e Sy er T
“ MPCC pcc l
MDJ
dialectical justification E CCDJ = DJ
types Sy e =
MP — > P

The main lesson from the figure is that two ideas are very different: the ideathat it is relevant to take &
many sentences of a theory into acount as possble (cf. the maximal stages) and the ideathat it is
relevant to defend against attadk and incompatibili ty (cf. the dialedically preferred stages)

6 Dung'sargumentation frameworksand admissibili ty

Dung's (19995 argumentation frameworks are a fruitful abstradion of ideas from nonmonotonic
ressoning and logic programming. Here it is $iown how Dung's argumentation frameworks can be
mimicked in DEFLOG. In fad, it is shown that Dung’'s argumentation frameworks can be naturaly
regarded as DEFLOG theories that only use sentences of a subset of DEFLOG’s language. Since Dung has
shown that his argumentation frameworks have dose formal connedions with well-established models of
defeasible reasoning, such as Reiter’s (1980 default logic and logic programming, the results on DEFLOG
presented here bemme of dired relevance for these models. Verheij (20008) discusses relations of
DEeFLOG with previous reseach, such as with Reiter's (1980 default logic, Vreeswijk’s (1993 1997)
abstrad argumentation systems, Reason-Based Logic (Hage 1996 1997, Verheij 19960 and winning
strategies in dialogue games (e.g., Prakken & Sartor 1997).

In this fdion it is aso shown why Dung's notion of admissibility cannot in general replacethat of
dialedicd justificdion in the daraderizdions of the eistence aad multiplicity of diadedicd
interpretations (section 4).

Formally, an argumentation framework consists of a set, its elements cdled arguments, and a binary
relation on that set, the attack relation. When (A, B) is in the atadk relation, the agument A is sid to
attack B.

In Dung's work, the notion of admissibility is central. It is closely related to DEFLOG's dialedicd
justification. Using DEFLOG' s terminology, an argument C is admissible with resped to a theory A if C
attadks any A-argument attacking it. Note that dialedicd justificaion requires that al incompatible
arguments are atacked, and not only the atacking arguments. The definition of admisshbility given here
depends of course on DEFLOG's particular notions of argument and attackk. There is however a
straightforward way of mimicking Dung's argumentation frameworks in DEFLOG for which this
definition of admissibility isindead an extrapalation of Dung s admisshili ty, as foll ows.

Let each argument of an argumentation framework be an elementary sentencein DEFLOG's language.
Then an argumentation framework can be trandated to a theory in DEFLOG by taking the union of the set
of arguments in the framework and the set of sentences of the form A ~ xB, for any element (A, B) of the
attadk relation of the framework. Conversely, it is easy to restrict DEFLOG's language in such a way that
ead theory in this restricted language rresponds to an argumentation framework in Dung's sense:
simply alow only elementary sentences and sentences of the form ¢ ~ X, where ¢ and @ are
elementary. Let’s cdl sentences in this restricted sense Dung sentences and theories consisting of Dung
sentences Dung theories.
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It is now straightforward to chedk that several of Dung's notions coincide with DEFLOG' s under this
trandation. Some cae is nealed however since cetain terms have different meaningsin Dung s work and
in DEFLOG. For instance, the use of the term ‘argument’ is different. Conflict-free sets of arguments (in
Dung's ®nse) correspond however with conflict-free sets of Dung sentences (in DEFLOG'S sense),
Dung's admissible sets of arguments correspond to the almissible aguments of Dung theories (in
DEFLOG's ®nse), and Dung's sable extensions of argumentation frameworks correspond with DEFLOG's
dialedicd interpretations of Dung theories. Verheij (2000a) formally establishes these results. The proofs
are straightforward.

For theories using DEFLOG' s full language, dialedicd justification and admissibility are eaily seen to
be diff erent notions, but on the restricted language of Dung’ s frameworks, the notions coincide:

Proposition (5.2.1)
Let A be aDungtheory. Then a A-argument is dialedically justifying with resped to A if and only if it
is admissible with resped to A.
Proof: Didedicdly justifying arguments are dways admissible. (This does not depend on A being a
Dung theory.) Let now C be an admissible agument, and let C' be an argument incompatible with C.
Since C and C' consist of Dung sentences, the incompatibility of C and C' implies that C attacks C’ or
that C' attacks C. In case C' attacks C, also C attacks C' since C is admissible. This shows that C is
diaedicdly justifying.

Note that by this result the theorems on the existence and multiplicity of dialedicd interpretations can for
Dung theories be rephrased in terms of admisgbility instead of diaedical justificaion. This is not the
case for theories in general. Then the notion of dialedicd justificaion is essential. The key point is that
admissibility does not have dl of the properties used in the proof of theorem (4.3) on the existence and
multiplicity of dialedicd interpretations. These properties are locdization, union and separation at the
base.

Their analogues for admissibility can be found by repladng ‘dialedicdly justifying’ by ‘admissible’
in the formulation of the properties. For instance, the union property (for pairs of arguments) for
admissibility reads thus: if C and C' are mmpatible aguments, that are almissible with resped to a
theory A, thenalso C O C' is admisshble with resped to the theory. Separation at the base becomes (again
for pairs of arguments): if C and C' are incompatible aguments, that are almissible with resped to a
theory A, then there ae opposites ¢ and  in the theory, such that C supports ¢ and C' suppats .

It is not hard to seethat admissibility has the locdization and union properties, but lads the property
of separation at the base.

For instance, that for admissibili ty, the property of separation at the base does not obtain, can be seen
by inspedion of the theory {p:, p1 ~ Q, p2, P2 ~ (9 ~ xq)}. With resped to the theory, there ae four
admissible aguments with a maximal number of elements, viz. eat threeelement subset of the theory.
(Note that eat argument of the theory is admissble sincethere ae no attadking arguments.) Any pair of
these aguments is incompatible, yet there is no sentencethat is defeaed by an argument, let alone by an
admissible agument, asisrequired by the property of separation at the base.

It follows graightforwardly that the locdization property obtains for admissbility: since when E isa
dialedicd interpretation of atheory A, JE) n A isdidedicdly justifying with resped to A, JE) n A is
certainly admissible.

The proof of the union property for admissbility is almost trivial since ay attadk of the union of a
colledion of argumentsis aso an attack of one of the agumentsin the wlledion.

Inspedion of the proof of theorem (4.3) shows that the property of separation at the base is only used
in the ‘if’-part. The ‘only if’-part indeed has an analogue for admissbility sinceit only uses locdization
and union. The theory {p1, p1 ~ Q, P2, P2 ~ (g ~ xQ)} (the counterexample ayainst the property of
separation at the base) shows that the analogue of the ‘if' -part is in fad not true. All sentences in the
theory are ‘admissibly justifiable’, i.e., supparted by an admissible agument, since any argument of the
theory is admissible. No sentencein the theory is ‘admissibly defeasible’, i.e., attacked by an admissble
argument, sincethere is no attacking argument at all. Still, the theory has no diaedicd interpretation.

Verheij (2000a) expands this meta-analysis for other results (e.g., concerning so-cdled daedicdly
preferred and admissibly preferred arguments, i.e., those diaedicdly justifying or admissible aguments
that are maxima with resped to set inclusion) and for other notions that are similar to daedicd
justification.

Bondarenko, Dung, Kowalski & Toni (1997) have used admissibility in their discusson of an abstrad,
argumentation-theoretic goproach to default reasoning. Their setting is just as Dung's (1995 related to

19



DEFLOG's, yet they focus on deductive systems. Interestingly, whereas in DEFLOG dialedicd negation x
is treaed as an ordinary connedive, Bondarenko, Dung, Kowalski & Toni consider the question which
sentences are the ntraries of others as part of the domain theory (as the mapping from sentences to their
contraries is explicitly represented in their assumption-based frameworks). It seems that the notion of
dialedicd justificaion can be diredly transplanted to their system. For the reasons, discussed here and in
sedion 4, it can be expeded that dialedical justification has better properties for analyzing assumption-
based frameworks than admisshility.

7 Conclusion

In this paper, a logic has been presented that shows how sets of prima fade justified assumptions can be
interpreted. For this purpaose, the notion of dialedicd interpretation has been introduced.

When theories are interpreted daledicdly, some prima facie justified assumptions are adually
justified and athers defeaed. More theories are interpretable dialedicdly than ‘monoledicdly’, i.e., as
sets of sentences assumed to be dl true. In other words, there ae more theories with dialedicd
interpretations than theories with models.

A fundamental complicaion of diaedicd interpretation of theories in terms of diadedicd
interpretations is that theories can have zao, one or severa diaedicd interpretations. This complication
is common for nonmonotonic logics. The eistence problem asks for a necessary and sufficient criterion
for the existence of a dialedicd interpretation of atheory. The multiplicity problem asks for a necessary
and sufficient criterion for the existence of multiple dialedicd interpretations of a theory. The notion of
dialedicd justification, introduced in the present paper, gives rise to necessary and sufficient criteria that
solve the existence and multiplicity problems for dialedicd interpretations. An argument is dialedically
justifying when it attacks al arguments that are incompatible with it. The properties of dialedica
justification, espedally the union, locdization and separation properties, make it particularly suitable for
the analysis of dialedical interpretations. The ideais that a dialedicd interpretation exists if and only if
there is a part of the theory in the context of which no sentence of the theory is diadedicdly ambiguous
(i.e., both dialedicdly justifiable and daedicdly defeasible), while dl sentences of the theory are
diaedicdly interpretable (i.e., either dialedicdly justifiable or diaedicadly defeasible) in the context of
that part of the theory. Multiple dialedicd interpretations exist if and only if there ae multiple
incompatible parts with these properties.

DEerLOG uses a simple, dialedically interpreted logicad language using ordinary connedives x and ~
that is siitable for the analysis of central topics of dialedical argumentation, such as Toulmin’s argument
scheme, Pollock’s rebutting and undercutting defeaers. An important consequence of the coice of
language is that in DEFLOG all information concerning justificaion and defed is expressblein the logicad
objed language as contingent information. There is no neeal for separate dasses of defeasible rules of
inference, priority information or pre-defined conclusive force relations between arguments. All these
kinds of information can be expressed dredly in DEFLOG’s language, aong with the other contingent
information.

The ideaof stages provides a different approach towards the investigation of the locd properties of
dialedicd interpretation. A theory’s dages are the diaedicd interpretations of parts of the theory.
Instead of maximizing only the justified assumptions of atheory in a stage, it isaso passhble to maximize
the whole set of interpreted assumptions of a theory. It turns out that the types of maximizaion are
perpendicular, in the sense that maximizaion in one sense does not imply maximality in the other sense.
The result is aplethora of types of stages, with few interrelations.

This suggests that one should not consider ead as a different type of semantics, as is for some types
suggested in the work of Dung (1995 and Bondarenko, Dung Kowalski & Toni (1997 and aso in
Prakken & Vreeswijk’s overview (2002, but merely as partial interpretations with an interesting spedal
property. In other words, to me, there is only one ‘genuine’ dialedicd semantics, viz. dialedicd
interpretation, a variant of stable semantics. All other notions, such as compatibility classes, dialedically
preferred stages and maximal stages, are in the first placetods in the investigation of the properties of
dialedicd interpretations. The use of the notion of diaedicd justificaion in the existence ad
mullti plicity problemsis an example of the goplication of such toals.
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