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A modal logic amalgam of classical and
intuitionistic logic

Steffen Lewitzka∗

Abstract

A famous result, conjectured by Gödel in 1932 and proved by McKinsey
and Tarski in 1948, says thatϕ is a theorem of intuitionistic propositional
logic IPC iff its Gödel-translationϕ′ is a theorem of modal logic S4. In this
paper, we extend an intuitionistic version of modal logic S1+SP, introduced
in our previous paper [14], to a classical modal logic L and prove the fol-
lowing: a propositional formulaϕ is a theorem of IPC iff�ϕ is a theorem
of L (actually, we show:Φ ⊢IPC ϕ iff �Φ ⊢L �ϕ, for propositionalΦ, ϕ).
Thus, the mapϕ 7→ �ϕ is an embedding of IPC into L, i.e. L contains a
copy of IPC. Moreover, L is a conservative extension of classical proposi-
tional logic CPC. In this sense, L is an amalgam of CPC and IPC.We show
that L is sound and complete w.r.t. a class of special Heytingalgebras with
a (non-normal) modal operator.

1 Introduction

According to the informal Brouwer-Heyting-Kolmogorov semantics (BHK) of in-
tuitionistic propositional logic (IPC), intuitionistic truth is provability: a formula
is true if there is a proof for it. Logical connectives then have a constructive mean-
ing. For instance, a proof ofϕ ∨ ψ is given by a proof ofϕ or by a proof ofψ. In
an attempt to formalize BHK, Gödel [11] interprets IPC in a modal extension of
classical propositional logic (namely Lewis system S4) by defining atranslation
ϕ 7→ ϕ′ that maps any propositional formulaϕ to a modal formulaϕ′ such that
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the following holds: ifϕ is a theorem of IPC, thenϕ′ is a theorem of S4. Gödel
also conjectured the converse, i.e.

(1.1) ⊢IPC ϕ ⇔ ⊢S4 ϕ
′

for any propositionalϕ. This conjecture was later proved by McKinsey and Tarski
[16].1 Thus, Brouwer’s intuitionistic logic, as axiomatized by Heyting, can be
recovered from modal system S4 by the equivalence (1.1) above. However, since
the Gödel translationϕ 7→ ϕ′ is not trivial, S4 contains IPC only in indirect,
codified form. In particular, the modal operator of system S=S4 cannot be seen as
a predicate for intuitionistic truth in the following sense:

(1.2) �ϕ is true in S iffϕ belongs to a given prime theory of IPC

for any propositionalϕ.2

In this paper, we present a modal logic L such that (1.2) aboveholds with S=L.
Soundness of L then implies the right-to-left direction of the following equiva-
lence (1.3). The left-to-right direction can easily be shown by an induction on the
length of a derivation. For any propositionalϕ:

(1.3) ⊢IPC ϕ ⇔ ⊢L �ϕ

Actually, we will show the following stronger result:

(1.4) Φ ⊢IPC ϕ ⇔ �Φ ⊢L �ϕ,

for any set of propositional formulasΦ ∪ {ϕ}. Thus, derivations in IPC are mir-
rored by corresponding derivations in L by means of the modaloperator. In par-
ticular, the mappingϕ 7→ �ϕ defines an embedding of IPC into L. That is, L
contains a copy of IPC and behaves in a similar way as a conservative extension.
Moreover, L is a conservative extension of classical propositional logic CPC. In
this sense, L can be viewed as an amalgam or a combination of IPC and CPC. In
the combined logic L, IPC is separated from CPC by means of themodal opera-
tor, which avoids the collapsing of both logics. Combinations of logics in a much
more general context have been studied extensively over thelast years (see [4]

1For much more details and historical background, we refer the reader to [17, 1].
2Of course,truth is a semantic notion which is defined relative to a given model. Recall that

the set of formulas true at a given possible world of a Kripke model of intuitionistic logic forms
a prime theory, and each prime theory corresponds to a world of a Kripke model. Hence, in
intuitionistic logic, “ϕ is true” means thatϕ belongs to a given prime theory of IPC.
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for an excellent overview). Known combining techniques largely rely on the con-
cept offibring originally introduced by Gabbay (see [8, 9, 10]). These techniques
generally assume that the object logics are defined over different languages. The
so-calledcollapsing problemwas first identified in [8, 9] for the special case of
combining intuitionistic and classical propositional logic: in the semantics of the
combined logic, the logical connectives of the composed language have classi-
cal behaviour. That is, the combination results in a collapsing of intuitionistic
logic into classical logic. A logical system that combines classical and intuition-
istic logic avoiding the problem is found in [6]. A first general solution to the
collapsing problem, based onmodulated fibring, is presented in [5]. In [3], the
authors proposecryptofibring semanticsas a generalization of fibring semantics
and show that this provides a solution to the collapsing problem. Other solutions
to the problem are given bygraph-theoretic fibring[18, 19] and, more recently,
by a new method calledmeet combination of logics[20, 21].

The present paper is not in the tradition offibringor related techniques of com-
bining logics, neither it pretends to compete with the sophisticated techniques de-
veloped in that research line. In fact, our approach relies on different assumptions
and motivations, which makes a direct comparison to complexfibring techniques
a difficult task. One of the main differences is the fact that our object logics IPC
and CPC are given in exactly the same propositional language. In the combined
system, the object logics then are distinguished by a modal operator. Semanti-
cally, the intuitionistic part of the amalgam is, roughly speaking, given by spe-
cial Heyting algebras whereas the classical part is given byultrafilters contained
in those Heyting algebras. This represents a very compact semantical solution
which, together with the mentioned syntactical simplifications, ensures that, in
our view, the approach is technically simpler and less complex than known fib-
ring techniques. We believe that the proposed solution can be adapted to similar
cases of combining logics. To what extent this can be done andwhich are the
limitations in comparison to fibring techniques remains to be further investigated.
We would like to point out that the original motivation for the present approach
was not to develop new combining techniques but rather to finda classical modal
logic L with the properties (1.2) – (1.4) above. Of course, itwould be nice to
have aminimal logic with those properties. Lewis modal system S1 turns outto
be a promising base. In our previous paper [14], we found an algebraic semantics
for the slightly stronger system S1+SP. The semantics essentially relies on prin-
ciples of non-Fregean logic [2] paired with the idea to identify strict equivalence
�(ϕ ↔ ψ) with propositional identityϕ ≡ ψ. That is, we define an identity
connective byϕ ≡ ψ := �(ϕ↔ ψ). If a denotational semantics is available, then
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an identity connective should fulfill the following condition: ϕ ≡ ψ is satisfied
in a model iffϕ andψ denote the same proposition, i.e. the same element of the
underlying model-theoretic universe. In this paper, we show that it is enough to
extend an intuitionistic version of S1+SP by an axiom schemethat represents a
certaindisjunction propertyand a scheme of theorems that represents the classi-
cal principle oftertium non daturin order to obtain a logic L with the desired
properties.

2 Modal logic L

The setFm of formulas is inductively defined in the usual way over an infinite set
V = {x0, x1, x2, ...} of propositional variables, logical connectives⊥,→,∨,∧,
and the modal operator�. If x is a variable andϕ, ψ are formulas, then we write
ϕ[x := ψ] for the formula that results from substitutingψ for x in ϕ. By Fm0 we
denote the set of (non-modal) propositional formulas, i.e.formulas without modal
operator�. We use the following abbreviations:

• ϕ↔ ψ := (ϕ→ ψ) ∧ (ψ → ϕ)

• ¬ϕ := ϕ→ ⊥

• ⊤ := ¬⊥

• ϕ ≡ ψ := �(ϕ→ ψ) ∧�(ψ → ϕ) (strict equivalence)

• �Φ := {�ϕ | ϕ ∈ Φ}, for any setΦ ⊆ Fm.

In particular, we define an identity connective by strict equivalence.

In current logics, the meaning (denotation,Bedeutung) of a formula remains
unchanged if we replace a subformula by a formula with the same meaning. Ac-
tually, this property represents a general ontological lawsometimes called in the
literature theIndiscernibility of Identicals. In a propositional language with (de-
finable) connectives for identity and implication, that lawcan be expressed by the
following Substitution Principle SP:

(ϕ ≡ ψ) → (χ[x := ϕ] ≡ χ[x := ψ])

If propositional identityϕ ≡ ψ is given by strict equivalence, then most of
current modal logics (including non-normal modal logic S3,see [14]) satisfy SP.
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An exception is Lewis modal system S1, where that law is fulfilled in a weaker
form, namely as the rule ofSubstitution of Proved Strict Equivalents(SPSE): “If
ϕ ≡ ψ is a theorem, then any formula of the formχ[x := ϕ] ≡ χ[x := ψ] is
a theorem”. There is no known intuitive semantics for S1, andthe main reason
for that fact seems to be the weakness of rule SPSE. Indeed, in[14] we define a
natural algebraic semantics for modal system S1+SP, i.e thelogic that results from
S1 by replacing rule SPSE with the stronger scheme of theorems SP.

The axioms are given by the following schemes (i)–(iv):

(i) intuitionistic propositional tautologies and their substitution-instances3

(ii) �ϕ→ ϕ

(iii) �(ϕ→ ψ) → (�(ψ → χ) → �(ϕ→ χ))

(iv) �(ϕ ∨ ψ) → (�ϕ ∨�ψ) (disjunction property)

The inference rules are:

• Modus Ponens MP: “Fromϕ andϕ→ ψ infer ψ.”

• Axiom Necessitation AN: “Ifϕ is an axiom of scheme (i)–(iv), then infer
�ϕ.”

Logic L is given by the above system of axiomes and rulesplus theorems of
the formϕ∨¬ϕ and SP. We writeΦ ⊢L ϕ or shorterΦ ⊢ ϕ if there is a derivation
of ϕ from Φ in logic L. (Rule AN applies only to axioms but not to theorems.)
Let (i)’ be as (i) above, but with all classical tautologies instead of only intuition-
istic ones. Then logic S1+SP, as introduced in [14], is givenby the system of
axioms (i)’,(ii) and (iii), rules MP and AN, and all formulasof the form SP as
theorems.
Note that because of scheme (iv), L is contained in no Lewis modal system. In
fact, it might be hard to find any natural Kripke-style semantics where (iv) would
be valid.

The Deduction Theorem can be proved in the usual way by induction on the
length of a derivation. Also the following results will be useful. Their proofs can
be found in [14] (Lemma 2.3 and Lemma 2.4, respectively).

3By a substitution-instance of a formulaϕ ∈ Fm0, we mean a formula which results fromϕ
by replacing some of its variables by formulas.
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Lemma 2.1 [14] For all formulasϕ, ψ:

• ⊢ �ϕ↔ (ϕ ≡ ⊤)

• ⊢ �(ϕ→ ψ) → (�ϕ→ �ψ)

The first item of Lemma 2.1 says that there is exactly one necessary proposi-
tion, namely the proposition denoted by⊤. The second item is the well-known
modal lawK. A further usefull fact is

Lemma 2.2 Letϕ, ψ ∈ Fm. Then:⊢ �(ϕ ∧ ψ) ↔ (�ϕ ∧�ψ).

Proof. (ϕ ∧ ψ) → ϕ and (ϕ ∧ ψ) → ψ are (substitution-instances of) in-
tuitionistic theorems. Rule AN together with modal law K andrule MP yield
⊢ �(ϕ∧ψ) → �ϕ and⊢ �(ϕ∧ψ) → �ψ. By propositional logic,⊢ �(ϕ∧ψ) →
(�ϕ ∧ �ψ). On the other hand,ϕ → (ψ → (ϕ ∧ ψ)) is an intuitionistic theo-
rem. Again, rule AN and principle K yield⊢ �ϕ → �(ψ → (ϕ ∧ ψ)). By
transitivity of implication and principle K,⊢ �ϕ → (�ψ → �(ϕ ∧ ψ)). Thus,
⊢ (�ϕ ∧�ψ) → �(ϕ ∧ ψ). Now, the assertion follows. Q.E.D.

By Lemma 2.2, strict equivalence modulo L can be written by�(ϕ ↔ ψ)
instead of�(ϕ→ ψ) ∧�(ψ → ϕ).

For propositional formulasΦ ∪ {ϕ} ⊆ Fm0, we writeΦ ⊢IPC ϕ if there is a
derivation ofϕ from Φ in intuitionistic propositional logic. Now, we are already
able to show the easy part of our Main Theorem:

Lemma 2.3 LetΦ ∪ {ϕ} ⊆ Fm0. ThenΦ ⊢IPC ϕ implies�Φ ⊢ �ϕ.

Proof. SupposeΦ ⊢IPC ϕ. We show the assertion by induction on a derivation.
If ϕ is an intuitionistic axiom, then we apply rule AN to obtain�ϕ. If ϕ ∈ Φ, then
obviously�ϕ ∈ �Φ. Finally, supposeϕ is obtained in intuitionistic propositional
logic by Modus Ponens fromψ andψ → ϕ. By induction hypothesis,�Φ ⊢ �ψ
and�Φ ⊢ �(ψ → ϕ). Then modal lawK and rule MP yield�Φ ⊢ �ϕ. Q.E.D.
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3 Semantics

Recall that a Heyting algebra is a bounded latticeH = (H, f⊤, f⊥, f∨, f∧) with
an additional binary operationf→ which maps any two elementsm,m′ ∈ H to
the greatest elementf→(m,m′) = m′′ ∈ H with the propertyf∧(m,m′′) ≤ m′,
where≤ is the lattice ordering. Given such an operation for implication, an op-
erationf¬ for complement is defined as follows:f¬(m) = f→(m, f⊥), for any
m ∈ H. A Heyting algebra is a Boolean algebra iff→(m,m′) = f∨(f¬(m), m′)),
for all elementsm,m′. On the other hand, every Boolean algebra gives rise to a
Heyting algebra if one defines an implication operation in that way. A filter of a
Heyting algebraH is a non-empty subsetF ⊆ H such that for allm,m′ ∈ H the
following hold:
(a)m ∈ F andm ≤ m′ impliesm′ ∈ F ,
(b)m ∈ F andm′ ∈ F impliesf∧(m,m′) ∈ F ,
(c) f⊥ /∈ F .
A filter F is prime if for allm,m′ ∈ H the following condition is fulfilled:
(d) f∨(m,m′) ∈ F impliesm ∈ F orm′ ∈ F .
Finally, an ultrafilter is a filter which is maximal with respect to inclusion. A filter
F is an ultrafilter iff it has the following property:m /∈ F iff f¬(m) ∈ F , for all
m ∈ H. Every ultrafilter is prime. If the underlying Heyting algebra is a Boolean
algebra, then it also holds the converse: every prime filter is an ultrafilter. The
intersection of a non-empty set of filters is a filter. The smallest filter is the set
{f⊤}. It follows from Zorn’s Lemma that every filter extends to an ultrafilter.

Notice that the smallest filter{f⊤} of a Heyting algebra is not necessarily
prime. For instance, in any Boolean algebra we havef∨(m, f¬(m)) = f⊤, for
any elementm. If this is not the two-element algebra, then we do not necessarily
havem = f⊤ or f¬(m) = f⊤ (consider a powerset algebra). On the other hand,
the Löwenheim-Tarski algebra of intuitionistic propositional logic is an example
of a Heyting algebra with the disjunction property (in fact,it is well-known that
the smallest theory of intuitionistic logic, i.e. the set ofintuitionistic theorems, is
a prime theory; see, e.g., [7]).

Definition 3.1 LetH be an Heyting algebra with top elementf⊤. We say thatH
has the disjunction property if the smallest filter{f⊤} is prime.

In a Heyting algebra with the disjunction property, it holdsthe following prop-
erty for all elementsm,m′: f∨(m,m′) = f⊤ ⇔ m = f⊤ orm′ = f⊤. There is, up
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to isomorphism, only one non-trivial Boolean algebra with the disjunction prop-
erty:

Lemma 3.2 LetB be a Boolean algebra. ThenB has the disjunction property iff
B has at most two elements.

Proof. It is clear that any Boolean algebra with no more than two elements
has the disjunction property. Suppose a Boolean algebraB has the disjunction
property. Then for all its elementsm: f∨(m, f¬(m)) = f⊤. Thus,m = f⊤ or
f¬(m) = f⊤, for all elementsm. In a Boolean algebra, the latter equation is
equivalent withm = f⊥. That is, any element ofB is either the greatest element
or it is the smallest element. Q.E.D.

Definition 3.3 A modelM = (M,TRUE , f⊤, f⊥, f→, f∨, f∧, f�) is a Heyting
algebra with an ultrafilterTRUE ⊆M and an additional operationf� such that
for all m,m′, m′′ ∈ M and the induced lattice ordering≤ the following truth
conditions hold:

(i) f�(m) ≤ m

(ii) f�(f→(m,m′)) ≤ f→(f�(f→(m′, m′′)), f�(f→(m,m′′)))

(iii) f�(f∨(m,m
′)) ≤ f∨(f�(m), f�(m

′))

(iv) f�(m) ∈ TRUE ⇔ m = f⊤

The elements ofM are called propositions,TRUE is the set of true proposi-
tions, andf⊤ is the necessary (or the proved) proposition. An assignmenton a
modelM is a functionγ : V → M which extends in the canonical way to a
functionγ : Fm → M , i.e. γ(⊥) = f⊥, γ(�ϕ) = f�(γ(ϕ)) and γ(ϕ ∗ ψ) =
f∗(γ(ϕ), γ(ψ)), where∗ ∈ {→,∨,∧}.

Lemma 3.4 Every model has the disjunction property.

Proof. By conditions (iv) and (iii) of a model and the fact thatTRUE is a prime
filter, we may argue in the following way:f∨(m,m′) = f⊤ ⇒ f�(f∨(m,m

′)) ∈
TRUE ⇒ f∨(f�(m), f�(m

′)) ∈ TRUE ⇒ f�(m) ∈ TRUE or f�(m′) ∈
TRUE ⇒m = f⊤ orm′ = f⊤. Q.E.D.
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Definition 3.5 An interpretation is a tuple(M, γ) consisting of a modelM and
an assignmentγ : V →M . The relation of satisfaction (truth) is given by

(M, γ) � ϕ :⇔ γ(ϕ) ∈ TRUE.

This notion extends in the usual way to sets of formulas. For aset of formulasΦ,
we defineMod(Φ) := {(M, γ) | (M, γ) � Φ}. This gives rise to the following
relation of logical consequence:

Φ 
 ϕ :⇔Mod(Φ) ⊆Mod({ϕ}).

Recall that in any Heyting algebra:m ≤ m′ ⇔ f→(m′, m) = f⊤, for all
elementsm,m′. We will tacitly make use of this fact. The next result follows
readily from the definitions. It says that the defined connective≡ has actually the
intended meaning of an identity connective.

Theorem 3.6 (M, γ) � ϕ ≡ ψ ⇔ γ(ϕ) = γ(ψ).

Corollary 3.7 (Substitution Principle) For allϕ, ψ, ψ′ ∈ Fm:

 (ϕ ≡ ψ) → (χ[x := ϕ] ≡ χ[x := ψ]).

Proof. Let (M, γ) � ϕ ≡ ψ. That is,γ(ϕ) = γ(ψ). By induction onχ, one
shows thatγ(χ[x := ϕ]) = γ(χ[x := ψ]). That is,(M, γ) � χ[x := ϕ] ≡ χ[x :=
ψ]. Q.E.D.

We say that a formulaϕ is valid if ϕ denotes a true proposition in every Heyt-
ing algebra under every assignment. It is well-known that any intuitonistic tau-
tology denotes the top element in any Heyting algebra under any assignment. By
Corollary 3.7, the same holds true for any substitution-instance of an intuitionistic
tautology. Moreover, by the truth conditions of a model, allaxioms of the form
(ii)–(iv) denote the top element. Thus, all axioms are valid, and rule AN is sound.
By Corollary 3.7, scheme SP is valid. SinceTRUE is an ultrafilter, also all for-
mulas of the formϕ∨¬ϕ are valid (although such a formula does not necessarily
denote the top element of a given Heyting algebra). Finally,suppose we are given
a Heyting algebra such thatm ∈ TRUE andf→(m,m′) ∈ TRUE . SinceTRUE
is a filter, we havef∧(m, f→(m,m′)) ∈ TRUE . If ≤ is the lattice ordering, then
f∧(m, f→(m,m′)) ≤ m′, as in any Heyting algebra. Thus,m′ ∈ TRUE . This
shows that the rule of Modus Ponens is sound. Soundness of thecalculus now
follows by induction on the length of a derivation.
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Theorem 3.8 (Soundness)For any setΦ ∪ {ϕ} ⊆ Fm, Φ ⊢ ϕ impliesΦ 
 ϕ.

Corollary 3.9 Logic L is a conservative extension of classical propositional logic.
That is, for anyϕ ∈ Fm0, ϕ is a theorem of CPC iffϕ is a theorem of L.

Proof. By definition of L as a deductive system, it contains all classical propo-
sitional tautologies as theorems. Thus, L extends CPC. Now letϕ be a proposi-
tional formula with⊢ ϕ. By soundness,ϕ is valid in L. In particular,ϕ denotes
the unique true proposition (the top element) of the two-element Boolean algebra,
under any assignment. This means thatϕ evaluates totrueunder any boolean, i.e.
bivalent, truth-value assignment. Thus,ϕ is valid in CPC. Q.E.D.

4 Completeness

The notions of a consistent, maximally consistent, inconsistent set of formulas
w.r.t. the deductive system L are defined in the usual way. A theory is a set of
formulas which is consistent and deductively closed. For a maximal theoryΦ, i.e.
a maximally consistent set of formulasΦ, we define

ϕ ≈Φ ψ :⇔ Φ ⊢ ϕ ≡ ψ.

Since L extends CPC and is itself a classical logic, a maximaltheoryΦ has
the well-known properties of a maximally consistent set such asϕ ∈ Φ iff Φ ⊢ ϕ,
Φ ⊢ ϕ orΦ ⊢ ¬ϕ, for anyϕ, etc. In particular,Φ is a prime theory.

Lemma 4.1 LetΦ be a maximal theory. Then≈Φ is an equivalence relation on
Fm with the following properties:

• If ϕ1 ≈Φ ψ1 andϕ2 ≈Φ ψ2, then�ϕ1 ≈Φ �ψ1 and(ϕ1 ∗ϕ2) ≈Φ (ψ1 ∗ψ2),
where∗ ∈ {∨,∧,→}.

• If ϕ ≈Φ ψ, thenϕ ∈ Φ ⇔ ψ ∈ Φ.

• If ϕ ≈Φ ψ, then�ϕ ∈ Φ ⇔ �ψ ∈ Φ.
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Proof. It follows from axioms of (intuitionistic) propositional logic and rule AN
that≈Φ is reflexive and symmetric. Transitivity follows from applications of ax-
iom (iii). Thus,≈Φ is an equivalence relation onFm. Now supposeϕ1 ≈Φ ψ1

andϕ2 ≈Φ ψ2. Let x 6= y be variables such thatx does not occur inψ2 andy
does not occur inϕ1. Then by SP and rule MP:(ϕ1 ∗ ϕ2) = (ϕ1 ∗ y)[y := ϕ2] ≈Φ

(ϕ1∗y)[y := ψ2] = (ϕ1∗ψ2) = (x∗ψ2)[x := ϕ1] ≈Φ (x∗ψ2)[x := ψ1] = (ψ1∗ψ2).
By transitivity of ≈Φ, we get(ϕ1 ∗ ϕ2) ≈Φ (ψ1 ∗ ψ2). Similarly, one shows
�ϕ1 ≈Φ �ψ1. The second item of the Lemma follows from axiom (ii) and MP.
The third item follows from the previous items of the Lemma. Q.E.D.

Lemma 4.2 Every consistent set is satisfiable.

Proof. By Zorn’s Lemma (or even by weaker assumptions), a consistent setΨ
extends to a maximal theoryΦ. Forϕ ∈ Fm, letϕ be the equivalence class ofϕ
modulo≈Φ. We define a modelM with the following ingredients:

• M := {ϕ | ϕ ∈ Fm}

• TRUE := {ϕ | ϕ ∈ Φ}

• functionsf⊤, f⊥, f�, f∗, where∗ ∈ {∨,∧,→}, defined byf⊤ := ⊤, f⊥ :=
⊥, f�(ϕ) := �ϕ, f∗(ϕ, ψ) := ϕ ∗ ψ, respectively.

By Lemma 4.1, all these ingredients are well-defined. We showthatM has
the properties of a model established in Definition 3.3. A Heyting algebra can be
characterized as a bounded lattice with an operationf→ such that certain equa-
tions are satisfied such asf→(m,m) = f⊤, etc. All these equations are in-
terpretations of intuitionistic theorems which are of the form of biconditionals
such as(ϕ → ϕ) ↔ ⊤, etc. SinceΦ is a theory, it contains all intuitionistic
theorems, particularly those of the formϕ1 ↔ ϕ2. By rule AN, Φ then con-
tains�(ϕ1 ↔ ϕ2). Hence,ϕ1 = ϕ2. This shows thatM satisfies all equa-
tional axioms which characterize the class of Heyting algebras. Recall that the
underlying lattice ordering≤ can be recovered by the equivalenceϕ ≤ ψ ⇔
ϕ→ ψ = f⊤. Now one easily checks thatTRUE is an ultrafilter onM. By
Lemma 2.1,�ϕ ∈ Φ ⇔ ϕ ≡ ⊤ ∈ Φ. Thus,f�(ϕ) ∈ TRUE ⇔ ϕ = f⊤. That
is, truth condition (iv) of a model (see Definition 3.3) is satisfied. Φ contains, in
particular, the axioms (ii)–(iv). By applying rule AN one shows that also the truth
conditions (i)–(iii) of a model are satisfied. Thus,M is a model in the sense of
Definition 3.3. We consider the assignmentγ : V → M defined byx 7→ x. Then
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by induction on formulas one easily shows thatγ(ϕ) = ϕ, for any formulaϕ.
Thus:ϕ ∈ Φ ⇔ ϕ ∈ TRUE ⇔ γ(ϕ) ∈ TRUE ⇔ (M, γ) � ϕ. Q.E.D.

In the same way as in CPC,Φ 0 ϕ implies that the setΦ∪{¬ϕ} is consistent.
The Completeness Theorem then follows from Lemma 4.2.

Corollary 4.3 (Completeness Theorem)Let Φ ∪ {ϕ} ⊆ Fm. ThenΦ 
 ϕ
impliesΦ ⊢ ϕ.

5 Main Theorem and Conclusions

Gödel’s result [11] which says that⊢IPC ϕ implies⊢S4 ϕ
′, where the mapϕ 7→ ϕ′

is Gödel’s translation, can be shown by induction on derivations in IPC. Gödel’s
conjecture that also the converse is true is harder to prove and was first established
years later by McKinsey and Tarski [16]. Fortunately, things are somewhat less
complicated in the case of our embedding of IPC into logic L which is managed
by the simpler mapϕ 7→ �ϕ. The proof thatΦ ⊢IPC ϕ impliesΦ ⊢L �ϕ relies on
a straightforward induction on derivations in IPC, see Lemma 2.3. In this section,
we will show that for propositionalΦ, ϕ the converse holds, too.

Theorem 5.1 LetΦ ∪ {χ} ⊆ Fm0. Then�Φ ⊢L �χ⇔ Φ ⊢IPC χ.

Proof. The direction from right to left is Lemma 2.3. SupposeΦ 0IPC χ. By
a standard construction (see, e.g., [7]), we may extendΦ to a prime theoryΦp ⊆
Fm0 of IPC such thatΦp 0IPC χ. By a standard application of Zorn’s Lemma,
Φp is contained in a maximal theoryΦmax ⊆ Fm0 of IPC. ThenΦmax is also a
maximal theory of CPC. In fact, a Kripke model ofΦmax is a singleton, i.e. a
classical truth-value assignment. Note that possiblyχ ∈ Φmax. We now construct
a model ofΦmax that identifies precisely those formulasϕ, ψ ∈ Fm0 which are
intuitionistically equivalent modulo prime theoryΦp ⊆ Φmax. For this purpose,
we define the relation≈ onFm0 by

ϕ ≈ ψ :⇔ Φp ⊢IPC ϕ↔ ψ.

Notice that≈ is defined onFm0 ⊆ Fm and not on the whole setFm. By IPC,≈
is a congruence onFm0, i.e. ≈ is an equivalence relation andϕ1 ≈ ψ1, ϕ2 ≈ ψ2
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imply (ϕ1 ∗ ϕ2) ≈ (ψ1 ∗ ψ2) for ∗ ∈ {∨,∧,→}. Let ϕ denote the congruence
class ofϕ ∈ Fm0 modulo≈. We define

M := {ϕ | ϕ ∈ Fm0}

TRUE := {ϕ | ϕ ∈ Φmax}

f⊥ := ⊥

f⊤ := ⊥ → ⊥

f∗(ϕ, ψ) := ϕ ∗ ψ for ∗ ∈ {∨,∧,→}

f�(ϕ) :=

{

f⊤, if ϕ = f⊤

f⊥, else.

Since≈ is a congruence onFm0, these operations are well-defined. It is clear
thatϕ, ψ ∈ Φp impliesΦp ⊢IPC ϕ ↔ ψ. It follows thatf⊤ = Φp. Recall that
Heyting algebras can be axiomatized by equations that correspond to theorems
of IPC which are given in the formϕ ↔ ψ. Then by construction, the above
defined operations form a Heyting algebra onM with ultrafilter TRUE and an
operationf�. It remains to show that the truth conditions (i)–(iv) of Definition 3.3
are satisfied. Condition (iv) follows readily from the definition of f�. Let us look
at condition (i),f�(ϕ) ≤ ϕ, for anyϕ ∈ M , where≤ is the underlying lattice
ordering. By definition, there are only two possibilities:f�(ϕ) = f⊤ or f�(ϕ) =
f⊥. In the latter case, there is nothing to show, sincef⊥ is the bottom element of
the Heyting lattice. We assume the former case. Then, by definition of f�, we
getϕ = f⊤. Hence, condition (i) is satisfied. Now, we consider condition (ii),
f�(f→(ϕ, ψ)) ≤ f→(f�(f→(ψ, χ)), f�(f→(ϕ, χ))). Again, if f�(f→(ϕ, ψ)) =
f⊥, there is nothing to show. So we may assumef�(f→(ϕ, ψ)) = f⊤, i.e.ϕ ≤ ψ.
Moreover, we may assumef�(f→(ψ, χ)) = f⊤, since otherwise we are ready.
This impliesψ ≤ χ. Transitivity of≤ yieldsϕ ≤ χ, i.e. f�(f→(ϕ, χ))) = f⊤.
It follows that f→(f�(f→(ψ, χ)), f�(f→(ϕ, χ))) = f⊤. Hence, condition (ii) is
verified. Finally, let us check condition (iii),f�(f∨(ϕ, ψ)) ≤ f∨(f�(ϕ), f�(ψ)).
Supposef�(f∨(ϕ, ψ)) = f⊤. Thenf∨(ϕ, ψ) = f⊤ = Φp. Thus,ϕ ∨ ψ = Φp

and thereforeϕ ∨ ψ ∈ Φp. SinceΦp is a prime theory,ϕ ∈ Φp or ψ ∈ Φp. This
means thatϕ = f⊤ or ψ = f⊤. That is,f�(ϕ) = f⊤ or f�(ψ) = f⊤. In any case,
f∨(f�(ϕ), f�(ψ)) = f⊤, and condition (iii) is satisfied. We have shown thatM is
a model in the sense of Definition 3.3.

Now, we consider the assignmentε : V →M defined byx 7→ x. By induction,
ε(ϕ) = ϕ, for any formulaϕ ∈ Fm0. By construction,Φ ⊆ Φp andχ /∈ Φp.
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Furthermore, for everyϕ ∈ Fm0:

(M, ε) � �ϕ⇔ ε(�ϕ) = f�(ϕ) ∈ TRUE ⇔ ϕ = f⊤ = Φp ⇔ ϕ ∈ Φp.

Hence,(M, ε) � �Φ and(M, ε) 2 �χ. Thus,�Φ 1 �χ. Soundness yields
�Φ 0 �χ. Q.E.D.

In Kripke semantics of IPC, truth means satisfaction at a given possible world.
The set of all formulas which are true at a given world form a prime theory of
IPC. Thus, intuitionistic truth of a formulaϕ means thatϕ belongs to a given
prime theory of IPC. The next two results show that the modal operator, restricted
to propositional formulas, is a predicate for intuitionistic truth. In this sense, the
modal operator of L can be viewed as a provability predicate.

Corollary 5.2 For any prime theoryΦp ⊆ Fm0 of IPC there is an interpretation
(M, ε) such that for allϕ ∈ Fm0:

(M, ε) � �ϕ⇔ ϕ ∈ Φp.

Proof. This follows immediately from the construction given in theproof of
Theorem 5.1. Q.E.D.

Proposition 5.3 For every interpretation(M, γ) there is a unique prime theory
Φp ⊆ Fm0 of IPC such that for allϕ ∈ Fm0:

(M, γ) � �ϕ⇔ ϕ ∈ Φp.

That is, the modal operator�, restricted to propositional formulas, can be seen
as a predicate for intuitionistic truth.

Proof. Let Φp := {ϕ ∈ Fm0 | γ(ϕ) = f⊤}. Then by truth conditions of a
model: (M, γ) � �ϕ iff γ(�ϕ) ∈ TRUE iff f�(γ(ϕ)) ∈ TRUE iff γ(ϕ) = f⊤
iff ϕ ∈ Φp, for any ϕ ∈ Fm0. We show by induction on a derivation that
Φp ⊢IPC ψ implies ψ ∈ Φp, for anyψ ∈ Fm0. If ψ is an intuitionistic ax-
iom, then it denotes the top elementf⊤ of the Heyting algebra, i.e.γ(ψ) = f⊤
andψ ∈ Φp. Finally, supposeψ is obtained by Modus Ponens from formulasϕ
andϕ → ψ. By induction hypothesis,γ(ϕ) = f⊤ andγ(ϕ → ψ) = f⊤. The
latter meansγ(ϕ) ≤ γ(ψ), where≤ is the lattice ordering. Thus,γ(ψ) = f⊤
andψ ∈ Φp. We have shown thatΦp is deductively closed in IPC. Then follows
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thatΦp is also consistent in IPC. Thus,Φp is an intuitionistic theory. Suppose
ϕ ∨ ψ ∈ Φp. Thenγ(ϕ ∨ ψ) = f∨(γ(ϕ), γ(ψ)) = f⊤. Since every model has the
disjunction property,γ(ϕ) = f⊤ or γ(ψ) = f⊤. That is,ϕ ∈ Φp or ψ ∈ Φp, and
Φp is a prime theory. It is clear thatΦp is unique with the asserted property. Q.E.D.

It is known that the set of intuitionistic theorems is a primetheory. This fact is
called thedisjunction propertyof intuitionistic logic (see, e.g., [7]). We conclude:

Corollary 5.4 There is an interpretation(MIPC, ε) such that for all proposi-
tionalϕ ∈ Fm0:

(MIPC, ε) � �ϕ⇔ ⊢IPC ϕ.

By Lemma 2.2,⊢ ϕ ≡ ψ iff ⊢ �(ϕ ↔ ψ). Then Corollary 5.4 (or, more
directly, the model construction given in the proof of Theorem 5.1) implies the
following.

Corollary 5.5 There is an interpretation(MIPC, ε) such that for allϕ, ψ ∈
Fm0,

(MIPC, ε) � ϕ ≡ ψ ⇔ ⊢IPC ϕ↔ ψ.

That is, model(MIPC, ε) identifies exactly those propositional formulas which
are intuitionistically equivalent. In general, however, amodel satisfies more equa-
tions. In the two-element Boolean algebra, for example, theequationsϕ ≡ ¬¬ϕ
andϕ ≡ �ϕ are true. A result stronger than Corollary 5.5 would be the existence
of a model(M, γ) with the following property. For allϕ, ψ ∈ Fm:

(M, γ) � ϕ ≡ ψ ⇔ ⊢L ϕ ≡ ψ.

We call such an interpretation acanonical model. A canonical model satisfies only
those equations which are satisfied in all models. We have no proof for the exis-
tence of such a model for logic L and leave this question as an open problem. The
models of CPC can be regarded as two-element Boolean algebras. Thus, proposi-
tional identityϕ ≡ ψ collapses with material equivalenceϕ ↔ ψ in CPC. Then
it is clear that a canonical model cannot exist. In IPC, propositional identity col-
lapses with intuitionistic equivalence. In fact, if we regard a proposition denoted
by ϕ as the set of possible worlds whereϕ is true and which are accessible from
the current worldw (see, e.g., [15]), thenϕ↔ ψ is true atw iff at each accessible
world, both formulas are true or both formulas are not true. This is the same as
to say that (at the actual worldw) ϕ andψ denote the same proposition:ϕ ≡ ψ.
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A canonical model for IPC is the root of the Kripke frame consisting of all prime
theories as possible worlds and settheoretic inclusion as accessibility relation. The
rootw0, i.e. the smallest prime theory, is the set of intuitionistic theorems. Then
ϕ↔ ψ is true atw0 iff ⊢IPC ϕ↔ ψ.

It is not hard to construct a canonical model for Suszko’s basic non-Fregean
logic SCI [2] such thatϕ ≡ ψ is satisfied iffϕ = ψ (see [12]). Consequently,
⊢SCI ϕ ≡ ψ iff ϕ = ψ. In [13], a canonical modelM for a non-Fregean logic
with propositional quantifiers is constructed such that forany two sentencesϕ and
ψ it holds thatM � ϕ ≡ ψ iff ϕ andψ differ at most on bound variables.
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