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SUMMARY Rapid eye motion, or so called saccade, is a very quick
eye motion which always occurs regardless of our intention. Although
the line of sight (LOS) with saccade tracking is expected to be used for
a new type of computer-human interface, it is impossible to track it using
the conventional video camera, because of its speed which is often up to
600 degrees per second. Vision Chip is an intelligent image sensor which
has the photo receptor and the image processing circuitry on a single chip,
which can process the acquired image information by keeping its spatial
parallelism. It has also the ability of implementing the very compact inte-
grated vision system. In this paper, we describe the vision chip architecture
which has the capability of detecting the line of sight from infrared eye im-
age, with the processing speed supporting the saccade tracking. The vision
chip described here has the pixel parallel processing architecture, with the
node automata for each pixel as image processing. The acquired image is
digitized to two flags indicating the Purkinje’s image and the pupil by com-
parators at first. The digitized images are then shrunk, followed by several
steps of expanding by node automata located at each pixel. The shrinking
process is kept executed until all the pixels disappear, and the pixel dis-
appearing at last indicates the center of the Purkinje’s image and the pupil.
This disappearing step is detected by the projection circuitry in pixel circuit
for fast operation, and the coordinates of the center of the Purkinje’s image
and the pupil are generated by the simple encoders. We describe the whole
architecture of this vision chip, as well as the pixel architecture. We also
describe the evaluation of proposed algorithm with numerical simulation,
as well as processing speed using FPGA, and improvement in resolution
using column parallel architecture.
key words: vision chip, line of sight, saccade, pixel parallel processing,
automata

1. Introduction

Our eyes’ line of sight (LOS), the direction where we are
looking at, is expected to be applied to various types of
human-computer interfaces. We also have the rapid eye
motion, or the saccade, which is a very quick eye motion
which always occurs regardless of our intention. Although
the saccade is expected to be used for a new type of human-
computer interface [1], [2], it is impossible to track it using
the conventional video camera because of its speed which is
often up to 600 degrees per second.

Some commercial systems for eye tracking including
saccade exist, such as EyeLinkII [3], which consists of high
speed camera and PC-based image processor, but their sys-
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tem is not compact for portable application. In addition, the
processing delay, for example, up to 14 ms in EyeLinkII,
may be a severe problem in real-time applications, since
the image processing is performed in the pipeline manner
to achieve high processing speed.

On the other hand, there are a lot of studies on ‘Vi-
sion Chip,’ which is an intelligent image sensor that has a
photo receptor and processing circuitry on one chip [4]–[6].
Vision chip can process the acquired image information by
keeping its spatial parallelism, and can achieve the very fast
image processing, as well as compact image processing sys-
tem as an integration of photo receptor and image processor.
Generally, pixel parallel architecture results in low resolu-
tion because of pixel circuit size, such as 48 × 32 pixels in
[6].

In this paper, we describe the vision chip architecture
for calculating the line of sight from infrared eye image,
with the capability of the saccade tracking using pixel paral-
lel processing. The pixel circuit is designed for implement-
ing the specified algorithm to calculate the line of sight to
achieve high resolution. We describe the evaluation the op-
eration speed by using FPGA. We also describe the column
parallel architecture plan for higher resolution.

This vision chip is expected to implement the very
compact line of sight detector compared with the conven-
tional systems, and to expand the applications of the line of
sight detector system.

2. Infrared Eye Image and Saccade

Infrared image of eye is suitable to find the line of sight.
Figure 1 shows an example of infrared image of eye. Two

Fig. 1 Infrared image of eye.
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Fig. 2 Line of sight.

characteristic areas appear in the infrared image of eye. One
is the pupil at the center of the iris, which appears as a black
area, and the other is the Purkinje’s image, which appears as
a white spot around or inside the pupil.

The line of sight can be calculated by the relation of
these two images’ positions as shown in Fig. 2.

3. Fast Position Detection Architecture

The essential function of this vision chip is to extract the po-
sitions of the pupil and the Purkinje’s image in order to de-
termine and track the line of sight including the saccade. We
applied the pixel parallel architecture for its implementation,
where all the pixels have both photo receptor and processing
circuitry. The pixel parallel architecture has a capability of
very fast processing, while it often results in low resolution
and low fill factor. We assumed the magnified eye image
projected onto this vision chip for sufficient position resolu-
tion, with using fast tracking actuator to track the image of
eye.

The conventional centroid detection performed in other
vision chips employs the calculation of the momentum with
object masking. The processing time of this algorithm de-
pends on the number of objects, and it is difficult to guar-
antee the upper limit of operation time. We employed the
centroid detection algorithm using shrinking processing per-
formed by the node automata located at each pixel. This
algorithm can guarantee the upper limit of processing time,
since shrinking are performed in all the node automata in
parallel manner.

The functional elements integrated on one pixel is com-
posed of digitizer, node automaton for image shrinking and
expanding, projection circuit onto x- and y- axes. There
are also the priority encoders for coordinate generation, as
well as transition control circuitry outside the pixel plain, as
shown in Fig. 3.

The saccade is a very quick eye motion whose speed
is up to 600 degrees per second. The time which the eye
image across the vision chip for saccade, which is calcu-
lated as the time for the eye ball rotating 180 degrees, is
180/600=300 [ms]. Assuming the number of pixels on the
vision chip as 100 × 100, the time for the eye image cross-
ing one pixel is calculated as 300/100 = 3 [ms] as shown in
Fig. 4. The required frame rate for processing to track sac-

Fig. 3 Vision chip architecture.

Fig. 4 Pixel speed of eye image on the vision chip.

Fig. 5 Pupil and Purkinje’s image detection circuit.

cade less than one pixel in the successive frame is estimated
as 1/3 [ms] = 333 [fps].

Here, we describe the details of each element.

3.1 Digitizing

The digitizing procedure is implemented by the circuit
shown in Fig. 5 for each pixel. The flag indicating the Purk-
inje’s image, Qpurkinje, can be determined if the pixel
is brighter than the reference, while the flag indicating the
pupil, Qpupil’, can be determined if the pixel is darker than
the references, Vpurkinje and Vpupil, respectively.

The positions of these two images can be defined as the
positions of their centroids. Since the Purkinje’s image may
exist inside the pupil, the image of the pupil can become
the black circle with the small circle of the Purkinje’s image
dropped, as shown in Fig. 6(a). This shape of the pupil area
may cause the calculation error of the centroid of the pupil,
while the pupil area will be the certainly the circle in case of
the Purkinje’s image outside the pupil, as shown in Fig. 6(b),
that makes the certain centroid of the pupil as the center of
the pupil.

In order to avoid this problem, the certain flag indicat-
ing the pupil, Qpupil, should be generated as the logical OR
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(a) (b)

Fig. 6 Possible positions of pupil and Purkinje’s image. (a)in case of
Purkinje’s image inside pupil, (b)in case of Purkinje’s image outside pupil.

Fig. 7 Digitized image using detector circuit in Fig. 5.

(a) (b)

Fig. 8 Transition algorithms for the pupil area. (a) shrinking and (b)
expanding.

of the flag of the Purkinje’s image, Qpurkinje, and flag in-
dicating that brightness is darker than the reference of Vpupil,
Qpupil’, as shown in Fig. 5. The small circle may appear
if the Purkinje’s image exists outside the pupil as shown in
Fig. 6(b), but this small circle is smaller than the pupil area,
and it disappears before the detection of the pupil in the fol-
lowing shrinking procedure described in Sect. 3.2.

Figure 7 shows the simulated digitized image for the
case of the Purkinje’s image inside the pupil. There are also
other ‘noise’ areas such as the eyelashes, but they also dis-
appear before the detection of the pupil as well. It is also
found to be the ‘white’ gap around the Purkinje’s image in
Fig. 7 inside the pupil, which has the intermediate bright-
ness between Vpurkinje and Vpupil. This gap can be eliminated
as it expands, as described in Sect. 3.2.

3.2 Shrinking and Expanding

The image operations for the pupil and the Purkinje’s image
are carried out as the transition of node automaton placed in
each pixel.

The shrinking procedure for the pupil area is imple-
mented by the transitions of the automaton located at each
pixel according to the transition rule in Fig. 8(a). The cir-
cle area of the flags indicating the pupil gets smaller and
smaller in the procedure of shrinking transition, and finally
disappears. The position of the smallest area just before it
disappears can be regarded as the centroid of the circle area,
as shown in Fig. 9.

The white gap can appear in the flags of the pupil in
case of the Purkinje’s image inside the pupil as shown in

Fig. 9 The centroid detection by shrinking procedure.

Fig. 10 Circuit of node automaton.

Fig. 7, which doesn’t make the certain circle for the pupil
area. In order to connect the areas of the Purkinje’s im-
age and the pupil in such case, some expanding transitions
should be carried out prior to the shrinking procedure ac-
cording to the rule in Fig. 8(b).

The global controller circuitry decides the transition
rule for all automata for the pupil flags as follows.

1. a few steps of expanding transition
2. shrinking transition until all the area disappears

The position of the Purkinje’s image is also calculated
by the shrinking procedure similar to that for the pupil,
while the expanding transition steps are not needed for the
Purkinje’s image flags, since they always form the circle or
oval area in the pixel plain. The transition algorithm of the
shrinking for the Purkinje’s image is determined based on
the simulations for eye images to perform the accurate cen-
troid detection as follows.

• becomes ‘1,’ if three of the four neighbouring automata
have the value of ‘1’
• becomes ‘0,’ otherwise

Figure 10 shows the designed circuit of node automa-
ton to implement these operations. Flags indicating the
pupil and the Purkinje’s image, Qpupil and Qpurkinje,
are given by the digitizer circuit shown in Fig. 5. The value
of node automaton, F(i,j) is generated by the values of
four neighbouring node automata, F(i-1,j), F(i+1,j),
F(i,j-1) and F(i,j+1), which is kept in D flip-flop, and
changes according to the transition clock, CK. The values
of expanding and shrinking transitions for the pupil, Fexp
and Fshr, are generated by logical OR and logical AND
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of four neighbouring node automata’s values, respectively.
The value of shrinking transition for the Purkinje’s image
flags, Ftran, is also generated by the logical OR of four log-
ical ANDs of three of neighbouring node automata’s values.
One of these values is selected and given to the D flip-flop
by the select signal, SEL, which is controlled by the global
controller circuitry as follows.

1. load the the pupil flag (D=Qpupil)
2. several expanding transitions (D=Fexp)
3. shrinking transitions until all disappear (D=Fshr)
4. load the the Purkinje’s image flag (D=Qpurkinje)
5. shrinking transitions until all disappear (D=Ftran)

These procedures are evaluated by numerical simulations
for eye image in Sect. 4.1.

3.3 Projection

The output of this vision chip is the coordinates of the pupil
and the Purkinje’s image in order to calculate the line of
sight. Two steps of procedures are carried out in order to
generate their coordinates for both the Purkinje’s image and
the pupil, respectively. The first is the projection of the au-
tomaton’s values onto both x- and y- axes, and the second is
coordinate generation of the projected images.

The values of the node automata, F(i,j) are projected
onto the x- and y- axes, respectively during the transitions of
node automata for both the Purkinje’s image procedure and
the pupil procedure, respectively, as shown in Fig. 11. The
projection to y-axis at j-th row, Pyj, can be implemented
by the chain of the logical ORs of the node automata values
without clock signal for fast operation as shown in Fig. 12.
The projection to x-axis at i-th column, Pxi, is also imple-
mented as well.

Not only the pupil or the Purkinje’s image but also
other noise images may exist on the focal plain as well as

Fig. 11 Projected flags and the number of projected flags.

Fig. 12 Chain of logical ORs for generating projection.

their projected images onto both axes. The target image of
each operation for the pupil and the Purkinje’s image is the
largest area, which disappears at last during the shrinking
transitions.

The disappearing timing of both pupil and Purkinje’s
image during the shrinking transitions can be detected when
all of the projected images onto the axes are going to dis-
appear. This condition is described by the number of the
projected values of ‘1’ onto both axes, Nb(x) and Nb(y) is
2 or 1, since all flags can’t disappear in the next shrinking
transition if there are neighbouring flags of ‘1,’ while all the
flags disappear at the next transition if there are no pairs of
neighbouring pixels of ‘1,’ as shown in Fig. 13. The detec-
tion of Nb(x) and Nb(y) going to zero can be determined
detecting there are not three neighbouring ‘1’s of projected
images. This condition can be detected by the logical ANDs
of the neighbouring three projected images on both axes as
shown in Fig. 14.

3.4 Coordinate Generation

The final procedure is the coordinate generation for the pupil
and the Purkinje’s image. The positions of the projected im-
ages at the end of transition, just before all disappear, de-
tected by the circuitry in Fig. 14 are expected to indicate the
centroid of the areas of the pupil and the Purkinje’s image.
Their positions can be decided by the priority encoders lo-

(a)

(b)

Fig. 13 The number of projected values of ‘1’ when disappears during
the shrinking transition for two cases.

Fig. 14 Transition end detection circuitry.
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Fig. 15 Priority encoders for coordinate generation.

cated at x- and y- axes, respectively, as shown in Fig. 15,
which generates the binary position (coordinate) of ‘1’ in N
inputs.

4. Evaluation

4.1 Operation of Automata

We carried out the numerical simulation to evaluate the
shrinking procedure described in Sect. 3.2 for eye images.
The infrared eye images are digitized by the adequate
threshold, and the shrinking and expanding procedures are
carried out in the numerical simulator based on the opera-
tions of the designed node automaton in Fig. 10. The posi-
tions of both the pupil and the Purkinje’s image detected by
these procedures are shown in Fig. 16 for the cases of the
Purkinje’s image both inside and outside the pupil. The po-
sitions of the pupil and the Purkinje’s image are correctly
detected.

4.2 Evaluation on FPGA

We carried out FPGA implementation in order to evaluate
the processing speed of the proposed vision chip architec-
ture. We implemented both 8×8 and 16×16 arrays of pixels
of node automata as well as the registers to hold the digitized
value, projection and coordinate generation circuitry on Al-
tera EP1C20F324. The digitized values for the pupil and
the Purkinje’s image are externally fed into the registers of
pixels, and all of the processing procedures are carried out.
As a result, we obtained the correct result of generated co-
ordinates. The critical path of whole pixel array circuitry is
the chain of logical ORs for projection, since this chain ex-
ist across all pixels, while the automata has the connections
only to the neighbouring automata, which doesn’t increase
even if pixels increase. The critical path delay for opera-
tion is determined by the length of the crossing path, or the
number of pixels. The measured maximum delay of the cir-
cuit is 27.7 [ns] for 8 × 8 pixels, and 30.8 [ns] for 16 × 16
pixels. This increase of the delay is expected to be on the
increased eight logical OR in the projection chain. The es-
timated maximum delay for n × n pixels in the projection
chain, Td(n), is to be as follows.

(a) (b)

Fig. 16 Detected positions of pupil and Purkinje’s image. White and
black crosses indicate positions of pupil and Purkinje’s image, respectively.
(a) Purkinje’s image inside pupil, (b) Purkinje’s image outside pupil.

Td(n) = 24.6 + 0.39 × n [ns] (1)

The maximum number of shrinking steps is determined
by the half of the number of pixels, since one pixel at the
edge of the pupil or the Purkinje’s image areas disappear
in each shrinking step. The total number of shrinking steps
to detect the positions of both the pupil and the Purkinje’s
image is, therefore, equal to the number of pixels in one
edge of pixel plain, n. The estimated maximum frame rate,
F for 100 × 100 pixels can be estimated with Td(100) =
63.4 [ns] as follows.

F = 1/(63.4 [ns] × 100) = 158 [kfps] (2)

This estimated frame rate derived from the operation time in
coordinates generation is fast enough for saccade tracking.
The actual frame rate is restricted by other factors, mainly
the integration time of photo receptor, and the design for
sensitive photo receptor will be required.

5. Column Parallel Architecture

The position detection algorithm described above imple-
mented by node automata in pixel parallel manner is fast
enough, more than 100 times faster than the required opera-
tion speed for saccade tracking.

One solution for achieving higher resolution is to em-
ploy the column parallel architecture instead of pixel paral-
lel architecture. Column parallel architecture has the pro-
cessing element in each column as shown in Fig. 17, and it
sequentially performs the operations for each row. The total
operation speed is slower than that of pixel parallel archi-
tecture, but the higher resolution and higher fill factor can
be achieved since the pixel only has the photo receptor and
read-out circuit.

The position detection algorithm using shrinking pro-
cedure can also be implemented in column parallel arcitec-
ture with node automaton and flag memories as shown in
Fig. 17.

For example, the total number of shrinking steps in
VGA (640 × 480) resolution is estimated as about 300
(480/2 = 240 for the pupil and 60 for the Purkinje’s im-
age). The node automaton in each column makes 480 tran-
sitions to perform the shrinking operation for one column.
To achieve the frame rate of 1 [kfps], the required operation
frequency for node automaton in each column, fmax is esti-
mated as follows.
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Fig. 17 Column parallel architecture for position detection.

Table 1 Estimated fmax of node automaton in column parallel architec-
ture.

Resolution Frame Rate [fps] fmax [MHz]
VGA(640×480) 1k 144
VGA(640×480) 500 72

QVGA(320×240) 1k 36
QVGA(320×240) 500 18

fmax = 1 [kfps] × 480 × 300 = 144 [MHz] (3)

This operation frequency can be achieved by conven-
tional CMOS technologies. The estimated fmax for various
resolutions and frame rates are summarized in Table 1.

The circuit implementation will be discussed and eval-
uated in our future work.

6. Conclusions

In this paper, we proposed the vision chip architecture for
detecting line of sight including the saccade with pixel par-
allel processing. Its processing speed is estimated to be fast
enough for saccade tracking. We also proposed the column
parallel architecture for higher resolution. The detailed de-
signs including sensitive photo receptor will be reported our
future work.

This vision chip is expected to implement the saccade
tracking system for various types of human-computer inter-
faces, as well as the very compact line of sight detector com-
pared with the conventional systems, and to expand the ap-
plications of the line of sight detector system.
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