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SUMMARY In this paper, we propose a PLSA-based language model 

for sports-related live sch. This model is implemented using a unigram 

rescaling technique that combines a topic model and an n-gram. In the 

conventional method, unigram rescaling is performed with a topic distri-

bution estimated from a recognized transcription history. This method can 

improve the performance, but it cannot express topic transition. By in-

corporating the concept of topic transition, it is expected that the recogni-

tion performance will be improved. Thus, the proposed method employs a 

Topic HMM•h instead of a history to estimate the topic distribution. The 

Topic HMM is an Ergodic HMM that expresses typical topic distributions 

as well as topic transition probabilities. Word accuracy results from our ex-

periments confirmed the superiority of the proposed method over a trigram 

and a PLSA-based conventional method that uses a recognized history.

key words: language model, adaptation, PLSA, HMM, automatic speech 

recognition

1. Introduction

Recently large volumes of multimedia content are broadcast 

and accessed through digital TV and the Internet. In order 

to extract exactly what we want to know from them, auto-

matic extraction of meta-information or structuring is very 

much a necessity. Sophisticated automatic speech recogni-

tion (ASR) plays an important role in extracting this kind 

of information because accurate transcription is inevitable. 

The purpose of this study is to improve the speech recog-

nition accuracy for automatically transcribing live sports-

related speech (especially baseball commentary) in order to 

produce closed captions and to structure the games for high-

light scene retrieval.

As the sports-related live speech in our experiment, we 

used radio speech instead of TV speech because it has much 

more information. However radio speech is rather fast and 

noisy. Furthermore, it is choppy (not smooth-flowing) due 

to rephrasing, repetition, mistakes and grammatical devia-

tion caused by the spontaneous speaking style. To solve 

these problems, we proposed adaptation techniques for an 

acoustic model and language model [1] and a situation-

based language model [2].

In order to further improve the speech recognition ac-

curacy, we focus on topic-based language models in this pa-

per. Several models based on Ergodic HMM for consider-

ing topics have been reported. [3] clustered utterances into 

several classes manually, and modeled its output probabil-

ity as an Ergodic HMM. [4] reported that the sequences of 

Context Free Grammar (CFG) drive a Ergodic HMM and 

the CFG rule probabilities are dynamically changed accord-

ing to topic state distribution. [5] modeled the transitions of 

utterances as Ergodic HMM and reported that this model re-

duces the test set perplexity. Moreover several topic-based 

language models have been studied; stochastic switching-

language model (SS N-gram) [6], a language model based 

on Latent Semantic Analysis (LSA) [7] and a PLSA-based

language model using unigram rescaling techniques [8]. SS 

N-gram requires a large quantity of corpus. In sports tasks, 

however, it is difficult to create a large corpus. PLSA is a 

probabilistic model of LSA and more compatible with an 

N-gram than LSA. Thus, in this paper, we focus on PLSA-

based models in particular.

The conventional PLSA-based model estimates a topic 

distribution using a •ghistory•h of recognized transcription. 

However, it cannot express topic transition. Considering 

topic transition, the recognition accuracy is improved be-

cause it enables the use of the proper language model for 

each topic. Consequently, we propose a new language 

model based on PLSA. The model expresses typical dis-

tributions of topics and transition probabilities between top-

ics. We implemented this model as an Ergodic HMM that 

has distribution in each state and transition probabilities be-

tween states. We call the HMM a •gTopic-HMM•h. Uni-

gram probabilities are obtained from a distribution of a state 

through the algorithm described in Sect. 3. Moreover, tri-

gram probabilities are also obtained using a unigram rescal-

ing technique. For each state of the Topic HMM, a trigram 

is computed as a topic dependent language model.

Conventional models are methods for spoken dialogue 

system and these are effective because an utterance replying 

to another person depends on a previous utterance spoken 

by another. In our task, though it is not a spoken dialogue 

task, an utterance depends on a previous utterance due to 

dependency on a process of a baseball game. In compar-

ison with conventional methods, our proposed method has 

following advantages. First, the proposed method does not 

need a large corpus due to learning based on latent topic 

distributions. Next, the proposed method can provide an ac-

curate word prediction capability based on trigram which is 

computed by the unigram rescaling technique.

The experimental results show that the Topic HMM im-

proves the performance of the word accuracy.
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Fig. 1 Overview of proposed method. In an original corpus, each utterance is divided by period 

from manual transcriptions. The Topic HMM is learned using feature vectors obtained from topic 

distribution of each utterance. A state of HMM corresponds to a distribution of topics . The decoding 
is performed with language models constructed by combining the Topic HMM and a trigram using a 

unigram rescaling technique.

2. Overview of Proposed Method

Baseball commentary during live games tends to repeat sim-

ilar expressions and word orders due to its nature. For ex-

ample, •gHere's the first pitch•h is repeated when pitching is 

taking place, and •gStrike•h or •gBall,•h etc. are spoken after 

pitching expressions.

The goal of the proposed method is to improve speech 

recognition performance by incorporating topic-dependent 

language models and transition probabilities between lan-

guage models. These are actualized by a Topic HMM and 

a unigram rescaling technique. Figure 1 shows an overview 

of the proposed method. First, a trigram language model 

is constructed from the original corpus. This model is the 

baseline for the adaptation. Next, latent topic distributions 

are computed from the original corpus based on PLSA. 

These distributions represent the rates at which an utter-

ance is included in each latent topic. Next, Ergodic HMM is 

learned using these latent topic distributions instead of word 

 vectors in an utterance. This is because word vectors are too 

big and too sparse to estimate appropriate states, especially 

in a small corpus. By considering latent topic distributions 

as observed feature vectors and classes as hidden states, they 

are modeled by Ergodic HMM, or •gTopic HMM•h. Each state 

of the Topic HMM represents a typical distribution of latent 

topics and there are transition probabilities between states.

In the next section, we briefly describe the basis of 

PLSA and the adaptation technique for a language model, 

and Sect. 4 describes our proposed method constructing a 

Topic HMM.

3. PLSA-Based Language Modeling

Probabilistic Latent Semantic Analysis (PLSA) [9] is a topic 

decomposition method for documents in a corpus. In this 

paper, PLSA is performed for utterances and an utterance 

is employed as a unit of a document. We describe PLSA 

below with term •gutterance•h instead of •gdocument•h. This 

method analyzes topic probabilities in each utterance and 

unigram probabilities in each topic. These probabilities are 

estimated from the co-occurrence probabilities of a word 

and an utterance, where ui (i=1,•c, N) denotes an utter-

ance from a text corpus, wj(j=1,•c, M) denotes a word, 

and zk(k=1,•c, K) denotes a latent variable that represents 

a latent topic. Under the assumption that an utterance and 

a word are independent of each other given a latent vari-

able, the word probability conditioned on the utterance is 

estimated using

P(wj|ui)=kΣk=1P(wj+|zk)P(Zk|ui), (1)

where P(wj|zk) is a unigram probability conditioned on a 
latent variable and P(zk|ui) is a latent variable probability 
for each utterance.

Each parameter is estimated by the Expectation Maxi-
mization (EM) algorithm. The E-step is

(2)

and the M-step is

(3)

(4)

where N(ui, wj) is the number of the co-occurrences of the 
word wj and the utterance ui. Table 1 shows a portion of 
the PLSA results. Characteristic words in each latent topic 
are listed (P(wj|zk)/P(wj) of these words were high). The 
summary is subjectively labeled from characteristic words.

Gildea [8] proposed the adaptation technique for lan-
guage models based on PLSA. The adaptation is approxi-
mately performed using a unigram rescaling technique be-
cause it is difficult to estimate such a large number of N-

gram entries. Based on the assumption that the history hi 
and the trigram context are independent conditioned on wi, 
the trigram probability P(wi|wi-1, wi-2, u) is computed as 
follows:
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Table 1 A portion of PLSA results.

where u is an unseen utterance (often, it is a recognized hy-

pothesis), P(w) and P(wi|wi-1, wi-2) are a unigram and a tri-

gram probability, respectively, in a baseline language model. 

Here, normalization is required because the sum of u depen-

dent trigram computed by Eq. (5) will not be 1. Since u is an 

unseen utterance, P(zk|u) should be estimated in some way. 

In the conventional method, as u is a sequence of recog-

nized words hi=(wi,•c, wi), the approximately computing 

method was proposed in [8] as follows:

(6)

In this method (called •gHistory•h), P(zk|hi) continues to be 

updated when a new word is recognized. Note that history 

consists of words in a current recognizing utterance (namely, 

w1 is a first word of an utterance). In the next section, we 

describe the proposed method to estimate P(zk|u).

4. Language Modeling Using Topic HMM

In this section, we describe how to construct a PLSA-based 

Topic HMM. First, PLSA is performed to estimate topic dis-

tribution P(zkfui) for all utterances and unigram distribution 

P(wj|zk). Utterances are divided by a period from manual 

transcriptions. In the corpus, there were about 8,000 utter-

ances. After carrying out PLSA, each utterance is expressed 

as a vector that consists of latent topic probabilities as fol-

lows:

(7)

Namely, word vectors in the original corpus are converted 

into topic vectors xi.

Next, an Ergodic HMM (shown in Fig. 2) is trained 

based on maximum likelihood estimation. In this HMM, 

probabilistic density function is normal distribution and 

only diagonal variances (not co-variances) are used. The se-

quence of topic vectors {x1, •c, xN} is used as the sequence 

of observed features, where L is the number of states in

Ergodic HMM

Fig. 2 An Ergodic HMM as a Topic HMM. Each state represents a latent 

topic distribution as a mean vector.

HMM and the mean vector ƒÊn (n=1,•c, L) is estimated 

as the weighted average of observed topic vectors. It is con-

sidered to be the typical latent topic vector in the state sn. In 

this paper, an inning is employed as a unit of topic sequence 

for HMM learning. In addition, transition probabilities be-

tween state sn and sn P(snIsn) are estimated. 

In History method, history dependent trigram is corn-

puted by Eq. (5). Here, we describe how to compute the 

state dependent trigram in the proposed method. First, state 

dependent trigram can be derived as follows:

(8)

Under the assumption that the state sn and the trigram con-
text wi-1, wi-2 are independent conditioned on wi, following 
formula can be derived.

(9)

Based on the above assumption,

(10)

is changed into

(11)

Eqs. (10) and (11) describe the sn probability ratio between 

when wi is known and unknown. Eq. (11) can be expected 

to play a similar role to Eq. (10).

Next, considering ƒÊn to be latent topic distribution in 

the state sn, word probability depending on the state sn can
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Fig. 3 Summary of building langugae model based on Topic HMM.

be computed as follows:

(12)

where P(zk|sn) is the k-th element of the mean vector ƒÊn. 

Finally, we can compute the state dependent trigram from 

Eqs. (9) and (12). Note that, in a similar way to Eq. (5), nor-

malization is required to make the sum of state dependent 

trigram for all words into 1.

In summary, Fig. 3 shows the building process of a lan-

guage model based on Topic HMM. The goal is to estimate 

trigram probability for each state. This is computed by a un-

igram rescaling technique using mean vector ƒÊn as the latent 

topic distribution.

5. Speech Recognition by Estimating the State Se-

quence of Topic HMM

In this section, we formalize speech recognition to find the

most likely word sequence W={w(1),…,w(N)}as well as

the state sequence of Tbpic HMM S={S1,…,SN}, where N 

is the number of utterances and w(n)={w(n1),…,W(n)T(n)} is the

word sequence of an utterance. T(n) is the,number of words 

in an utterance w(n). Given the sequence of observed feature 

vectors O={01,…,0N}, speech recognition is formalized 

as follows:

(S,W)=argmax P(S,W|O).
S,W

(13)

Eq.(14) can be derived from Eq.(13):

(S,W)=argmax P(S, W)P(O|W),
S,W

(14)

based on the Bayesian theorem, P(O) is omitted due to in-
dependence from W, and the probability P(O|W, S) is sim-

plified into P(O|W) due to independence from S. Moreover, 
we can derive the following equation;

(15)

Based on the following approximation,

● astate depends only on a previous state
, and

● an utterance (w(n)) depends only on a present state .

● aword depends only on a present state and the previous 

two words (state dependent trigram).

We can simplify Eq. (15) as follows:

(16)

(17)

where P(sn|sn-1) and P(Wi(n)|w(n)i-1, ww(n)i-2,Sn) are obtained from 
a language model based on Topic HMM. Note that, in this 

research, a state transition probability P(si|si-1) is assigned 

to transitions between utterances only, and not words. This 

is because the Topic HMM is trained using an utterance 

as a unit. To adjust the effect of a transition probability 

P(Sn|Sn-1) of the Topic HMM, scaling factor a is employed. 

By the same token, scaling factor ƒÀ is employed to adjust 

the effect of language model. Finally, the speech recogni-

tion that estimates the state sequence of the Topic HMM is 

formalized as:

(18)

We implemented this formulation as a 2nd-pass search algo-

rithm over the word-graph obtained from 1st-pass decoding. 

As the 1st-pass, the conventional-state independent-

algorithm is employed. In the 1st-pass, both the state transi-

tion probability and the state dependent language model are 

not considered.

6. Experiments

To evaluate the language model using a PLSA-based Topic 

HMM, speech recognition was performed. The test set was 

the commentary speech on a live baseball game. We used 

the commentaries from the radio instead of TV since it con-

tains much more information. Four commentaries were col-

lected as our corpus. These specification are shown in Ta-

ble 2. There are about 8000 utterances and about 80000 

words. The average length of a utterance is 7.67 words, and 

95% of utterances consists of between 1 to 24 sequence of 

words without punctuation. Many one-word utterances are 

agreement to another commentator such as •gah•h, •goh•h and 

•g yes•h. Usually, a process of utterances is as follows:
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Table 2 The specification of our corpus.

● Describing batter,

● pitching,

● Pitching results (stike, ball, faul ball
, hit, out and so 

on),

● Chat with commentators .

By way of exception, pitching results were sometime in-

serted into chat utterances. These characteristics are com-

monly found in all commentaries in our corpus.

We performed the experiments using three methods: 

trigram, unigram rescaling from a recognized history as 

described in Sect. 3 (called •gHistory•h), and the proposed 

method. All of experiments were performed by 4-fold 

cross validation technique. Namely, testing commen-

tary: 2003/09/05, language model, PLSA model and Topic 

HMM were learned by the other commentaries. Note 

that, acoustic model was adaptated by another commentary 

which was spoken by the same speaker. In the next section, 

we describe the experimental conditions.

6.1 Experimental Conditions

The acoustic model was a syllable-based monophonic 

HMM (left to right) [11]. The experimental conditions of 

the acoustic model are summarized in Table 3. The train-

ing data consisted of about 200,000 Japanese sentences (200 

hours) spoken by 200 males in the Corpus of Spontaneous 

Japanese (CSJ) [10]. Supervised acoustic model adaptation 

was performed using MLLR+MAP [12] with about 2 hours 

of data that matched the test set.

The baseline of the language model was a trigram lan-

guage model. The training data consisted of 60,000 words 

collected from manual transcription of baseball games com-

mentary. The number of unique words was about 3,000. 

The domain and the vocabulary of the training data were 

matched with the test set.

As the 1st-pass decoder, Julius [13] rev. 3.5. was used. 

The 2nd-pass decoder was implemented as a wordgraph de-

coder based on Sect. 5.

Since the performance depends on the number of topics 

and states, we performed experiments using various param-

eters.

6.2 Experimental Results

The experimental results are summarized in Table 4. The 

average accuracy for the •gtrigram•h was 62.2%, for the •gHis-

tory•h was 63.6% and for the •gproposed method•h was 65.3%. 

The Topic HMM shows the highest performance and this 

improvement is statistically significant (evaluated by Stu-

dent's t-test, the 0.05 level). For this reason, two as-

Table 3 Experimental conditions of acoustic model .

Table 4 Experimental results in word accuracy.

pects of the advantages of the proposed method are con-

sidered. First, in the History method, latent topic distri-

bution P(zk|hi) is estimated from recognized word hypoth-

esis. Thus, P(zk|hi) will be estimated incorrectly when wi is 

incorrect word. Since wi+1 is estimated based on unigram 

rescaling using P(Zk|hi), incorrect P(zk|hi) may cause wi+1 

bad effect. In the proposed method, latent topic distribu-

tion P(zk|sn) is estimated beforehand from manual transcrip-

tions. Therefore, by avoiding estimating errors, word recog-

nition errors were reduced, especially since baseball com-

mentary repeats similar expressions many times. Second, 

the effects of transition probabilities are considered. For ex-

ample, there were two utterance such as •gpitch•h and then 

KARABURI (meaning strike out).•h In the conventional 

methods, it was recognized as •gpitch•h and then •gTAMURA-

RIN (name of player)•h due to similar pronunciation. In 

the proposed method, it was recognized correctly because 

the Topic HMM indicated that the probability of the player 

name after pitching is low. This is not an effect of a topic-

dependent language model, because each utterance is natu-

ral under topic dependency.

Figure 4 shows the average of word accuracy of the 

proposed method over the number of topics of PLSA from 5 

to 80 and the number of states of the Topic HMM from 5 to 

60. In this figure, the performances are the average of com-

mentary for each topology. The best performance in this 

figure is less than Table 4 because the average performances 

shown in Table 4 are the average of the best performance in 

each commentary. In this figure, the best performance was 

64.6% with 60 topics and 30 states, and even the worst per-

formance achieved was 63.2%. The topologies of the best 

performance in each commentary are near by this topology. 

However, it took much time to seek a topology with the best 

performance. To seek this topology automatically is a task 

for future research.

Figure 5 shows the transition probability efficacy of the
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Fig. 4 Average of word accuracy results. Vertical axis shows the number 

of topics of PLSA. Horizontal axis shows the number of states of the Topic 

HMM. The best performance was obtained with 60 classes and 30 states of 

PLSA and the Topic HMM, respectively.

Fig. 5 Effect of transition probability of the Topic HMM on word accu-
racy. Horizontal axis shows the scaling factor a of transition probability.

Topic HMM. Note that, this is not the average performance 

but the case of best performance for each case of commen-

tary. In a case where the scaling factor is zero, the transition 

probability is not used. We can see that too strong effect of 
transition probability causes decreasing performance, how-

ever appropriate effect may provide same level or slight bet-

ter performance.

7. Conclusions

In this paper, we propose the language modeling method 

using Topic HMM based on a PLSA framework. The Topic 

HMM is learned from latent class distributions of each utter-

ance estimated by PLSA. The decoding is performed using 
a unigram rescaling technique to combine the Topic HMM 

and trigram models. We performed the experiments on the 

task of a commentary from a baseball game. The exper-

imental results show that Topic-HMM improves the word 

accuracy performance.

In the future, we will perform experiments with a gen-

eral corpus such as CSJ or JNAS. Moreover, we will study 

automatic determination techniques for the Topic HMM 

topology, such as the number of topics of PLSA and the 

number of states of the Topic HMM.
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