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SUMMARY In forensic voice telephony speaker verification, we may 

be requested to identify a speaker in a very noisy environment, unlike the 

conditions in general research. In a noisy environment, we process speech 

first by clarifying it. However, the previous study of speaker verification 

from clarified speech did not yield satisfactory results. In this study, we 

experimented on speaker verification with clarification of speech in a noisy 

environment, and we examined the relationship between improving acous-

tic quality and speaker verification results. Moreover, experiments with re-

alistic noise such as a crime prevention alarm and power supply noise was 

conducted, and speaker verification accuracy in a realistic environment was 

examined. We confirmed the validity of speaker verification with clarifica-

tion of speech in a realistic noisy environment.
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1. Introduction

The speaker verification that we are carrying out targets 

voice telephony from the viewpoint of forensic science, 

which is field in which our research results are requested. 

Regarding voice samples in forensic science, there are many 

poor conditions compared with those in general research in 

a noisy environment. In cases where speech contents can-

not be understood, we clarify the speech in order to under-

stand the content. However, the research results of speaker 

verification with the clarification of speech are unsatisfac-

tory. Nevertheless, speaker verification in a very bad noisy 

environment might actually be required. It seems that the 

term •gthe clarification of speech•h is not commonly used in 

general research, because general research in such a noisy 

environment that the speech content cannot be understood 

is not demanded. However, there is often such a demand 

in forensic science. The noise reduction processing in such 

a situation is called the clarification of speech. Therefore, 

this noise reduction processing is called the clarification of 

speech in this paper.

The characteristics of noise cannot be examined off-

line in general research on the speech or speaker recognition 

in a noisy environment, and a real-time result of process-

ing is demanded. However, in forensic science, the charac-

teristics of the noise can be adequately examined off-line, 
and there is little demand for real-time processing. There-
fore, after the characteristics of the noise can be examined in 
detail, the best filter and parameters for the clarification of 
speech can be decided. Moreover, the data for comparison, 
which is usually obtained under good conditions with little 
noise after a suspect was arrested, can often be re-collected, 
which is one of the distinctive features in forensic science, 
although the sample of the unknown speaker, which might 
have been recorded in a noisy environment, cannot be col-
lected again.

In this study, a text-dependent speaker verification ex-

periment with the clarification of speech was conducted us-
ing speech recorded in a noisy environment that filled the 
condition of forensic science, and the relationship between 
the verification result and speech clarification was exam-
ined. We dealt with narrow-band (periodicity) noise as the 
object noise, and the verification results for different char-
acteristics of the noise were compared, because a crime pre-
vention alarm and power supply noise, which is a narrow-
band noise, are a scene that most appears quite frequently 
in forensic science and that are demanded from the view-

point of investigation support. From a thing of above, we 
deal with these two kinds of noise as real environmental 
noise, and we concentrate on the case of noise reduction 

processing for this narrow-band noise in this study. The 
verification experiment with a sine wave noise which has 
one frequency was conducted before with a crime preven-
tion alarm and power supply noise which has multiple fre-

quency elements. We will describe the possibility of speaker 
verification with speech clarification of speech including the 
narrow-band noise that SNR is less than 0 dB bellow.

2. Speaker Verification

2.1 Speech Corpus

In the speaker verification experiments, we used a speech 
of utterances by approximately 3000 Japanese adult males 
recorded through a telephone. The speech data of 300 peo-

ple chosen from this speech corpus was used for the speaker 
verification experiment. The speech data shown in Table 1 
were recorded at the sampling frequency of 11.025 Hz, but 
were downsampled from 11.025 kHz to 8 kHz before the ex-

periment because of being recorded through the telephone.
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Table 1 Speech data.

Table 2 Analysis conditions.

2.2 Dynamic Time Warping

The analysis shown in Table 2 was performed, and dy-

namic time warping (DTW) [1] was adopted as the method 
of calculating the euclidean distance between the unknown 
speaker's data and the contrast (known speaker's) data. 
In the general research of speech recognition and speaker 
recognition, features such as mel-cepstrum and MFCC and 
analysis methods of model-based statistics and probability 
such as VQ and GMM are usually used [2]-[4]. There are 
few speech data and a case that construction of a statistical 
model is difficult, the method of DTW is effective in the field 
of forensic science. The parametric method as LPC some-
times is effective also than the nonparametric method still 
more in a noisy environment.

In this work, we used the method adopted in conven-
tional research, not aiming at the improvement of the verifi-
cation accuracy using the features and the analysis methods, 
and aiming the clarification of the relationship between the 
clarified speech and the verification accuracy, although we 
had already studied these issues employing the these fea-
tures and analysis methods [5]-[7].

2.3 Speaker Verification Method

For the text-dependent speaker verification, the distance be-
tween data of the same speech content spoken by various 
speakers was calculated. The combination of speech data 
obtained on the same day was not used for one person. The 
first time of utterance and the second time, the second time 
and the third time were compared, and the distance distri-
bution for one speaker (among speaker) was obtained from 
300 people. The distance between one speaker and another 
speaker, using a different combination of data was similarly 
obtained. This combination was thinned out.

Fig. 1 Method of judgment.

Figure 1 shows pattern diagrams of the method of judg-
ment. An equal error rate (ads=asd) was obtained from 
the same-speaker and different-speakers distance distribu-
tions for each utterance content. The threshold of judgment 
was calculated, and this threshold was assumed to be the 
criterion for judging whether utterances were spoken by the 
same speaker. The correct answer rate when using this cri-
terion was assumed to be the verification rate of the speaker 
verification experiment.

3. Speaker Verification in Narrow-Band Noisy Envi-
ronment

3.1 Speech Data

Because our purpose was to clarify the relationship between 
the noise power band (center frequency and bandwidth), 
which is a characteristic of the noise, and the clarification 
of speech and the speaker verification, we decided to use 
the sine wave with one frequency element as the narrow-
band noise actually treated, although there is much noise 
with two or more narrow-band spectral elements.

When root mean square (RMS) of the speech signal s(t) 
in a frame section from time to to time tN is S RMS and RMS 
of the noise signal n(t) is NRMS, the speech signal in a noisy 
environment x(t), which becomes SNR [dB], is obtained as

(1)

(2)

(3)

The obtained speech data was assumed to be the unknown 
speaker's data in a noisy environment. Because we assume 
it is different from a place where a speaker uttered and a 

place where the speech was recorded and where a noise was 
gained, we think that consideration for the Lombard effect 
is not necessary.

3.2 Band Elimination Filter

We used a band elimination filter (BEF) to clarify speech
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with sine wave noise. In this study, we used the Kaiser filter 
with sox (sound exchange) [8] because the Kaiser filter is 
conventionally used as the FIR filter.

When the eliminated bandwidth of BEF is fD[Hz] for 
the f sine wave noise, the elimination band of BEF is be-
tween (f-fD/2) and (f+fD/2). The gain of each cutoff 
frequency is-6dB and the attenuation rate is adjusted to the 
width of the Kaiser window appropriately so as to eliminate 
the noise.

3.3 Speaker Verification Experiments Based on Missing 
Feature Theory

The unknown speaker's data was speech in an environment 
with 2 kHz sine wave noise, and the contrast data was orig-
inal speech data basing on the telephonic band and a sam-

pling frequency. SNR was set to 10, 0, and-10 dB, the 
speech clarification of the unknown speaker's data was car-
ried out with BEF, and the speaker verification experiments 
with the contrast data were run. Table 3 shows the verifi-
cation condition of the unknown speaker's data in the ex-

periment. We focus on the verification result of the variable 
eliminated bandwidth of BEF, and the experiment under the 
condition of not using BEF (this is the 'Noise' condition) for 
the unknown speaker's data was run for comparison. More-
over, an experiment under the condition that noise was not 
superimposed onto the unknown speaker's data (this is the 

' Clear' condition) was carried out to examine the influence 
of BEF processing on the verification rate. It is not our aim 
to bring the verification rate after speech clarification close 
to 100%, but in this study, it is improved to the verification 
accuracy achieved under the 'Clear' condition, that is, the 
condition without noise.

We proposed to use the Missing Feature Theory for 
the improvement of the verification accuracy [9], [10]. We 
examined how the verification accuracy was changed upon 

processing with BEF (missing feature mask (MFM) pro-
cessing) the contrast speaker's data in a manner similar to 
the processing of the unknown speaker's data. In MFM pro-
cessing of the contrast data, the sine wave noise present in 
the unknown speaker's data was not added to the contrast 
data. As the 'Noise' condition for MFM, noise was added 
to the contrast data such that SNR became the same as that 
of the unknown speaker's data.

3.4 Experimental Results

Figure 2 shows the verification results. The improvement 
of the verification rate upon using MFM processing of con-
trast data is shown, and it was confirmed to improve greatly,

Table 3 Verification experiment conditions.

particularly when the eliminated bandwidth was 1 kHz un-
der the both the condition with BEF processing and without 

BEF processing. When the eliminated bandwidth is about 
600 Hz or less, the verification accuracy close to the target 

value under the condition without the noise is obtained be-

cause it is less affected by BEF processing. We found that 

the verification accuracy is the most affected by the condi-
tion of applying a MFM in the contrast data.

Next, the unknown speaker's data was speech in an en-

vironment with 1, 2 and 3 kHz sine wave noise, and the con-

trast data was processed with BEF. SNR was set to-10dB. 
The other experimental condition is same in Sect. 3.3. Fig-

ure 3 shows the verification results. When the eliminated 
bandwidth is about 600 Hz or less, the verification accuracy 

did not appear to be affected so much by the characteristic 

of sine wave noise.

4. Speaker Verification in Realistic Noisy Environ-

ment: Crime Prevention Alarm

4.1 Speech Data

In Sect. 3, we described speaker verification in the case of a 

simulated noisy environment. However, in this section, we 

present speaker verification in a realistic noisy environment 
with a crime prevention alarm. The alarm was a narrow-

band noise that had a frequency element of about 3,200 Hz. 

This frequency element could be removed by BEF process-

ing with the 400 Hz bandwidth. The sound spectrograph 
of the alarm alone and the alarm after BEF processing are 

shown in Fig. 4. Figure 4 shows that the noise component 
can be removed by the BEF. The spectrum of the alarm is 

shown in Fig. 5. We prepared the speech data in the realistic 

noisy environment with SNR set to 10, 0, and-10 dB.

4.2 Experimental Results of Speaker Verification in Real-

istic Noisy Environment: Crime Prevention Alarm

The speaker verification experiments with the clarification 
of speech were conducted under the verification condition 

shown in Table 4. The methodology of the verification ex-

periments is the same as described in Sect. 3. In these exper-
iments, the condition that alarm noise is add to the contrast 
data was also examined because this alarm noise comprises 

not only the narrow-band noise but also the wide-band noise 
component. Figure 6 shows the experimental results. The 

same kind of noise component is made to function as the 

MFM that is added to the contrast data before BEF process-

ing.

4.3 Discussion

These results indicate that the verification rate is improved 
by adding the alarm noise to contrast data before BEF pro-

cessing, but not as much as to the target value. The differ-

ence from the target value is 10% or more under the 10-dB-

SNR condition. A high verification rate is not obtained, al-
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(a) /a/ (b) /i/

(c) /u/ (d) /e/

(e) /o/ (f) /KURUMA/

(g) /RENRAKU/ (h) /BAKUDAN/

(i) /GINKO/ (j) /KEISATSU/

Fig. 2 Results of verification experiment: (i) MFM processing of contrast data, shown by the solid 

line; (ii) no MFM processing of contrast data, shown by the dotted line. 

though Fig. 4 shows that alarm noise reduction is successful. 
It is clear that because the wide-band noise is not removed, 
a higher verification rate is no obtained. In this study, we 
do not consider the wide-band noise in the clarification of 
speech or noise reduction.

It is found that speaker verification by this method with 
wide-band-noise processing is very difficult, from the exist-
ing work [11], [12]. If the wide-band noise is not included 
in the crime prevention alarm noise, it appears to be certain 
that a verification accuracy near the target value can be ob-
tained, on the basis of the result in Sect. 3 and the success of 
alarm noise reduction.

As a consequence of the above results, it has been

found that to obtain high verification accuracy in speaker 

verification in a realistic noisy environment, it is important 

to examine the characteristics of the noise for successful 
noise reduction.

5. Speaker Verification in Realistic Noisy Environ-

ment: Power Supply Noise

5.1 Speech Data

In this section, we presented speaker verification in a real-

istic noisy environment with power supply noise of 50 Hz, 

in order to examine the relationship between the clarification
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(a) /a/ (b) /i/

(c) /u/ (d) /e/

(e) /o/ (f) /KURUMA/

(g) /RENRAKU/ (h) /BAKUDAN/

(i) /GINKO/ (j) /KEISATSU/

Fig. 3 Results of verification experiment with MFM processing of contrast data.

Fig. 4 Sound spectrograph of crime prevention alarm (left) and alarm 

with BEF (right).

of speech and the verification accuracy in a realistic environ-
ment. We prepared the speech data in a noisy environment 

with SNR set to 10, 0, and-10dB. A sample sound spec-

trograph of the speech with power supply noise is shown in 

Fig. 7.

Fig. 5 Spectrum of crime prevention alarm.
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(a) /a/ (b) /i/

(c) /u/ (d) /e/

(e) /o/ (f) /KURUMA/

(g) /RENRAKU/ (h) /BAKUDAN/

(i) /GINKO/ (j) /KEISATSU/

Fig. 6 Results of verification experiment for realistic noisy environment: crime prevention alarm.

Table 4 Verification experiment conditions for realistic environment: 

crime prevention alarm.

Fig. 7 Sound spectrograph of speech (/RENRAKU/) with power supply 

noise.
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5.2 Comb Filter

Power supply noise is a narrow-band noise with a 50 Hz har-

monic component because it is not a pure sound like the sine 

wave noise, although power supply noise has the frequency 

of 50Hz. The frequency comb filter, not the band elimi-

nation filter, is effective for the clarification of speech with 

such a noise characteristic. The effect of speech clarification 

improves with the use of a frequency filter that eliminates 

the fundamental frequency and harmonic components. We 

can design the comb filter comparatively easily. When the 

period ƒÑ for the signal x(t) at time t is given, the comb filter 

that reduces the noise with the fundamental and harmonic 

components can be described as 

y(t)=x(t)-x(t-ƒÑ) (4)

and frequency response of the comb filter is shown in Fig. 8. 

Using the comb filter, we applied the clarification of speech 

to an unknown speaker's data in a realistic noisy environ-

ment with power supply noise.

5.3 Experimental Results of Speaker Verification in Real-

istic Noisy Environment: Power Supply Noise

The speaker verification experiments with the clarification 

of speech were performed under conditions shown in Ta-

ble 5. Figure 9 shows the experimental results. The ex-

perimental results show that the use of the comb filter for 

the clarification of speech is often effective in improving the 

verification accuracy when the same comb filter (missing 

feature mask) is applied to the contrast data as the comb 

filter applied to the unknown speaker's data. The decrease

Fig. 8 Freqency response of comb filter.

Table 5 Verification experiment conditions for realistic environment: 

power supply noise.

in the verification accuracy was suppressed from about 5 to 

about 10% per word, and it was shown that speaker verifica-

tion with the clarification of speech including narrow-band 

noise was very effective for the realistic environment be-

cause the verification rate per word exceeded roughly 80% 

when SNR was-10dB.

6. Conclusions

As a result of forensic speaker verification experiments in 

noisy environments and experiments on the relationship be-

tween the clarification of speech and the verification accu-

racy, we have found that the effect of the clarification of 

speech with narrow-band noise on the verification accuracy 

is significant, and the verification accuracy is greatly ame-

liorated by clarifying the speech.

The improvement of the verification accuracy upon 

the clarification of speech with narrow-band noise was also 

confirmed for a realistic environment by the experiment in 

which power supply noise was used. Moreover, we found 

that the clarification of speech for the improvement of the 

verification accuracy is useful for the situation of a highly 

noisy environment of SNR of 0 dB to-10dB.

However, it is difficult to obtain high verification accu-

racy by the clarification of speech when wide-band noise is 

included, and it is necessary to examine a speaker verifica-

tion method for the case that wide-band noise is included. 

When a noise component remains after noise reduction, the 

method for adding the same kind of noise to the contrast 

data is effective for speaker verification.

In the future, we will discuss the application of the re-

sults of this study to forensic work. We will also further in-

vestigate effective methods of the clarification of speech for 

speaker verification in noisy environments, and the features 

and verification methods effective in improving the verifica-

tion accuracy.
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