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Improved Frame Mode Selection for AMR-WB+ Based on 

Decision Tree

Jong Kyu KIM•õa), Nonmember and Nam Soo KIM•õb), Member

SUMMARY In this letter, we propose a coding mode selection method 
for the AMR-WB+ audio coder based on a decision tree. In order to reduce 
computation while maintaining good performance, decision tree classifier 
is adopted with the closed loop mode selection results as the target classifi-
cation labels. The size of the decision tree is controlled by pruning, so the 
proposed method does not increase the memory requirement significantly. 
Through an evaluation test on a database covering both speech and music 
materials, the proposed method is found to achieve a much better mode 
selection accuracy compared with the open loop mode selection module in 
the AMR-WB+.
key words: AMR-WB+, audio coding, mode selection, decision tree

1. Introduction

The AMR-WB+, which was standardized by 3GPP in 2004, 
is one of the state-of-art audio coding algorithms. In the 
standard selection phase, the AMR-WB+ showed a unique 
performance at low bitrates from below 10kbps up to 
24kbps [1]. This qualified performance is largely due to 
the hybrid structure integrating both the speech and trans-
form coding techniques. In hybrid audio coding, each audio 
frame is encoded by one of the multiple coding modes de-
pending on the signal characteristics. In the AMR-WB+, 
there exist two coding modules, Algebraic Code Excited 
Linear Prediction (ACELP) and Transform Coded Excita-
tion (TCX). Each coding module has been designed to fit 
to different types of audio signals. Therefore, the accurate 
selection for the coding mode is essential to achieve high 
coding efficiency.

Several methods have been proposed for coding mode 
selection in hybrid audio coding techniques. Closed loop 
methods select the coding mode by iteratively trying all pos-
sible coding modes such that the coding gain or other objec-
tive measures can be optimized [2]. In contrast, open loop 
methods make the decision based on features extracted from 
audio signal without actually synthesizing the signal [3]. Al-
though closed loop mode selection is generally found to 
result in a better coding performance, high computational 
load is inevitable due to the repetitive encoding process, 
which makes it inappropriate for the small device applica-
tions where minimizing the computational cost is an impor-
tant issue.

In this letter, we propose an open loop mode selec-
tion algorithm based on decision tree. The decision tree is 
trained utilizing the result of the closed loop mode selection 
as a target classification such that the coding performance 
of the proposed method approaches that of the closed loop 
mode selection. In addition, the mode selection is designed 
to be carried out in a super-frame-wise manner instead of a 
frame-wise manner followed by post processing. In the pro-

posed approach, the information in a super-frame is jointly 
exploited, thus avoiding additional computation invoked by 
the post process. Through an evaluation over various speech 
and audio data, it has been discovered that the proposed al-

gorithm shows improved mode selection accuracy compared 
with the open loop mode selection algorithm implemented 
in the AMR-WB+ with acceptable memory requirement and 
comparable computational complexity.

2. Coding Mode Selection in AMR-WB+

In order to take advantage of both the speech and audio 
coding techniques, a number of hybrid audio coding struc-
tures have been investigated such as the Transform Pre-
dictive Coder (TPC) [4] and Transform Coded Excitation 
(TCX) [5]. The main purpose of hybrid audio coding is to 
improve coding efficiency in case of mixed contents contain-
ing both speech and music signals. For that reason, the tar-

get of mode selection is to accurately discriminate between 
speech and music signals [3]. Moreover, since abrupt mode 
change may cause audible artifacts, it is desirable to let the 
mode switching be made in a constrained manner [3], [6]. 
Recently, a hybrid audio coding technique was developed 
employing the window overlap scheme which combines the 
waveform coder and a subband coder without any constraint 
on mode switching [2]. It is also noted that a super-frame 
scheme based on larger window was proposed to enhance 
the coding gain of the wide-band audio signal by providing 
a variety of time-frequency resolution due to the increased 
number of coding modes. All of these techniques have been 
incorporated in the 3GPP AMR-WB+ standard [7].

In the AMR-WB+, each block of 1024 samples is spec-
ified as a super-frame. A single super-frame consists of four 
consecutive frames of 256 samples with additional overlap-

ping region between adjacent frames. Each frame is en-
coded by one of four different coding modes: ACELP, TCX 
of 256, 512 and 1024 samples. With a few restrictions on the 
combination of coding modes, 26 different coding modes 
are allowed for each super-frame as shown in Table 1 where
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0, 1, 2 and 3 denote the ACELP, TCX of 256, 512 and 1024 
modes respectively.

In order to find the optimal coding mode, the stan-
dard encoder evaluates the coding efficiency for each coding 
mode in a closed loop manner. Since there are redundan-
cies in mode combination, the closed loop mode selection is 
completed in 11 iterations as shown in Table 2 where each 
column represents a frame, each row indicates the iteration 
index and each entry denotes the encoding mode to be eval-
uated. The coding efficiency is evaluated in terms of the 

perceptually weighted signal to noise ratio (SNR).
In addition to the closed loop mode selection, an open 

loop mode selection module is also provided as a low com-

plexity alternative. In the open loop mode selection, coding 
mode is selected for each frame between ACELP and TCX 
of 256 samples using features such as the voice activity de-
cision (VAD) flag, ratio of low frequency energy to high fre-

quency energy, spectral difference between adjacent frames, 
long term prediction gain and so on. Following the prelim-
inary discrimination between ACELP and TCX, a post pro-
cess to select the coding mode of the whole super-frame is 
conditionally invoked to decide among the TCX modes with 
various window lengths, which is referred to as TCX Selec-
tion (TCXS). TCXS is also conducted in the same manner 
as in the closed loop mode selection.

In the performance characterization of 3GPP audio 
codecs [8], the encoder complexity of the open loop mode 
selection is reported to be around half of that of the closed 
loop mode selection. However, the subjective audio quality 
of the open loop mode selection has been found to be signifi-
cantly worse compared with the closed loop mode selection. 
These results naturally lead to an effort to develop an open 
loop mode selection method with better audio quality.

Table 1 Coding modes in the AMR-WB+ super-frame.

Table 2 Coding modes in a super-frame of the AMR-WB+.

3. Mode Selection Method Based on Decision Tree 

Training

As a general classifier for open loop mode selection , we ap-
ply the decision tree built over a training data. Each train-
ing sample contains a feature vector and the corresponding 

closed loop mode selection result as the target label .
Decision tree classifies an input feature vector by pass-

ing it through test nodes from the root down to a certain leaf 
node marked with a classification label as shown in Fig . 1. 
At each test node, a decision is made to assign the input fea-

ture vector to one of its child nodes. As a consequence, the 
leaf node occupies a non-overlapping region in the feature 

space as shown in Fig. 2 where training samples , decision 
boundaries and mode selection results are illustrated.

In general, the accuracy of a classifier evaluated on 

the training data increases with the number of relevant fea-

tures. However, since the increased number of features re-

quires more computation, it is important to exploit maxi-
mum amount of information from the features . In the pro-

posed method, the features used in the open loop mode 
selection of the AMR-WB+ are employed to construct an 

81st-order super-frame feature vector: four sets of 20 fea-
tures from each frame and the maximum energy among the 

four frames. By integrating the features from all the frames

Fig. 1 An example of decision tree classifier.

Fig. 2 An example of feature space divided by tests.
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that form a super-frame mode selection can be done in a sin-

gle step instead of the two stage framework implemented in 
the AMR-WB+.

In this letter, decision tree is constructed using the It-
erative Dichotomiser 3 (ID3) algorithm which is known to 

generate a smaller and more accurate classifier [9]. ID3 
grows a decision tree by recursively splitting each node 
based on a set of decision rules. For a nominal feature , the 
test made at each node is a selection among several possi-
ble values while for numerical feature, the test is to check 
whether the feature is greater or less than a constant. In 
order to measure the effectiveness of a test, the gain ratio 
is adopted as a splitting criterion. If D indicates a set of 
feature vectors assigned to a node, and C is the number of 
classes representing selection modes, then the uncertainty 
of the distribution of feature vectors is measured in terms of 
entropy given by

(1)

where p(D,j) denotes the proportion of feature vectors in D 
which belong to the jth class. If D is split into k child nodes 
according to a test, T, the information gain is computed as 
follows:

(2)

where Di is the set of feature vectors assigned to the ith child 

node and |•E| represents the cardinality of a set. The infor-

mation gain implies the decreased uncertainty caused by the 

splitting. Therefore, the larger the informational gain is, the 

more efficient the test is considered to be. However, since 

the information gain is strongly affected by the number of 

split nodes, it should be penalized by the split information 

given by

(3)

Among the possible tests, the one with maximum gain ratio 

is chosen as the test of the node and the training samples are 

split into child nodes according to it.
To make the induced decision tree feasible for practical 

applications, we usually apply pruning. The size of a deci-

sion tree rapidly grows with the order of feature vector. As 

will be shown in Section 4, the induced tree with 81st-order 

feature vectors is excessively large. Although the compu-
tation for run-time classification is almost negligible in the 

decision tree, the large memory requirement might be an 

obstacle for small device applications. Hence, after the de-

cision tree is induced, subtree replacement is applied which 
shrinks the size of the tree.

In subtree replacement, some subtrees are replaced by 

single leaves. To decide whether to carry out the replace-

ment in a subtree, thee error rate q is estimated at each node 

over the training samples in the subtree. Let E denote the

number of erroneous samples out of N training samples in 
a subtree. Then, e=E/N is the observed error rate and the 
confidence interval for e with a confidence level c is defined 
by

(4)

based on the assumption that e follows a normal distribution . 
With (4), the estimated error rate, q is obtained using the 
upper confidence bound z as follows:

(5)

The error rate q is estimated for each leaf node in a subtree 
and weighted-summed according to the number of samples 
in each node. Then, it is compared with q obtained in the 

parent node. Subtree replacement is taken place when the 
estimated error rate of the parent node is lower.

4. Experimental Results

In order to implement the mode selection method based on 
decision tree, training set was obtained from audio materi-
als ranging from speech to various genres of music. The 
length of the training set was 1 hour containing 30 minutes 
of speech and 30 minutes of music materials. In order to 
make the trained decision tree unbiased, we incorporated 
speech and music material equally to the sample set. The 
specification of the training set is described in Table 3.

The accuracy of mode selection was evaluated through 
a cross validation strategy. In n-fold cross validation, the 
whole training data is randomly divided into n subsets of 
almost equal size. At each evaluation trial, n-1 subsets 
are used to train the decision tree and the remaining subset 
is applied to evaluating the performance. The training and 
evaluation phases are carried out n times for each separate 
subset and the test result is averaged over the n subsets. The 
result from 9-fold cross-validation test is shown in Table 4 
where the accuracy of mode selection is compared to that 
of the open loop mode selection in the AMR-WB+. The 
accuracies of the super-frame mode and the individual frame 
are separately given. The accuracy of the proposed method 
was found to improve the classification rate by 9.78% and 
6.39% for super-frame and individual frame, respectively.

For the purpose of investigating the practical feasibil-
ity of this method, the number of nodes in the induced trees 
are given in Table 5. As shown in the table, the number of 
tree nodes decreased from 9933 to 949 by the pruning pro-
cess. If Nn and Nl respectively denote the number of nodes

Table 3 Test specifications.
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Table 4 Comparison of mode selection accuracies.

Table 5 The size of trees and mode selection accuracy.

and leaves, the table size for storing the decision tree be-
comes Nn(wf+2wp)+Nlwm where wf, wp and wm denotes 
the number of words required to store a constant, pointers to 
child nodes in a node, and the selected mode in a leaf node. 
Hence, in the experiment the number of words to store the 
decision tree was 4320 when a constant was expressed in 2 
words and the pointers in 1 word. Considering that the size 
of the fixed table is 16142 words in the AMR-WB+, the 
reduced size of the tree does not significantly increase the 
memory requirement and is acceptable to the applications 
which have limited memory size [10]. In addition, the in-
creased accuracy of the pruned tree indicates the improved 

generalization capacity.

5. Conclusion

In this letter, we have proposed a coding mode selec-
tion method for the AMR-WB+ audio coder based on 
decision tree. The decision tree classifier is trained to 

pursue the coding efficiency of the closed loop mode 
selection while maintaining the complexity of the open 
loop mode selection. Through a test and evalua-
tion on either speech or music materials, the proposed 
method has been found to achieve a better accuracy than 
the open loop mode selection in the AMR-WB+. In

addition, the size of the decision tree is kept sufficiently 

small such that the memory requirement is acceptable.
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