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ABSTRACT

Objective: Sentiment analysis is a popular tool for analyzing health-related social media content. However,

existing studies exhibit numerous methodological issues and inconsistencies with respect to research design

and results reporting, which could lead to biased data, imprecise or incorrect conclusions, or incomparable

results across studies. This article reports a systematic analysis of the literature with respect to such issues. The

objective was to develop a standardized protocol for improving the research validity and comparability of

results in future relevant studies.

Materials and Methods: We developed the Protocol of Analysis of senTiment in Health (PATH) based on a sys-

tematic review that analyzed common research design choices and how such choices were made, or reported,

among eligible studies published 2010-2019.

Results: Of 409 articles screened, 89 met the inclusion criteria. A total of 16 distinctive research design choices

were identified, 9 of which have significant methodological or reporting inconsistencies among the articles

reviewed, ranging from how relevance of study data was determined to how the sentiment analysis tool se-

lected was validated. Based on this result, we developed the PATH protocol that encompasses all these distinc-

tive design choices and highlights the ones for which careful consideration and detailed reporting are particu-

larly warranted.

Conclusions: A substantial degree of methodological and reporting inconsistencies exist in the extant literature

that applied sentiment analysis to analyzing health-related social media data. The PATH protocol developed

through this research may contribute to mitigating such issues in future relevant studies.

Key words: sentiment analysis, reference standard [E05.978.808], social media [L01.178.75], user-generated content, Web 2.0,

Facebook, Twitter, Instagram, natural language processing [L01.224.050.375.580], computing methodologies [L01.224], machine

learning [G17.035.250.500]
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INTRODUCTION

Background and Significance
Social media platforms such as Twitter and Facebook provide a pub-

lic forum for anyone to create and disseminate content related to

health, health care, or public health. For example, patients com-

monly share their disease journeys and exchange informational and

emotional support with others who have similar conditions.1,2 So-

cial media is also commonly used by the general public to voice their

opinions on issues such as important health policies, such as the Af-

fordable Care Act3 and the lockdown orders due to the COVID-19

(coronavirus disease 2019) pandemic,4 and controversial medical

interventions and treatments, such as human papillomavirus vacci-

nation5,6 and the use of hydroxychloroquine for treating COVID-

19.7. Because social media data are generally publicly available, rela-

tively easy to obtain (eg, through platform-provided application pro-

gramming interface), and contributed by geographically and

demographically diverse user populations,8 they have become an in-

creasingly important source of information used by researchers to

investigate a wide range of health-related topics. In fact, prior stud-

ies have demonstrated that public opinions expressed on social me-

dia platforms are highly correlated with poll results based on

conventional surveys, confirming the feasibility of using such data

for rigorous scientific research. 3

The sheer amount of user-generated social media data makes the

data difficult to manually analyze. Qualitative studies on small, se-

lective samples preclude generalization to larger datasets. With the

recent advances in natural language processing (NLP) and the in-

creasing computing capability to process big data, researchers have

now been able to use cutting-edge NLP techniques to efficiently ana-

lyze large volumes of free-text data with minimal manual effort.

Sentiment analysis, in particular, has received increasing attention.

Sentiment analysis, also referred to as opinion mining,9 is “the field

of study that analyzes people’s opinions, sentiments, evaluations,

appraisals, attitudes, and emotions toward entities such as products,

services, organizations, individuals, issues, events, topics, and their

attributes.”10 A simple keyword search using “sentiment analysis”

or “opinion mining” in PubMed yielded 348 articles; most were

published in the recent 10 years, and the majority were based on

computational methods. For instance, Davis et al.3 used NLP to

study the general public’s sentiments toward the Affordable Care

Act; and Huppertz and Otto developed a machine learning model to

analyze Facebook posts to assess patient opinions regarding their

healthcare providers.11

To date, numerous computational sentiment analysis methods

(hereafter referred to as sentiment analyzers) have been developed,

ranging from lexicon-based dictionary lookups to machine learning

algorithms.12–14 These methods have demonstrated satisfactory per-

formance across many research domains; even though studies have

commonly acknowledged the challenges to analyzing sentiments em-

bedded in social media data due to their unique characteristics such

as frequent use of short text, informal expressions and layperson

terms for medical concepts, and special communication gimmicks

such as hashtags and emojis.15,16

While computational sentiment analysis is an invaluable tool for

understanding health-related opinions expressed on social media

platforms, in our prior work, we noticed multiple issues in how

existing studies were conducted and how their results were

reported.17 For example, the keywords used to retrieve social media

content often do not take into account the unique characteristics of

consumer language used in social media posts, and some studies

made rather arbitrary research design choices such as whether to fil-

ter out content contributed by nonlaypersons (eg, advocate groups

and pharmaceutical companies) or whether to retain special types of

data (eg, images/videos, hashtags, emojis, hyperlinks). Many also

appeared to simply borrow existing sentiment analyzers developed

in nonhealth domains (eg, movie review) without validating their

appropriateness for the particular study context, even though it has

been repeatedly reported that the poor cross-domain transferability

of sentiment analyzers could lead to inaccurate interpretations of

data, or completely wrong conclusions.9,18 These issues may dimin-

ish the validity of the research. Indeed, in the literature, several stud-

ies have pointed out that they may have a significant impact on

research results and conclusions. For example, a recent study found

that organizational accounts posted more tweets expressing a posi-

tive attitude toward e-cigarettes than individual users.19 Similarly,

another study found that organizational tweets, which comprise

more than 70% of the tweets related to the side effects of chemo-

therapies, tend to be more neutral, compared with tweets posted by

individual users.20 Social bots (ie, computer programs that generate

tweets automatically) exhibit similar behavior. For example, Allem

et al21 showed that social bots were more likely to post pro-cannabis

tweets than nonbot users. These findings suggest that the study de-

sign decision on whether to, or whether not to, differentiate social

media content based on content contributors could lead to different

findings and conclusions when conducting sentiment analysis re-

search. Further, in our previous work,17 we evaluated 3 commonly

used sentiment analyzers by applying them to 2 manually annotated

social media health datasets. We found that all of these tools demon-

strated poor performance, incorrectly classifying the neutrality of

the posts in over 50% of the cases, compared with the sentiment

labels assigned by human annotators. Further, inconsistencies in

how different methods and tools were chosen and applied make it

difficult to compare and synthesize results across studies, hindering

our ability to accumulate knowledge as a community. These obser-

vations motivated this work, through which we characterized com-

mon methodological and results reporting issues found in this body

of literature, in order to develop a standardized protocol, which we

refer to as the Protocol of Analysis of senTiment in Health (PATH),

that may contribute to improving the quality and results compara-

bility of future sentiment analysis research using health-related so-

cial media data, and other social media data analyses more broadly.

OBJECTIVE

The objectives of this study were 2-fold: (1) to conduct a systematic

review of the literature to identify common issues in research design

and results reporting among studies that applied computational sen-

timent analysis to social media data on topics related to health,

health care, or public health; and (2) to develop the PATH based on

the analysis of the relevant literature.

MATERIALS AND METHODS

Systematic literature review
We conducted the search in January 2020 using 3 literature data-

bases: PubMed, IEEE Xplore, and the ACM Digital Library. We in-

cluded articles published in English and in peer-reviewed journals or

conferences over a 10-year period between January 1, 2010, and De-

cember 31, 2019. Development of the search query (Table 1) was in-

formed by previous literature reviews on the use of computational
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methods for analyzing health-related social media text.22–26 We also

supplemented our literature search results with articles referenced in

these existing reviews.

Following the PRISMA (Preferred Reporting Items for System-

atic Reviews and Meta-Analyses) guideline,27 we first screened titles

and abstracts of the retrieved articles by applying the following ex-

clusion criteria (1) studies conducted in topic areas not relevant to

health, health care, or public health; (2) studies that analyzed non-

English social media content; (3) studies that only performed man-

ual review (eg, qualitative content analysis) of the data, as this arti-

cle concerns sentiment analysis research that uses computational

methods; and (4) studies that focused on development of new senti-

ment analyzers (eg, to report the algorithmic or mathematical under-

pinning of a new sentiment analysis algorithm), or development of

new software architectures (eg, to provide real-time sentiment analy-

sis through cloud-based services), instead of analyzing social media

data to generate empirical insights. Two authors (L.H. and Z.H.) in-

dependently screened the titles and abstracts of a random set of 50

articles. The screening results were discussed, and disagreements

were resolved through consensus development research meetings.

The remaining titles and abstracts were evenly split into 2 sets and

separately reviewed. Then, full texts of the articles meeting the inclu-

sion and exclusion criteria were retrieved and independently

screened for eligibility by 2 authors (L.H. and T.Y.), who also inde-

pendently extracted data from the final set of articles included in the

review. Interrater reliability was assessed whenever applicable.

Development of the PATH protocol
We developed the PATH protocol through the following 3 steps.

First, using the qualitative deductive coding and constant compari-

son approach,28 we identified and categorized distinctive research

design choices that needed to be commonly made in relevant studies

(eg, how to retrieve social media data and what sentiment analyzer

to use). Then, we analyzed inconsistencies among the existing stud-

ies on these design choices and, when applicable, whether the ratio-

nale for a made choice was reported in the article. Finally, we

synthesized the results from the analyses above to produce the

PATH, the objective of which is to minimize such inconsistencies in

order to improve the validity and results comparability of future sen-

timent analysis research in health.

RESULTS

The PRISMA flow diagram exhibiting the screening process is

reported in Figure 1. The literature search returned 417 results; 409

remained after duplicated entries were removed. The first-round of

screening based on titles and abstracts yielded 158 potentially rele-

vant articles. The interrater agreement ratio was 0.88. Of these, 75

were deemed relevant upon a review of their full texts. The inter-

rater agreement ratio was 0.94. We then conducted a citation analy-

sis to identify additional relevant articles, which resulted in 14 more

articles added. The final set selected for qualitative synthesis thus

consisted of a total of 89 articles. Excluded articles and reasons for

their exclusion are provided in the Supplementary Appendix 1.

Overall statistics
Of the 89 articles included in the review, most (n ¼ 58) were pub-

lished between 2017 and 2019. More than half (n ¼ 51) analyzed

Twitter data. The second and third most popularly studied plat-

forms were Facebook (n ¼ 5) and YouTube (n ¼ 4), respectively. Be-

sides these general-purpose social media sites, some studies (n ¼ 17)

also examined health-specific online communities such as MedHelp

(n ¼ 3), CancerSurvivorNetwork (n ¼ 3), JuiceDB (n ¼ 2), Breast-

Cancer.org (n ¼ 2), WebMD (n ¼ 1), QuitNet (n ¼ 1), TalkLife (n

¼ 1), LiveJournal (n ¼ 1), Drug.com (n ¼ 1), GLOBALink (n ¼ 1),

and BecomeAnEX.org (n ¼ 1).

Most of the studies reviewed (n ¼ 47 of 89) used keywords to re-

trieve social media data, 6 used hashtags in addition, 6 identified

users through questionnaire surveys or manual review of user posts,

and 5 were based on geo-tagged locations. Among the studies that

employed off-the-shelf sentiment analyzers, the LIWC (Linguistic In-

quiry and Word Count) tool was most popular, used in 8 studies,

followed by SentimentStrength (n ¼ 5), LabMT (n ¼ 4), and Text-

Blob (n ¼ 3). Among those that developed their own machine learn-

ing models, support vector machine and naı̈ve Bayes were most

popular, each used in 13 studies, respectively, followed by logistic

regression (n ¼ 5), AdaBoost (n ¼ 4), and k-nearest neighbors (n ¼
3). Among these machine learning studies, common features selected

to train the model included bag of words (n ¼ 7), word embeddings

(n ¼ 5), and linguistics features (n ¼ 5) such as post length and part-

of-speech. Common evaluation metrics for assessing model perfor-

mance were accuracy (n ¼ 16), F score (n ¼ 12), precision (n ¼ 7),

recall (n ¼ 7), and receiver-operating characteristic curve (n ¼ 4).

Research design choices
Based on the articles reviewed, we first identified a list of distinctive

research design choices that needed to be commonly made in con-

ducting health-related computational sentiment analysis research us-

ing social media data. We then organized these design choices,

reported in Table 2, according to the following 3 dimensions: (1)

platform selection, (2) data curation; and (3) sentiment analysis

method. The first dimension concerns how studies choose the appro-

priate social media platform that would be most informative for the

research questions at hand; the second dimension concerns how to

retrieve and curate relevant data that do not introduce unwanted

biases (eg, whether to retain or remove advisements posted by phar-

maceutical companies), or loss of critical information (eg, whether

to retain, remove, or substitute hashtags and emojis). The third di-

mension concerns how to select the appropriate analytical tool best

suited for the particular study context, and whether and how to vali-

date the tool before applying it to the study data.

Methodological and reporting inconsistencies among

the existing studies
Next, we assessed inconsistencies in how the existing studies

reviewed made the aforementioned research design choices, and

how they reported the rationale of making such choices, or the lack

thereof. The results are shown in Table 3. A more detailed data anal-

ysis sheet is provided in Supplementary Appendix 2.

Table 1. Search query

((social media) OR (social network*) OR (social web*) OR (online social network*) OR (support group*) OR (Web 2.0) OR (Facebook) OR (Twitter)

OR (MySpace) OR (Instagram) OR (YouTube) OR (Tumblr) OR (MedHelp) OR (WebMD) OR (online health communit*) OR (online forum*) OR

(message board*) OR (discussion group*)) AND ((sentiment analysis) OR (opinion mining)) AND health*

Journal of the American Medical Informatics Association, 2021, Vol. 28, No. 6 1127



As shown in Table 3, a number of studies (n ¼ 24 of 63 applica-

ble) did not use, or did not report, any method for determining the

relevance of the research data retrieved. Most (n ¼ 45 of 58 applica-

ble) did not differentiate the data based on content creator. While

about one-third of the studies (n ¼ 32 of 89) reported how special

types of data such as hashtags and emojis were handled (ie, retain,

remove, or substitute), less than half (n ¼ 12) provided a rationale

for the choice made. For the last dimension, sentiment analysis

method, the majority of the studies (n ¼ 49 of 89) did not provide

any justification as to why the particular sentiment analyzer or the

machine learning model was chosen. Additionally, 53 studies of 89

did not validate the sentiment analyzer for their particular study

context. Among those that did use manually annotated data for sen-

timent analyzer validation, many (n ¼ 11 of 26 applicable) did not

involve multiple coders. Last, among the studies that used machine

learning (n¼29), 10 did not describe the features selected. Among

those that did, several (n ¼ 7 of 19) did not justify the feature selec-

tion process.

Development of PATH
Based on the results of systematically analyzing the relevant litera-

ture (Tables 2 and 3), we developed the PATH, exhibited in Figure 2,

which similarly contains 3 dimensions, namely platform selection,

data curation, and sentiment analysis method, and a total of 16 dis-

tinctive research design choices. We believe that these research de-

sign choices, when applicable, must be carefully considered and

searching 
(n=417; 103(PubMed), 96 (IEEE), 218 (ACM))

Records after duplicates 
removed (n=409)

Records screened 
(n = 409)

Records excluded 
(n = 251)

Full-text articles 
assessed for eligibility 

(n = 158)

Full-text articles 
excluded, with reasons 

(n = 83)

Studies included in 
qualitative synthesis 

(n = 89)

Full-text articles 
included from other 

sources 
(n = 14)

S
cr

ee
ni

ng
E

lig
ib

ili
ty

In
cl

ud
ed

Papers excluded: 

1. Not full paper (55) 
2. Not an empirical study (e.g., reviews, commentaries) (20) 
3. Not health related (61) 
4. Social media data analyzed are in a non-English language (22) 
5. Method development or system demonstration (64) 
6. Analyzed non-text data, e.g., images, videos (35) 
7. Did not involve computational sentiment analysis (77)

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) Flow Diagram.
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Table 2. Distinctive research design choices

Dimension Design choice Description Example

Platform selection Which social media platform

provides data that are most

informative to answer the

research questions of the

study?

As different social media platforms at-

tract different types of users and fos-

ter different forms of

communication, studies may want

to evaluate available options and

decide which one(s) would provide

the best information for studying

the research topic of interest.

“WebMD.com hosts one of the few online

communities that offer moderators in pa-

tient forums. Their diabetes community

shows the most active participation of both

patients and moderators among other

WebMD communities.”29

Data curation What is the strategy used to re-

trieve relevant data?

Procedures for identifying potentially

relevant social media posts based on

keywords, user characteristics, or

other means of information re-

trieval; and procedures for deter-

mining the relevance and

comprehensiveness of the data re-

trieved.

“We started with a set of relevant seed key-

words (eg, ‘lynch syndrome’). Then, we

searched on Twitter with these keywords to

retrieve a sample of tweets, evaluated

whether the retrieved tweets were indeed

relevant to Lynch syndrome, and identified

additional keywords to be used for the next

rounds of searches.”30

Whether to differentiate data

based on content creator?

Social media data can be contributed

by different entities such as layper-

sons, healthcare providers, health

systems, government agencies, ad-

vocacy groups, and pharmaceutical

companies. Depending on the re-

search objective, studies may want

to treat data differently based on

the creator of the content.

“In order to gain insights into the opinion and

experience of cancer patients about chemo-

therapy, these cancer-related user accounts

were classified into two groups: individual

accounts and organization accounts. The in-

dividual accounts belonged to cancer

patients as well as their families, whereas

the organization accounts include organiza-

tions, oncologists, news sources, and per-

sonnel who are neither patients nor family

members.”20

How to handle special types of

data.

As social media data frequently con-

tain elements such as images or vid-

eos, hashtags, emojis, and

hyperlinks, studies should determine

whether to retain, remove, or substi-

tute such data at the preprocessing

stage, and explain the rationale for

the approach chosen and its impli-

cations for study results.

“We cleaned out contents such as emoji icons,

urls, ‘#’, and ‘@’ from each tweet. By ob-

serving the data, we noticed that hashtags

tended to store very important content. For

instance, a lot of the anti-vaccine tweets

contained ‘#CDCwhistleblower’. Therefore,

instead of deleting the content of hashtags,

we only deleted the ‘#’ symbols and used the

hashtag content as part of the content of

tweets to train the models.”31

Sentiment analysis

method

Which sentiment analyzer is

most suited for the study

context, particularly the

characteristics of the social

media data to be analyzed?

Among many options available, which

sentiment analyzer to choose that

would maximize the quality of the

study analysis.

“In this study, we use SentiStrength as (i) it

has been used to measure the emotional

content in online ED communities and

shown good inter-rater reliability; (ii) it is

designed for short informal texts with

abbreviations and slang, and thus suitable

to process tweets.”32

Whether to validate the se-

lected sentiment analyzer on

the study data.

Even if the selected sentiment analyzer

has been applied by others to similar

datasets in the past, it may still be

worthwhile to conduct prestudy val-

idation to ensure it performs satis-

factorily on the data collected for

the particular study.

“In addition to the already mentioned evalua-

tion of the accuracy and performance of

EMOTIVE, a brief qualitative manual re-

view of a sample of EMOTIVE’s output

showed a consistent and correctly catego-

rized set of emotions among the seven basic

emotions.”33

If prestudy validation is to be

performed, whether to ob-

tain a manually annotated

dataset for training or evalu-

ation purposes.

To validate the performance of the se-

lected sentiment analyzer, studies

may want to obtain manual annota-

tions of a subset of the study data,

ideally with multiple coders so that

interrater reliability can be assessed.

“To identify and calibrate the classification

model, 298 randomly selected posts were

manually labeled by two independent anno-

tators as belonging to either the positive or

negative sentiment class. Cohen’s j statistics

(j¼ 0.82) suggested high inter-annotator

agreement. Then the two annotators dis-

cussed posts whose sentiment they initially

disagreed on until they reached a consensus

on sentiment labels.”34

(continued)
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thoroughly reported in order to ensure the research validity and

comparability of results in studies that apply sentiment analysis to

analyzing user-generated health text in social media.

DISCUSSION

Social media has become an important resource of information for

researchers to better understand patient journeys, their interactions

with health systems and healthcare providers, as well as patients’

and the general public’s opinion toward important health policies

and controversial medical interventions and treatments. A large

number of such studies have been published in recent years, most of

which used computational methods to analyze the sentiments

expressed in the data. However, based on our systematic analysis of

the literature, we found that there is a substantial degree of inconsis-

tency in how such studies were conducted and how their results

Table 2. continued

Dimension Design choice Description Example

If prestudy validation is per-

formed, whether the valida-

tion results are computed

and reported using estab-

lished quantitative metrics.

Studies should report the validation

results based on commonly used

quantitative evaluation metrics such

as F score, or receiver-operating

characteristic curve.

“For this dataset, classifiers performed reason-

ably well, with F1 scores ranging from 0.48

to 0.68. However, the logistic regression

classifier used with the n-gram model per-

formed the best with an F1 score of 0.68.

This performance is comparable with that

in similar studies.”35

Design choices specifically re-

lated to developing or train-

ing machine learning–based

models.

In developing or training machine

learning–based sentiment analyzers,

studies should evaluate different

competing models (eg, support vec-

tor machine, decision trees), as well

as different features that may be se-

lected to train the model (eg, bag of

words, word vectors).

“The n-gram model performed slightly better

than the word-embedding model. For this

dataset, classifiers performed reasonably

well, with F1 scores ranging from 0.48 to

0.68.”35

Table 3. Methodological and reporting inconsistencies among the existing studies (N¼ 89)

Dimension Item Reported Not Reported Not applicablea

Platform selection (PS) PS1. Description of the social media platform studied 89 0 0

PS1-A. Justifications for selecting the social media platform 79 10 0

Data curation (DC) DC1. Methods for retrieving study data 85 4 0

DC2. Methods for determining the relevance and comprehensive-

ness of the data retrievedb

39 24 26c

DC3. Differentiated treatment based on content creatorb 13 45 31c

DC4. Handling of special types of data (eg, images/videos, hash-

tags, emojis, hyperlinks)b

32 57 0

DC4-A. Justifications for how special types of data are handled

(n¼ 32)b
12 20 0

Sentiment analysis

method (SAM)

SAM1. Description of the sentiment analyzer used 83 6 0

SAM1-A. Justifications for selecting the sentiment analyzerb 40 49 0

SAM2. (If machine learning) Description of the features selected

(n¼ 29)b
19 10 0

SAM2-A. (If machine learning) Justifications for selecting the fea-

tures (n¼ 19)b

12 7 0

SAM3. Validation of the sentiment analyzer before applying it to

study datab

36 53 0

SAM3-A. Annotated data used for validation or training (n¼ 36) 30 6 0

SAM3-B. Whether multiple coders were involved in independently

annotating the data (n¼ 30)b
15 11 4d

SAM3-B-1. If multiple coders were involved, whether inter-rater

reliability was quantitatively assessed and reported (n¼ 15)

13 2 0

SMA3-C. Use of quantitative evaluation metrics for reporting the

validation results (n¼ 36)

32 4 0

aIncludes articles to which the particular research design choice did not apply. For example, the “methods for determining the relevance of the data retrieved”

design choice might not be applicable to studies that focused on a disease-specific online patient forum, where all user posts were presumably relevant.
bA substantial degree of inconsistencies exists, defined as the research design choice or the rationale for making the choice being reported in fewer than two-

thirds of the articles reviewed.
cThese studies analyzed user posts in health forums, the data from which were presumably all relevant.
dUsed annotated data from existing sources.
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were reported, which may diminish the quality of research in addi-

tion to making it difficult to conduct meta-analyses to accumulate

generalizable knowledge as a field. Subsequently, we discuss some

of these methodological or reporting inconsistencies identified

through this work and how they may affect research validity and

comparability of results across studies.

First, some studies did not at all describe the process of sifting

through available social media platforms to choose the ones that

were most informative, in comparison with other competing social

media outlets, to best answer the research questions at hand. Many

simply stated that the chosen platform was a popularly used one, or

commonly studied in prior research, or provided the easiest access

to data. We believe such justifications, while may be reasonable due

to practical reasons (eg, difficulties in accessing patient conversa-

tions in private Facebook groups), could potentially threaten the va-

lidity of the study, and researchers should use all means necessary to

minimize possible data biases and improve the generalizability of

their research results and conclusions. Indeed, previous studies that

compared multiple social media platforms did find that different

venues afforded different health content,36,37 appealed to different

Figure 2. Protocol of Analysis of senTiment in Health (PATH).
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user populations with distinctive characteristics,38 or featured differ-

ent interaction modality (eg, moderated vs not moderated) that may

affect the nature of the discourses.37 All of these factors could have

significant implications on the results and conclusions of sentiment

analysis research using health-related social media data.

Second, many existing studies did not conduct, or did not report,

the data curation process for determining the relevance and compre-

hensiveness, if applicable, of the study data. This is particularly con-

cerning in the analysis of health-related social media content

because of the frequent use of ambiguous acronyms and abbrevia-

tions (eg, SOB for shortness of breath), similar medical concepts

that may not be generally differentiated by laypersons (eg, dementia

and Alzheimer’s disease), and mixed usage of consumer language vs

professional terms (eg, heart attack vs myocardial infarction). Fur-

ther, very few studies treated their study data differently based on

content creator, being laypersons, healthcare providers, health sys-

tems, government agencies, advocacy groups, or pharmaceutical

companies. Depending on the objective of the study, this could result

in “contaminated” data that did not truly reflect the sentiments of

the target study population, and could consequently lead to impre-

cise or incorrect conclusions.20,21,39,40 Future studies may consider

adopting the methods proposed by Kim et al41 and Adams et al42 on

how to develop and iteratively refine search keywords (eg, through

word embeddings) for retrieving the content of interest from social

media platforms, and how to thoroughly evaluate the relevance, and

comprehensiveness (if applicable), of the information retrieved using

manually annotated data. Furthermore, few studies described how

they handled special types of data such as images or videos, hash-

tags, emojis, and hyperlinks, which are commonly used in social me-

dia discourses and can in fact convey important information about

the sentiments being expressed.17,43 However, this process was

omitted from most existing studies, or was only causally mentioned

(eg, all special types of data were removed) without providing any

justification as to how the particular handling method used might

affect the study results.

Third, most studies did not provide a rationale for choosing

among many different sentiment analyzers available. Only a small

number of the studies validated the selected tool to assess its perfor-

mance (ie, precision and recall) against the study data. This can be

problematic, as prior research has repeatedly demonstrated that dif-

ferent sentiment analyzers, especially those general-purpose ones de-

veloped or trained on datasets from nonhealth domains (eg, movie

reviews), could produce substantially different results due to their

poor domain transferability and the idiosyncrasies of health-related

social media conversations.17,44 Among the studies that did perform

validation, only half involved multiple coders to annotate the train-

ing or evaluation data. This could also raise questions into research

validity because previous studies have shown that annotating social

media sentiments in general, and of health-related content in partic-

ular, is a challenging task even among experienced domain

experts.45,46 Therefore, having a single pair of eyes would not be

considered sufficient for assuring the quality of annotations of such

data.

The research design and reporting recommendation that we de-

veloped through this study, PATH, represents an initial step to ad-

dress each of these issues. Applying a standardized protocol such as

PATH in future health-related social media sentiment analysis re-

search may also produce a higher level of consistencies in research

design, conduct, and reporting, leading toward better comparability

of results across studies. We believe that some elements of PATH,

such as platform selection, data curation, and tool validation, also

apply broadly for other studies that use computational methods to

analyze health-related social media content, beyond just sentiment

analysis. Therefore, we hope that this work will stimulate more criti-

cal reflection and development of standardized research protocols in

a broader scope of computational analysis of social media data.

This study has several limitations. While sentiment analysis is an

important tool for analyzing social media data, other methods such

as topic modeling, spatiotemporal analysis, and social network anal-

ysis are also popularly used, which are not addressed in this article.

Further, while we hope all elements proposed in the PATH protocol

should be adhered to in future relevant studies, we understand that

some desired research design choices may not be attainable due to

resource constraints (eg, cost-prohibitive to involve multiple coders

to annotate training or evaluation data) or practical reasons (eg, im-

possible to get data from the social media platform that provides the

ideal user mix and the ideal content). The PATH protocol should

therefore be interpreted as a set of recommended steps rather than

mandatory requirements.

CONCLUSION

In this article, we systematically analyzed the body of literature that

applied computational sentiment analysis to studying health-related

social media content. The results highlighted a substantial degree of

inconsistencies in how existing studies were conducted or how their

results were reported. These findings led to the development of a

recommended research design and reporting guideline, PATH. We

believe that application of PATH in future sentiment analysis studies

could lead to better research validity and comparability of results.

The elements in the PATH protocol may also provide insights more

broadly into other genres of research studies that use computational

methods to analyze health-related social media data.
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