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Abstract

Let Γ be a (not necessarily finite) structure with a finite relational signature. We prove that decid-
ing whether a given existential positive sentence holds inΓ is in LOGSPACE or complete for the class
CSP(Γ)NP under deterministic polynomial-time many-one reductions. Here,CSP(Γ)NP is the class
of problems that can be reduced to theconstraint satisfaction problemof Γ undernon-deterministic
polynomial-time many-one reductions.
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1 Introduction

We study the computational complexity of the following class of computational problems. LetΓ be a
structure with finite or infinite domain and with a finite relational signature. The model-checking problem
for existential positive first-order logic, parametrized by Γ, is the following problem.

Problem: EXPOS(Γ)
Input: An existential positive first-order sentenceΦ.
Question:DoesΓ satisfyΦ?

Existential positive first-order formulaoverΓ are first-order formulas without universal quantifiers, equali-
ties, and negation symbols, and formally defined as follows:
- if R is a relation symbol of a relation fromΓ with arity k andx1, . . . , xk are (not necessarily distinct) vari-

ables, thenR(x1, . . . , xk) is an existential positive first-order formula (such formulas are calledatomic);
- if ϕ andψ are existential positive first-order formulas, thenϕ ∧ ψ andϕ ∨ ψ are existential positive

first-order formulas;
- if ϕ is an existential positive first-order formula with a free variablex then∃x.ϕ is an existential positive

first-order formula.
∗This work was done during the PhD studies of the third author at École Polytechnique.
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An existential positive first-order sentenceis an existential positive first-order formula without freevariables.
Note that we do not allow the equality symbol in the existential positive sentences; this only makes our

results stronger, since one might always add a relation symbol = for the equality relation to the signature
of Γ to obtain the result for the case where the equality symbol isallowed. Also note that adding a symbol
for equality toΓ might change the complexity of EXPOS(Γ). Consider for exampleΓ := (N; 6=); here,
EXPOS(Γ) can be reduced to the Boolean formula evaluation problem (which is known to be in LOGSPACE)
as follows: atomic formulas inΦ of the formx 6= y are replaced bytrue, and atomic formulas of the form
x 6= x are replaced byfalse. The resulting Boolean formula is equivalent to true if and only if Φ is true inΓ.
However, the problem EXPOS(Γ′) for Γ′ := (N; 6=,=) is NP-complete. Similar examples exist over finite
domains.

Theconstraint satisfaction problemCSP(Γ) for Γ is defined similarly, but its input consists of aprim-
itive positivesentence, that is, a existential positive sentence withoutdisjunctions. Constraint satisfaction
problems frequently appear in many areas of computer science, and have attracted a lot of attention, in
particular in combinatorics, artificial intelligence, finite model theory and universal algebra; we refer to the
recent collection of survey articles on this subject [1]. The class of constraint satisfaction problems for in-
finite structuresΓ is a rich class of problems; it can be shown that for every computational problem there
exists a relational structureΓ such thatCSP(Γ) is equivalent to that problem under polynomial-time Turing
reductions [2].

In this paper, we show that the complexity classification forexistential positive first-order sentences over
infinite structures can be reduced to the complexity classification for constraint satisfaction problems. For
finite structuresΓ, our result implies that EXPOS(Γ) is in LOGSPACE or NP-complete. The LOGSPACE-
solvable cases of EXPOS(Γ) are in this case precisely those relational structuresΓ with an elementa such
that all non-empty relations inΓ contain the tuple(a, . . . , a); in this case, EXPOS(Γ) is calleda-valid.
Interestingly, this is no longer true for infinite structures Γ. To see this, consider again the structureΓ :=
(N; 6=), which is clearly nota-valid, but in LOGSPACE as we have noticed above.

A universal-algebraic study of the model-checking problemfor finite structuresΓ and various other
syntactic restrictions of first-order logic (for instance positive first-order logic) can be found in [9].

A preliminary version of this article appeared in [3]. The present version differs in that the main proof
has been simplified and now also works without the relation symbol for equality; moreover, Proposition 3
and Section 4 have been added.

2 Main Result

We writeL ≤m L′ if there exists a deterministic polynomial-time many-one reduction fromL toL′.

Definition 1 (from [6]) A problemA is non-deterministic polynomial-time many-one reducibleto a prob-
lemB (A ≤NP B) if there is a nondeterministic polynomial-time Turing machineM such thatx ∈ A if
and only if there exists a computation ofM that outputsy on inputx, andy ∈ B. We denote byANP the
smallest class that containsA and is downward closed under≤NP.

Observe that≤NP is transitive [6]. To state the complexity classification for existential positive first-
order logic, we need the following concept. TheΓ-localizerF (ψ) of a formulaψ is defined as follows:

• F (∃x.ψ) = F (ψ)
• F (ϕ ∧ ψ) = F (ϕ) ∧ F (ψ)
• F (ϕ ∨ ψ) = F (ϕ) ∨ F (ψ)
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• Whenψ is atomic, thenF (ψ) =

{

true if ψ is satisfiable inΓ

false otherwise

Definition 2 We call a structureΓ locally refutableif every existential positive sentenceΦ is true inΓ if
and only if theΓ-localizerF (Φ) is logically equivalent totrue.

Proposition 3 A structureΓ is locally refutable if and only if every unsatisfiable conjunction of atomic
formulas contains an unsatisfiable conjunct.

Proof: First suppose thatΓ is locally refutable, and letϕ be a conjunction of atomic formulas with variables
x1, . . . , xn. Then every conjunct ofϕ is satisfiable inΓ if and only if F (ϕ) is true. By local refutability of
Γ this is the case if and only if∃x1, . . . , xn.ϕ is true inΓ, which shows the claim.

Now suppose thatΓ is not locally refutable, that is, there is an existential positive sentenceΦ that is false
in Γ such thatF (Φ) is true. Define recursively for each subformulaψ of Φ whereF (ψ) is true the formula
T (ψ) as follows. Ifψ is of the formψ1 ∨ ψ2, then for somei ∈ {1, 2} the formulaF (ψi) must be true, and
we setT (ψ) to beT (ψi). If ψ is of the formψ1 ∧ ψ2, then for bothi ∈ {1, 2} the formulaF (ψi) must be
true, and we setT (Ψ) to beT (ψ1) ∧ T (ψ2).

Each conjunctϕ in T (Φ) is satisfiable inΓ sinceF (Φ) is true. But sinceΦ is false inΓ, T (Φ) must be
unsatisfiable. �

In Section 3, we will show the following result.

Theorem 4 LetΓ be a structure with a finite relational signatureτ . If Γ is locally refutable then the problem
EXPOS(Γ) to decide whether an existential positive sentence is true inΓ is in LOGSPACE. If Γ is not locally
refutable, thenEXPOS(Γ) is complete for the classCSP(Γ)NP under polynomial-time many-one reductions.

In particular, EXPOS(Γ) is in LOGSPACE or is NP-hard (under deterministic polynomial-time many-
one reductions). IfΓ is finite, then EXPOS(Γ) is in LOGSPACE or NP-complete, because finite domain
constraint satisfaction problems are clearly in NP. The observation that EXPOS(Γ) is in LOGSPACE or
NP-complete has previously been made in [5] and independently in [8]. However, our proof remains the
same for finite domains and is simpler than the previous proofs.

3 Proof

Before we prove Theorem 4, we start with the following simpler result.

Theorem 5 Let Γ be a structure with a finite relational signatureτ . If Γ is locally refutable, then the
problemEXPOS(Γ) to decide whether an existential positive sentence is true in Γ is in LOGSPACE. If Γ is
not locally refutable, thenEXPOS(Γ) is NP-hard (under polynomial-time many-one reductions).

To prove Theorem 5, we need first to prove the following lemma.

Lemma 6 A structureΓ is not locally refutable if and only if there are existentialpositive formulasψ0

andψ1 with the property that
- ψ0 andψ1 define non-empty relations overΓ;
- ψ0 ∧ ψ1 defines the empty relation overΓ.
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Proof: The “if”-part of the statement is immediate. To show the “only if”-part, suppose thatΓ is not locally
refutable. Then by Proposition 3 there is an unsatisfiable conjunction ψ of satisfiable atomic formulas.
Among all such formulasψ, letψ be one of minimal length. Letψ0 be one of the atomic formulas inψ, and
letψ1 be the conjunction over the remaining conjuncts inψ. Sinceψ was chosen to be minimal, the formula
ψ1 must be satisfiable. By constructionψ0 is also satisfiable andψ is unsatisfiable, which is what we had to
show. �

Proof of Theorem 5:If Γ is locally refutable, then EXPOS(Γ) can be reduced to the positive Boolean
formula evaluation problem, which is known to be LOGSPACE-complete. We only have to construct from
an existential positive sentenceΦ a Boolean formulaF := FΓ(Φ) as described before Definition 2. Clearly,
this construction can be performed with logarithmic work-space. We evaluateF , and reject ifF is false,
and accept otherwise.

If Γ is not locally refutable, we show NP-hardness of EXPOS(Γ) by reduction from 3-SAT. LetI be a
3-SAT instance. We construct an instanceΦ of EXPOS(Γ) as follows. Letψ0 andψ1 be the formulas from
Lemma 6 (suppose they ared-ary). Letv1, . . . , vn be the Boolean variables inI. For eachvi we introduced
new variables̄xi = x1i , . . . , x

d
i . LetΦ be the instance of EXPOS(Γ) that contains the following conjuncts:

• For each1 ≤ i ≤ n, the formulaψ0(x̄i) ∨ ψ1(x̄i)

• For each clausel1 ∨ l2 ∨ l3 in I, the formulaψi1(x̄j1)∨ψi2(x̄j2)∨ψi3(x̄j3) whereip = 0 if lp equals
¬xjp andip = 1 if lp equalsxjp, for all p ∈ {1, 2, 3}.

It is clear thatΦ can be computed in deterministic polynomial time fromI, and thatΦ is true inΓ if and
only if I is satisfiable. �

Applied to finite relational structuresΓ, we obtain the result from [5] and [8], that is, EXPOS(Γ) is in
LOGSPACE if Γ is a-valid and NP-complete otherwise. We prove in the followingproposition that, over a
finite domainD, Γ is locally refutable if and only if it isa-valid for an elementa ∈ D.

Proposition 7 LetΓ be a relational structure with a finite domainD. ThenΓ is locally refutable if and only
if it is a-valid for an elementa ∈ D.

Proof: Suppose thatΓ is a-valid, and letΦ be an existential positive sentence over the signature ofΓ.
To show thatΓ is locally refutable, we only have to show thatΦ is true inΓ whenF (Φ) is equivalent
to true (since the other direction holds trivially). But this follows from the fact that if an atomic formula
R(x1, . . . , xn) is satisfiable inΓ then in fact this formula can be satisfied by setting all variables toa.

For the opposite direction of the statement, letD = {a1, . . . , an}, and suppose that for alla ∈ D the
structureΓ is nota-valid. That is, for eachai ∈ D there exists a non-empty relationRi of arity ri in Γ such
that(ai, . . . , ai) /∈ R. Let r be

∑n
i=1 ri, and letx1, . . . , xrn be distinct variables. Consider the formula

ψ =
∧

y∈{x1,...,xrn}r

R1(y1, . . . , yr1) ∧ · · · ∧Rn(yr−rn+1, . . . , yr) (1)

By the pigeonhole principle, for every mappingf : {x1, . . . , xrn} → D at leastr variables are mapped to
the same value, say toai. For a vectory that contains exactly theser variables, for somel there is a conjunct
Ri(yl+1, . . . , yl+ri) in ψ; but by assumption,Ri does not contain the tuple(ai, . . . , ai). This shows that
∃x1, . . . , xrn.ψ is not true inΓ. On the other hand, since each relationRi is non-empty, it is clear that the
Boolean formulaF (∃x1, . . . , xrn.ψ) is true. Therefore,Γ is not locally refutable. �
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Remark 8 In the proof of Theorem 4 it will be convenient to assume thatΓ has a single relationR. When
we study the problemCSP(Γ), this is without loss of generality, since we can always find aCSP which is
deterministic polynomial-time equivalent and where the template is of this form: ifΓ = (D;R1, . . . , Rn)
whereRi has arityri and is not empty, thenCSP(Γ) is equivalent toCSP(D;R1 × · · · × Rn) where
R1 × · · · × Rn is the

∑n
i=1 ri-ary relation defined as the Cartesian product of the relationsR1, . . . , Rn.

Similarly, EXPOS(Γ) is equivalent to EXPOS(D;R1 × · · · ×Rn).

Proof of Theorem 4:If Γ is locally refutable then the statement has been shown in Theorem 5. Suppose
that Γ is not locally refutable. To show that EXPOS(Γ) is contained inCSP(Γ)NP, we construct a non-
deterministic Turing machineT which takes as input an instanceΦ of EXPOS(Γ), and which outputs an
instanceT (Φ) of CSP(Γ) as follows.

On inputΦ the machineT proceeds recursively as follows:

• if Φ is of the form∃x.ϕ then return∃x.T (ϕ);

• if Φ is of the formϕ1 ∧ ϕ2 then returnT (ϕ1) ∧ T (ϕ2);

• if Φ is of the formϕ1 ∨ ϕ2 then non-deterministically return eitherT (ϕ1) or T (ϕ2);

• if Φ is of the formR(x1, . . . , xk) then returnR(x1, . . . , xk).

The output ofT can be viewed as an instance ofCSP(Γ), since it can be transformed to a primitive positive
sentence (by moving all existential quantifiers to the front). It is clear thatT has polynomial running time,
and thatΦ is true inΓ if and only if there exists a computation ofT onΦ that computes a sentence that is
true inΓ.

We now show that EXPOS(Γ) is hard forCSP(Γ)NP under≤m-reductions. LetL be a problem with
a non-deterministic polynomial-time many-one reduction to CSP(Γ), and letM be the non-deterministic
Turing machine that computes the reduction. We have to construct a deterministic Turing machineM ′ that
computes for any input strings in polynomial time in|s| an instanceΦ of EXPOS(Γ) such thatΦ is true
in Γ if and only if there exists a computation ofM on s that computes a satisfiable instance ofCSP(Γ).

Say that the running time ofM on s is inO(|s|e) for a constante. Hence, there are constantss0 andc
such that for|s| > s0 the running time ofM and hence also the number of constraints in the input instance of
CSP(Γ) produced by the reduction is bounded byt := c|s|e. The non-deterministic computation ofM can
be viewed as a deterministic computation with access to non-deterministic advice bits as shown in [4]. We
also know that for|s| > s0, the machineM can access at mostt non-deterministic bits. Ifw is a sufficiently
long bit-string, we writeMw for the deterministic Turing machine obtained fromM by using the bits inw
as the non-deterministic bits, andMw(s) for the instance ofCSP(Γ) computed byMw on inputs.

If |s| ≤ s0, thenM ′ returns∃x̄.ψ1(x̄) if there is anw ∈ {0, 1}∗ such thatMw(s) is a satisfiable instance
of CSP(Γ), andM ′ returns∃x̄(ψ0(x̄) ∧ ψ1(x̄)) otherwise (i.e., it returns a false instance of EXPOS(Γ); ψ0

andψ1 are defined in Lemma 6). Sinces0 is a fixed finite value,M ′ can perform these computations in
constant time.

By Remark 8 made above, we can assume without loss of generality thatΓ has just a single relationR.
Let l be the arity ofR. Then instances ofCSP(Γ) with variablesx1, . . . , xn can be encoded as sequences
of numbers that are represented by binary strings of length⌈log t⌉ as follows: thei-th numberm in this
sequence indicates that the(((i− 1) mod l) + 1)-st variable in the(((i− 1) div l) + 1)-st constraint isxm.

For |s| > s0, we use a construction from the proof of Cook’s theorem givenin [4]. In this proof,
a computation of a non-deterministic Turing machineT accepting a languageL is encoded by Boolean
variables that represent the state and the position of the read-write head ofT at timer, and the content of
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the tape at positionj at timer. The tape content at time0 consists of the inputx, written at positions1
throughn, and the non-deterministic advice bit stringw, written at positions−1 through−|w|. The proof
in [4] specifies a deterministic polynomial-time computable transformationfL that computes for a given
strings a SAT instancefL(s) such that there is an accepting computation ofT on s if and only if there is a
satisfying truth assignment forfL(s).

In our case, the machineM computes a reduction and thus computes an output string. Recall our binary
representation of instances of the CSPM writes on the output tape a sequence of numbers represented by
binary strings of length⌈log t⌉. It is straightforward to modify the transformationfL given in the proof of
Theorem 2.1 in [4] to obtain for all positive integersa, b, c wherea ≤ t, b ≤ l, c ≤ ⌈log t⌉, andd ∈ {0, 1},
a deterministic polynomial-time transformationgda,b,c that computes for a given strings a SAT instance

gda,b,c(s) with distinguished variablesz1, . . . , zp, p ≤ t for the non-deterministic bits in the computation of
M such that the following are equivalent:

• gda,b,c(s) has a satisfying assignment wherezi is set towi ∈ {0, 1} for 1 ≤ i ≤ p;

• thec-th bit in theb-th variable of thea-th constraint inMw(s) equalsd.

We use the transformationsgda,b,c to defineM ′ as follows. The machineM ′ first computes the formulas

gda,b,c(s). For every Boolean variablev in these formulas we introduce a new conjunctψ0(xv) ∨ ψ1(xv)
wherexv is a d-tuple of fresh variables andψ0 andψ1 are the two formulas defined in Lemma 6. Then,
every positive literalv in the original conjuncts of the formula is replaced byψ1(xv), and every negative
literal l = ¬v by ψ0(xv). We then existentially quantify over all variables except for x̄z1 , . . . , x̄zp . Let
ψd
a,b,c(s) denote the resulting existential positive formula. For positive integersk andi, we denote ask[i] the
i-th bit in the binary representation ofk. Letn be the total number of variables in the CSP instanceMw(s)
(in particular,n ≤ t). It is clear that the formula

∃y1, . . . , yn, x̄z1 , . . . , x̄zp .
∧

1≤a,k1,...,kl≤t









∧

b≤l,c

ψ
kb[c]
a,b,c

(s)



 → R(yk1 , . . . , ykl)





can be re-written in existential positive formΦ without blow-up: we can replace implicationsα → β by
¬α ∨ β, and then move the negation to the atomic level, where we can remove negation by exchanging the
role ofϕ0 andϕ1. Hence,Φ can be computed byM ′ in polynomial time.

We claim that the formulaΦ is true inΓ if and only if there exists a computation ofM ons that computes
a satisfiable instance ofCSP(Γ). To see this, letw be a sufficiently long bit-string such thatMw(s) is a
satisfiable instance ofCSP(Γ). Suppose for the sake of notation that then variables inMw(s) are the
variablesy1, . . . , yn. Let a1, . . . , an be a satisfying assignment to thosen variables. Then, if for1 ≤ i ≤ n
the variableyi in the formulaΦ is set toai, and for1 ≤ i ≤ p the variables̄xzi are set to a tuple that satisfies
ψd whered is the i-th bit in w, we claim that the inner part ofΦ is true inΓ. The reason is that, due to

the way how we set the variables of the form̄xzi , the precondition
(

∧

b≤l,c ψ
kb[c]
a,b,c(s)

)

is true if and only if

R(yk1 , . . . , ykl) is a constraint inMw(s). Therefore, all the atomic formulas of the formR(yk1 , . . . , xkl) are
satisfied due to the way how we set the variablesyi, and henceΦ is true inΓ. It is straightforward to verify
that the opposite implication holds as well, and this shows the claimed equivalence. �

6



4 Structures With Function Symbols

In this section, we briefly discuss the complexity of EXPOS(Γ) whenΓ might also contain functions. That
is, we assume that the signature ofΓ consists of a finite set of relation and function symbols, andthat the
input formulas for the problem EXPOS(Γ) are existential positive first-order formulas over this signature. It
is easy to see from the proofs in the previous section that when Γ is not locally refutable, then EXPOS(Γ) is
still NP-hard (with the same definition of local refutability as before).

The case whenΓ is locally refutable becomes more intricate whenΓ has functions. We present an
example of a locally refutable structureΓ where EXPOS(Γ) is NP-hard. Let the signature ofΓ be the
structure(2N; 6=,∩,∪, c,0,1) where 6= is the binary disequality relation,∩ and∪ are binary functions for
intersection and union, respectively,c is a unary function for complementation, and0,1 are constants (i.e.,
0-ary functions) for the empty set and the full setN, respectively.

Proposition 9 The structure(2N; 6=,∩,∪, c,0,1) is locally refutable.

Proof: By Lemma 6 is suffices to show that ifΨ is a conjunction of atomic formulas that are satisfiable inΓ,
thenΨ is satisfiable overΓ. Since the only relation symbol in the structure is6=, every conjunct inΨ is of
the formt1 6= t2, wheret1 andt2 are terms formed by variables and the function symbols∩, ∪, c, 1 and0.
By Boole’s fundamental theorem of Boolean algebras,t = t′ can be re-written ast′′ = 0. Therefore,Ψ can
be written ast1 6= 0 ∧ · · · ∧ tn 6= 0. SinceΓ is an infinite Boolean algebra, Theorem 5.1 in [7] shows that
if ti 6= 0 is satisfiable inΓ for all i ≤ n, thenΨ is satisfiable inΓ as well. �

Proposition 10 The problemEXPOS(2N; 6=,∩,∪, c,0,1) is NP-hard.

Proof: The proof is by reduction from SAT. Given a Boolean formulaΨ in CNF with variablesx1, . . . , xn,
we replace each conjunction inΨ by∩, each disjunction by∪, and each negation byc. Let t be the resulting
term over the signature{∩,∪, c} and variablesx1, . . . , xn. It is easy to verify that∃x1, . . . , xn.t 6= 0 is true
in Γ if and only ifΨ is a satisfiable Boolean formula. �

5 Conclusion

In this paper, we proved that for an arbitrary (finite or infinite) relational structure the problem EXPOS(Γ)
is in LOGSPACE if Γ is locally refutable, or otherwise complete for the classCSP(Γ)NP under deterministic
polynomial-time many-one reductions. In particular, ifΓ is not locally refutable then the problem EXPOS(Γ)
is NP-hard. Structures with a finite domain are locally refutable if and only if they area-valid for some
valuea of the domainD. Finally, we present an example of a structure that shows that our result cannot
be straightforwardly extended to structuresΓ with function symbols, since local refutability ofΓ no longer
implies that EXPOS(Γ) is in LOGSPACE whenΓ contains function symbols.
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