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Abstract—The limited capabilities of typical mobile devices a device. It forms the foundation upon which machine un-
can be extended by using services from other devices. To usederstandable description of services can be obtained, and as a
such services, a mobile device must be able to comprehendyqgyit gutomatic interaction among mobile devices is enabled.

their descriptions. Ontologies can aid in this comprehension, Theref ddi tologies into th bil - .
but ontologies designed independently for each device would ereiore, adding ontologies into the mobile service scenario

have heterogeneous semantics. This paper presents an automatedVill facilitate the extension of mobile device capabilities
schema-based approach to align the ontologies from interacting by providing a more comprehensible and formal semantics.
devices as a basis for mobile service invocation. When the on-The functionalities and behaviors of mobile services can be
tologies are ambiguous about the services provided, we introduce yegceriped, advertised, discovered, and composed by others
compatibility vectors as a means of maintaining ontology quality .
and deciding which service to choose to reduce the ambiguity. through th_e use (_)f and reference to o_ntologles. Eve_ntually,
Our approach is verified both experimentally and theoretically.  these mobile services would be able to interoperate with each
other, even though they have not been designed to work
together. This is the vision for pervasive computing among
mobile devices.

However, because it is impractical to have a global ontology
I. INTRODUCTION that describes every concept that is or might be included

Mobile computing is becoming more widespread and i®S Part of the mc_)bile services, ontologies from d!fferent
creasingly important. Mobile portable devices already outnufloPile devices typically have heterogeneous semantics. Due
ber traditional desktop computers and are expected to def@rthis basic characteristic, mobile devices need to reconcile
mine the view of computers for future generations. Howevé?,ntologies and form a mutual understanding when they interact

mobile devices typically have rather limited capabilities. TY/!th €ach other. Only in this sense are mobile services able
overcome this limitation, a mobile device can make use of tiig comprehend and/or integrate the information from different

functionalities and services provided by other mobile devicet0Urces, and enhance service interoperability thereafter.

and thereby extend its own capabilities. The first step for [N this paper, we first present an automated schema-based
mobile devices to achieve this goal will be to understand tfgf'tology merging algorithm to align heterogeneous ontologies.

descriptions of services that they can provide to each oth&P€N We focus on an important but mostly neglected research
Only in this way can the future integration and/or invocatiofPPIc - how a mobile device can select suitable ontologies

of mobile services take place automatically and successful interact with. We introduce the concept of compatibility

An ontology serves as a declarative model for the know/€CtOrS as @ means of evaluating and maintaining ontology
and use this as a basis for suitability of ontology se-

edge and capabilities possessed by a device or of interesﬂ?@_"ty’ ) ; i
lection. Our approach is able to create and adjust dynamically

1Corresponding author  Tel./Fax: +1-803-777-3768/+1-803-777-3767. the compatibilities of mobile devices with regard to the quality
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of their underlying ontologies. Flooding in measurements of precision, recall, overall, and F-
The rest of the paper is organized as follows. Sectioneasure. However, like Cupid, S-Match uses a tree-structured

Il briefly introduces related work in ontology matching anantology.

Quality of Service (QoS). Section Il discusses the challenges

after the introduction of ontologies into mobile servicess Related Work in QoS

Sections IV and V present our ontology merging algorithm and

compatibility vector system, respectively. Section VI briefly

reports on the experiment results, and Section VIl conclud

with future work.

QoS is becoming a significant factor with the widespread
gployment of Web services. By QoS we refer to the non-
unctional properties of services, such as reliability, availabil-
ity, and security. [9] proposes a Service Query and Manipula-
tion Language (SWSQL) to maintain QoS attribute ontologies
and to publish, rate, and select services by their functionality
A. Related Work in Ontology Matching as well as QoS properties. Based on SWSQL, they extend

Many researchers have investigated the problem of ontolojjf UPPD! registry to a service repository by combining a
matching, mostly using one of two approaches: instance-bagglptional database and the attribute ontology.

and schema-based. All of the following systems belong to theZNou €t al. [10] provide a DAML-QoS ontology as a
latter, except for GLUE [2]. complement to a DAML-S ontology in which multiple QoS

GLUE introduces well-founded notions of semantic simila@rofiles can be attached to one service profile. In addition, they
ity, applies multiple machine learning strategies, and can fiR§eSent @ matchmaking algorithm for QoS properties.
not only one-to-one mappings, but also complex mappings.qne .Wldely used QoS' attribute is user rating, 'but' |t' is
However, it depends heavily on the availability of instancg!Pi€ctive to the perception of the end user and is limited
data. Therefore, it is not practical for cases where there is & the lack of an ob]ectN(_a representation 9f the perform_a_nce
insignificant number of instances or no instances at all. ~ NStory. Kalepu et al. [11] introduce reputation, a composition

PROMPT [5] is a tool making use of linguistic similar-Of user rating, co.mphance aqd verity as a more wqble QoS
ity matches between concepts for initiating the merging GftriPute. Ontologies are applied to QoS-aware service selec-
alignment process, and then use the underlying ontologi&%n' execution, and composition. A se_le_:cted ontology itself
structures of the Prégg-2000 environment to inform a setc@n adopt some QoS measures to facilitate mutual ontology
of heuristics for identifying further matches between thénderstanding as discussed in this paper.
ontologies. PROMPT has a good performance in terms of
precision and recall. However, user intervention is required!l. CHALLENGES OF ONTOLOGY INTEGRATION
which is not always available in real world applications. INTO MOBILE SERVICES

COMA [3] provides an extensible library of matchingA. Adding Ontologies into Mobile Services
algorithms, a framework for combining results, and evaluation |y order to integrate and invoke the services rendered by

platform as well. According to their evaluation, COMA iSgther mobile devices, a mobile device must be able to compre-
performing well in terms of precision, recall, and overaleng the descriptions about those services as a first step. Being
measures. Although being a composite schema matching 1Qpkormal knowledge representation model, ontologies can aid
COMA does not integrate reasoning and machine leamifig this comprehension by providing the necessary semantics
techniques. _ y _ _ ~ during communications among mobile devices.

Similarity Flooding [6] utilizes a hybrid matching technique ap, example scenario of the interaction among different
based on the idea that similarity spreading from similar nodgsypile devices can be envisioned as follows.
to the adjacent neighbors. Before a fix-point is reached,l) A number of mobile devices form a mobile service
alignments between nodes are refined iteratively. This algo- community (MSC) within which services provided by
rithm only considers the simple linguistic similarity between different devices might be integrated and have the abil-
node names, leaving behind the node property and inter-node ity to render better services. This integration requires

relét|op§h‘|1p. bi linquisti d structural sch tch the mutual understanding of the individual ontologies
upid [4] combines linguistic and structural schema match- underlying each service.

ing techniques, as well as the help of a precompiled dictionary.z) The mobile devices outside this MSC can ask for
But it can only work with a tree-structured ontology instead help from the community and consume its services
of a more general graph-structured one. As a result, there either the original ones or the integrated one. This,
are many limitations to its application, because a tree cannot invocation requires not only an understanding of the
represent multiple-inheritance, an important characteristic in related ontologies, but also the ability to choose suitable

ontologies. : . . o
. . . service provider(s), especially under the situations where
S-Match [7] is a modular system into which individual resources are limited.

components can be plugged and unplugged. The core of the

system is the computation of relations. Five possible rela-

tions are defined between nodes: equivalence, more gendpalProblems Encountered

less general, mismatch, and overlapping. Giunchiglia et al.Because of the fact that there is no global, common,
claim that S-Match outperforms Cupid, COMA, and Similarityand agreed-upon ontology, any mobile device can maintain

Il. RELATED WORK
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and use ontologies according to its own conceptual vigmode) from one ontology into the other one. We adopt a
of the world. Consequently, ontological heterogeneity amongeadth-first order to travers&; and pick up a concept
different mobile devices becomes an inherent characterisicas the target to be relocated inté. Consequently, at
in a mobile computing environment. The heterogeneity cdsast one member dof’s parent set Parer@j in the original
occur in two ways: (1) Different ontologies could use differergraph G; has already been put into the suitable place in the
terminologies to describe the same conceptual model. Thatdsstination graph=, before the relocation o€ itself. The
different terms could be used for the same concept or theeudocode below describes this top-level procedure, whose
same term could be used for different concepts. (2) Eventiine complexity is obviouslyO(rn?), with n the number of
two ontologies use the same name for a certain conCefis concepts in the merged ontology.
corresponding properties and relationships with other concepts
can be different. Input Ontology G; and G4

Therefore, two major problems are envisioned here. Fir@utput Merged OntologyGs
during the formation of a MSC, how can it be ensured that degin
devices within the community have no problem in understand- new location ofG;’s root = Gs's root
ing each other’s ontology? Secondly, a mobile device seeking for each nodeC (except for the root) irG,
services from outside this community would like to choose
those devices that understand its ontology best. How can it
ensure this selection is a correct one?

ParentC) = C's parent set inG,
for each membep; in ParentC)
p; = new location ofp; in G,
relocateC, p;)
end for
end for

C. Overview of Our Approach

In order to solve the first problem - mutual understanding of
ontologies within a MSC, we need an approach to match/ali%p]d
ontologies from different mobile devices. By this means,
concepts from communicating devices can comprehend each
other, pand possible integrati%n of related seer;ces can be Top-Lev_eI Procgdyre -merge(G_‘l,QQ)
achieved. In the next section, we present an ontology merging\" implementation detail is worth mentioning here. Because
algorithm to reconcile heterogeneous ontologies. o] the_character}s.t!cs of traversing a directed acyclic grap_h,

To tackle the second problem - the correct selection there is a possibility that one or more parents of a certain
mobile devices that are most acquainted with the ontologie@ncept may not have been relocated before that concept is
from service-consuming devices, we introduce compatibilitjSited. However, at least one of the parents will have been
vectors as a means of measuring and maintaining the ontolé@ipcated- In this case, we reV|s_|t the target conce_pt after all its
quality. By setting up the compatibility for each mobile devic@arents have been visited. Notice that progress is guaranteed,
along with the formation of a MSC, not only the mobild’&cause the graphs in question are acyclic.
devices seeking service from this community are able to select
the best service provider(s) with ease, but also a better mutBalRelocate Function
understanding of ontologies within the MSC is obtained. The relocate function in the top-level procedure is used

to relocateC into a subgraph rooted by;. The following

IV. ASCHEMA-BASED ONTOLOGY MERGING pseudocode shows the details of this function.

ALGORITHM
Input nodesN; and N,

.O_ur goal is to construct a merged pntology from tw éjtput the modified structure aV, according to information
original ones. Although there does not exist such a global a [
1

agreed-upon ontology, we do assume that there is a commoer(}Jin
metamodel, i.e., OWL DL, for the ontologies to be merged, . . . )
and we also assume that natural language provides common | there exists anyequivalentclassof Ny in the
semantics during the ontology merging process. child(ren) of N

mergeN; with it
else if there exists anyubclassof N; in the
A. Top-Level Procedure child(ren) of N,

The ontology merging is carried out at the schema level, Children(V,) = set of such subclass(es)
that is, we concentrate on the structure (schema) information for each membee; in Children(V)

of ontologies. Internally we represent an ontology using a 4d links fromA. N d from N
directed acyclic grapis (V, E), whereV is a set of ontology add links from/N; to Ny and from IV

concepts (nodes), ané is a set of edges between two toc _
concepts, i.e.E = {(uVv)|u and v belong toV, andu is a remove the link fromV; to ¢;
superclassof v}. In addition, we assume that all ontologies end for

share “Thing” as a common “built-in” root. In order to merge  else if there exists anguperclassof N; in the
ontologies, G; and Gy, we try to relocate each concept child(ren) of N,
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Parent(V;) = set of such superclass(es) « super-match N¢/ is either a postfix or a hypernym of
for each membep; in Parent (V;) Ne,y With viinguistic = 1; .
recursively call relocaté;, p;) . Ieadmg-r_natchthe Ieadmg substrings fror:_Nc and N¢v
qf match with each other, withy;,4.:s:i €qualing the length
enda for of the common leading substring divided by the length
else of the longer string. For example, “active” and “actor”
add a link fromN, to Ny have a common leading substring “act”, resulting in a
end if leading-match value of;

end « other. Vlinguistic — 0.
When relocatingC, we perform the linguistic matching
o . ) . . betweenC and all the candidate concepts in the destination
Our ‘main idea is: try to find the relationship betweegapnc,, and build a list for each of three types of relationship
C and p,'s direct child(ren) in the following descendingys ¢, je., equivalentclasssuperclassandsubclass For each

priorities: equivalentclasssuperclass and subclass Because gndidate concept’, if an exact-match or a leading-match
equivalentclas®ias most significant and accurate informatior‘(with Vlinguistic > threshold is found, we putC’ into C's

it is straightforward thaequivalentclasias been assigned the, g didate equivalentclass list; if a sub-match is found, we put
highest priority. Foisuperclasandsubclasssince we adopt a ' into C’s candidate subclass list; and if a super-match is
top-down procedure to relocate concepts, the former has b?@urhd, we putC’ into C's candidate superclass list. Then we
given a higher priority than the latter. If we cannot find an¥qgntinue the contextual matching betwe@and each concept

of these three relationships, the only option is for us tadet j; the three candidate lists to obtain further information.
be another direct child of;.

Notice that there is a recursive call within relocate. ThiB

recursion is guaranteed to terminate because the number of )
the nodes within a graph is finite, and the worst case is to!n essence, the context of an ontology concéptonsists

call relocate repetitively until the algorithm encounters a nod tWo parts: its relationship(s) with other concept(s), and its
without any child. property list. The former includequivalentclasssubclass

To determine the relationship betwe€hand p;'s direct superclassandsibling, qnd isimpligitly embodied inthe graph
child(ren), we need to consider both the linguistic and iffkaverse process mentioned previously. The latter is discussed
contextual features. The meaning of a concept is determirfdeit: o ]
by two aspects: (1) its linguistic feature - concept name - andConsidering the property lists, € and P(C’), of
(2) its contextual feature - property list and the relationship(@) Pair of conceptsC and C’ being matched, our
with other concept(s). These two features are discussed ng@al is to calculate their similarity valuévcontertual =

they together Specify a Concept’s semantics. Wrequired Vrequired + Wnon—required Unon—requireds where
Vpequired AN Unon_requirea are the similarity values calcu-

lated for therequired property list ancdhon-requiredproperty

C. Linguistic Matching list, respectivelyzo, cquired @NAWnon _required are the weights
The name of a concept reflects the meaning that the d¥signed to each list. Notice that.quires aNd vyon—required

tology designer intended to encode. Our approach uses strg calculated by the same procedure.
matching techniques to match linguistic features. Furthermore Suppose the number of properties in two property lists
we integrate WordNet by using the JWNL API [8] in our(€ither required or non-required oneg}, and P, is n, and
system. In this way, we are able to obtain the synonynig;, respectively. Without loss of generality, we assume that
antonyms, hyponyms, and hypernyms of an English word: < n2. There are three different matching models between
In addition, WordNet performs some stemming, e.g., tH#&O properties.

Relocate Function -relocatg Ny, N5)

Contextual Matching

transformation of a noun from plural to singular form. 1) total-match

We claim that for any pair of ontology concep& and « The linguistic matching of the property names re-
C’, their namesNy and N¢: have the following mutually sults in either an exact-match, or a leading-match
exclusive relationships, in terms of their linguistic features With viinguistic > threshold and
(the viinguistie Mentioned below refers to the similarity « The data types match exactly.

between two concept names).
Let v, = number of properties with a total-match, and

« anti-match N¢ is a antonym ofN¢», with vipguistic = ft::—fl. Here f, is a correcting factor for name-match
0; embodying the integration of heuristic reasoning. We
« exact-match either No and N¢or have an exact string claim that between two property lists, the more pairs

matching, or they are the synonyms of each other, with  of properties being regarded as total-match, the more
Ulinguistic = 1, likely that the remaining pairs of properties will also hit

« sub-match N¢ is either a postfix or a hypernym &/, a match as long as the linguistic match between their
With viinguistic = 1 names is above a certain threshold value. For example,
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assume that bothP?; and P, have ten properties. If We denote the corresponding concepiéA) and n;(B)
there are already nine pairs with a total-match, and by n;(A) & n;(B);

furthermore, if we find out that the names in the

remaining pair of properties are similar with each other, « P(n;(A)) is a subset of R(;(B)) if and only if

then it is much more likely that this pair will also have

a match, as opposed to the case where only one or two j. s, < s;, and

out of ten pairs have a total-match. ii. Veonteztual > threshold

2) name-match We denote the corresponding concept$A) and n;(B)
« The linguistic matching of the property names re- by n;(A) 2 n;(B);
sults in either an exact-match, or a leading-match
With vjinguistic > threshold but o P(n;(A)) is a superset of B (B)) if and only if
« The data types do not match.

i S; > Sjs and
Let v, = number of properties with a name-match,  Ii- Vconteatuar = threshold
and fn:%f". Similarly to f;, f, also serves as a _
correcting factor fordatatype-match We denote the corresponding concept¢A) and n;(B)

by ni(A) < n;(B);
3) datatype-match
Only the data types match. Let; = number of « Other.
properties with a datatype-match.
2) Relationships among ConceptSiven any two ontology

After we find all the possible matching models in the abovePNCepts, we can have the following five mutually exclusive
order, we can calculate the similarity between the properfglationships between them:
lists as-L-(vwy + vp(wa + frwh) + va(ws + frn-wh)), where: « subclassdenoted byC
' « superclassdenoted byD
« w; (i from 1 to 3) is the weight assigned to each matching * eqqlvalentclassdenoted by=
model: and « sibling, denoted by~
« w! (i from 2 to 3) is the correcting weight assigned to ° other, denoted by

the matching models of name-match and datatype-match. i
3) Reasoning Rulelf two classes share a same parent,

then their relationship is one o&quivalentclasssuperclass
E. Domain-Independent Reasoning subclass andsibling.

Remember that to merge two ontologies, we in essence are Preconditions:
to relocate each concept from one ontology into the other”i1(A) 2 ni2(A) and
one. After we obtain the linguistic and contextual similarities, n;1(B) 2 n;2(B) and
we apply a domain-independent reasoning rule to infer thei1(A) = n;1(B) and
relationship between the target concept to be relocated and) (the names ofi;2(A) and n;>(B) have either an exact-

the candidate concept in the destination ontology. match, or a leading-match withnguistic > threshold

1) Relationships among Property ListSuppose we have andnia(A) < nj(B)
two ontologies A and B, each of which is designed according2) (the name ofn;>(B) is a sub-match of the name of
to the OWL DL specification. Furthermore, lafA) and n(B) n:2(A) andn(A) 2 njo(B)
be the sets of concepts in A and B, respectively, witfA) 3) (the name ofn;,(B) is a super-match of the name of
and n;(B) be the individual concept for each sdt € i < nia(A)) andnia(A) £ njo(B)

In(4)] and1 < j < |n(B)]), and Pg;(A)) and Pf,;(B)) be 4) None of above three holds
the property list for each individual concept.
Consider the property lists R{(A)) and Pf;(B)), lets; and - Conclusion:
s; be the set size of these two lists. There are four mutually1) n;,(A) = n42(B)
exclusive possibilities for the relationship betweem 4)) 2) niz(A) 2 njo(B)

and P;(B)): 3) ni2(A) € ny2(B)
« P(n;(A)) and Pf;(B)) are consistent with each other if 4) ni2(A) ~ n;2(B)
and only if
The intuition behind our reasoning rule is as follows. After
i. Eithers; = s; or % < threshold and the linguistic matching phase we obtain three candidate lists
for target concepC. For each concepf’ in these lists, we
il. Veontertuar > threshold then try to find the contextual similarity betwe€nandC’ to

make the final decision.
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F. Features of Our Merging Algorithm
isa

Comparing to the research work mentioned in Section II,
our approach advances the state of the art of ontology merging o2
techniques by including the following features.

« We carry out ontology merging at the schema level, ;
and separate the performance of the merging algorithm
from the availability of a large volume of instance data.
As a result, it is more practical than GLUE in cases
where there is no enough data to carry out instance-baglagc.i 1
matching.

o Our approach is fully automated. This feature is nec-

essary, especially in terms of the successful invocatigrw device joins the community, the new ontology is merged

and seamless integration of mobile services dynamicallyith the current center one. The resultant merged ontology is
Some semi-automated systems, PROMPT for exampiRe newly obtained center ontology.

require user intervention, which is not always available

in a dynamic environment. _ _ B. Ontology Distance and Compatibility Vectors
o We treat graph-structured ontologies, which are not only

more complex than tree-structured ones (as in Cupidl) Concept DistanceThe center ontology contains infor-

and S-Match), but also more realistic, because multiplglation from all original ontologies, because the former is the
inheritance ca’nnot be represented by,a tree result of the merging of the latter. Therefore, with respect

« We exploit both the linguistic and the contextual featurd® whether a specific_original ontology understands gach
of a concept, and combine these two features to determffff1CEPt in the center ontology or not, there are two situations.
what a concept means in an ontology. It is more advancEdi® Situation is that for one specific concept in the center
than Similarity Flooding, which considers concept namé¥!tology, the original ontology can understand it, but possibly

alone and can represent only partial semantics of onf(‘\fi-th less accurate and/or complete information. The other
logical concepts situation is that the original ontology is not able to recognize

. We incorporate WordNet into the linguistic analysidh@t concept at all. In either case, the concept distance is
represented by the amount of information missing, i.e., the

phase, under the assumption that natural language p . . . o
vides common semantics; and then integrate heurisﬂHmber of relationships not known in the original ontology.

knowledge into the contextual analysis phase. The following equation formalizes the concept distande:

« We apply a reasoning rule to infer new relationships W1 "sub—super + W2 Nother, With the constraint of g, +
= 1). neub—super IS the number of sub/superclass (isa)

among concepts. This rule is based on the domaifi2 = : : o
independent relationships subclass, superclass, equﬁatlonshlps not known in the original ontology, angkse-

lentclass, and sibling, together with each concept's proﬁ-the number of other relationships not known in the original
erty list. ontology. w; is the weight assigned to different kinds of

relationship, includingsubclass superclass equivalentclass
V. COMPATIBILITY VECTORS disjointWith parts, owns contains and causes etc. Because

. i .the sub/superclass relationship is the most important one in an
We introduce compatibility vectors as a means of measu”%%tology schemay; will be given a greater value than,

and maintaining the ontology quality, which determines the Consider the ontologies in Figures 1 and 2. In
compatibilities of mobile devices providing services. Along:(inm)logy1 concept ‘“Intangible” has one super(;Iass
with the formation of a MSC, we createcanterontology by (“Abstractﬁ'hing"); four subclasses (“TemporalThing”,
merging all the original ontologies; then thestancedrom the “SpatialThing”, “Mathematical’, and “Intangiblelndividual);

Ie}t.ter to the center ontology.are suita_bl_y encoded in compallay one disjointWith relationship (with “PartiallyTangible”).
bility vectors, and can be adjusted efficiently and dynamical Y the merged center;, the concept “Intangible’ has

durlr_lg the perlod n .Wh'ch the MSC is form_ed. Ba_sed ®More information from the other ontologies: one more
the information contained in the vectors, mobile devices ayl

Siperclass (“Partiallyintangible”); one more disjointwith
supposed to understand the ontology from each other with ( ay gible”); Sjol I

o . . ) oy tionship (with “Tangible”); and one more subclass
trouble. In addition, for the mobile devices seeking SerV'C?SOtherlntangibIeStuff") Thus, the concept distance from
from outside this community, there is no difficulty for them‘lntangible” in ontology, to “Int,angible” in centery is (w2
to choose the devices with good compatibilities, which is, i

an objective sense, with no bias.

disjointWith

= PartiallyTangible

SpatialThing IntangibleIndividual

Graphical Representation f@ntology:

Mathematical

L wsy-1). Also notice that the concept distance formula is

suitable for both situations, i.e., independent of whether the

) original ontology recognizes that concept or not. For example,

A. Center Ontology Formation if in ontology, there is no concept “Intangible”, then the
The center ontology is generated by merging all originglistance becomesu{-7 + ws-2).

ontologies, step by step, as each new mobile device joins a

MSC. At the beginning, when there is only one mobile device, 2) Ontology Distance: After each concept distance has

its ontology is regarded as the center ontology. Each timebaen calculated as shown above, we can continue to figure out
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ontology ontology,
7
I
Y

Initial Initial
distance’, merged/ distance
A i

Tangible

PartiallyTangible

TemporalThing SpatialThing

»

[l
\
1

distance \
. . . adjustment
Fig. 2. Graphical Representation fGtentery ) *
(1st round) \
\s
-dimension 1 sub-dimension 2 sub-dimension 3

Compatibility Vector
for Device 4:

\Yes 1.6 No | N/A

N/A ‘ 347‘

24+SS

{ dimension }{ dimension H dimension }
for Spatial for Intangible for Tangible

Intangible 6.7| | No

Spatial

distance \
adjustment \..
(2 round)

...... { dimension for }
n" concept

Compatibility Vector

N No| N/A ‘5.+eslntangible 2.6 | No | N/A ‘6.7'------|N0 N/A ‘3.7‘
for Device ,:
Fig. 4. Dynamic Adjustment of Compatibility Vectors
Compa?ibilityVector \Yes| Space 4.+eslmmaterial1.9 YesMateriaI3.2|-~---|No N/A ‘3.7‘
for Device ,:
dimension }’{ dimension }
I,’ for Intangible » for Tangible | =
Compatibility Vector I /
u for Device , in es Spali‘a{ 2.7 [Ves Imang’, 1.6(No | N/A (6.7 -
Compatibilty Vector | | \/a s dno| na 38| No | A 67| |no| na |37 Center : 7 7
for Device : ! i
i |
| '
. - + ; ;
Fig. 3. Compatibility Vectors Compatibility Vector .
v for Center  in es| Intangible 2.3 [Yes| Tangible [1.7)|No | N/A [5.9]
Center ,:
. . Il
the ontology distance between the original ontology and the
n
center oneD = E (w;-d;), whered; is the distance between  compaibilty Vector
w for Device , in es| Intang [3.9| No| N/A B4||No | N/A [9f-—

Center ,:

a pair of concéﬁtls, and is the number of concepts in the
center ontology. Fig. 5. Example of New Vector Generation

Recall that the concept set of the original ontology is a
subset of that of the center ontology, and the concept distance
is encoded by the missing relationships in the origingigure 3.
ontology compared to the center one. The above formularor the first concept (“Spatial”) in the center ontology,
shows that the ontology distance is obtained by the weightggd,;.c, knows it as “Spatial” and has a concept distance of
sum of the concept distances between two ontologies. HQW: device; also understands this concept, but with a different
much a concept contributes to the ontology distance fgme (“Space”) and a bigger concept distance of 4.5; neither
determined by the importance of that concept in its ontolog¥eyice, nor device,, recognizes concept “Spatial”, therefore,

We use the percentage of the number of relationships tifey have the same concept distance (5.0).
represent this measurement. For examplegnifology, has

100 relationships in total, and concept “Spatial” has 15 . ) o

relationships, then the weight for this conceptdntology, C- Dynamic Adjustment of Compatibility Vectors

is 0.15. As mentioned before, when there is only one mobile device,

its compatibility is perfect. In the compatibility vectors stored

3) Compatibility Vectors:Inside the center ontology, therein the center ontology, each concept distance has a value of

is a set of compatibility vectors, one for each original ontologgero. However, with the adding of new devices into this MSC,

A compatibility vector consists of a set of domains, each corrthe compatibilities for existing devices might be changed

sponding to one concept in the center ontology. Therefore, b#cause newly joined devices could contain more accurate

compatibility vectors have identical dimension, i.e., equalingnd/or complete information regarding the ontology in the

to the number of the concepts in the center ontology. Eashme domain.

dimension has three sub-dimensions. The first sub-dimensiotAn example is shown in Figure 4, demonstrating the

tells us whether the original ontology understands this concepbcess of dynamic distance adjustment. Aftertology,

or not; the second sub-dimension records the concept namauiml ontology, are merged to generatenter,, the distance

the original ontology if the latter does recognize that concefitetween these two original ontologies and the merged one

and the third sub-dimension encodes the distance from tfaenter,) is calculated and stored in compatibility vectors of

concept of the original ontology to the concept of the centeenter;. Upon the joining ofontologys and the generation of

ontology. An example of compatibility vectors is shown irtenters, the distance fronventer; to center, is calculated



8 J. PERVASIVE COMPUT. & COMM. 1 (1), MARCH 20059 TROUBADOR PUBLISHING LTD)

and then integrated into the compatibility vectorscimter, each vector, therefore, we needsteps for the loop. Within

for ontology; andontologys. This is accomplished by vectoreach loop, all steps take constant time, except for the one

integration. finding dimension inu. Suppose inu the dimensions are
For example, we have compatibility vectors in betluter; indexed by the concept names, then a binary search is able

and centero. Now we want to upgrade the compatibilityto locate a specific dimension withi@(logn).

vectors in center,. Originally there are two compatibility Figure 5 exemplifies how the above pseudocode works.

vectors in centery: one for ontologys, and the other for There are two source vectors,andv, and we traverse the

centery. The former will stay the same as is; while the lattesecond one, one dimension each time.

will be replaced by several new vectors, the number of which1) The values for the first dimension are “Yes”, “Intangi-

is determined by the number of the vectorscimter; (two ble”, and “2.3". We then find the dimension for “In-
in our example). tangible” inu, and obtain (“Yes”, “Intang”, and “1.6").
Remember thatenter; has one vector for each mobile Finally we calculate the values for the new dimension
device whencenter, is generated. Each vector ienter, in the resultant vectow, which are “Yes”, “Intang”, and
will be integrated with the vector forenter; in centers, “3.9” (the result of 1.6 + 2.3).
therefore creating a new vector correspondinglycémters. 2) The values for the second dimension are “Yes”, “Tangi-
The following procedure describes the generation of such a  ble”, and “1.7”. After we obtain the values for dimension
new vector. “Tangible” in u (“No”, “N/A’, and “6.7"), we figure out
the values for the new dimensionware “No”, “N/A”,
Input and “8.4" (the result of 6.7 + 1.7).
« compatibility vectorv for center; in centers 3) The values for the third dimension are “No”, “N/A’, and
« compatibility vectoru for device; in centery “5.9”. We simply copy these three values into the new
Output dimension inw.
« compatibility vectorw for device; in centers 4) Th|s c'ontmues until we finish the traverse of all dimen-
sions inv.

begin
for each dimensiom in v
yn = d's first sub-dimension’s value
nm =d's second sub-dimension’s value

D. Ontology Understanding via Compatibility Vectors

The center ontology maintains the compatibility vectors for
all original devices; in addition, the vectors themselves contain
such information as whether a device understands a specific

dis =d's third sub-dimension’s value concept or not, what is the concept name in the original
ontology, and so on. Therefore, if two devices would like to try
create a new dimensiamd in w to understand each other’s ontology, they can simply refer to
if yn = “Yes” the center ontology and obtain the corresponding compatibility
find in u the dimensiorod for concept vectors. By this means, compatibility vectors help a mobile
nm device in the mutual understanding of ontological concepts.
ynold = ods first sub-dimension’s ) , ) -
value E. Mobile Device(s) Selection through Compatibility Vectors
nm.old = ods second sub-dimension’s When a mobile device from outside this MSC needs to ask
value for service(s), it would like to choose the device(s) under-

standing its ontology best. The device first compares its own
ontology with the center ontology, and then searches in the
compatibility vectors to find all those devices understanding
the concept of its interest. If there is more than one device
competing to provide this service, the request will be sent to

dis.old = ods third sub-dimension’s
value

nd's first sub-dimension = ymold

nds second sub-dimension = noid those with good compatibilities, that is, devices with concept
nds third sub-dimension = dis + disld and/or ontology distance below a certain threshold. Such a
else [/l yn =“No” threshold could be either specified by the service-consuming
nds first sub-dimension = yn device, or otherwise determined by the center ontology. Be-

cause the compatibility vectors are stored and maintained by
the center ontology, the service-rendering devices have no way
to modify or manipulate the vectors. In this sense, the selection

nds second sub-dimension = nm
nds third sub-dimension = dis

end if of service device(s) is objective and with no bias.
end for
end F. Features of Compatibility Vectors
Pseudocode for New Vector Generation 1) Correctness of Compatibility Vectors - A Precise Ap-

It is not difficult to figure out that the time complexity forproach: In this section we prove that our approach obtains
the above procedure ®(nlogn) There aren dimensions in a correct compatibility for each mobile device.
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To record and maintain the proper compatibility of eachntologies are merged using the algorithm in Section IV.
device inside a MSC, the key is to obtain a correct center ontol-
ogy by which to evaluate the distance from it to each original Proof by induction.

ontology, and thereby acquire the corresponding compatibility 1) Base Case: there are two ontologies to be merged.

vector. When a new device and its associated ontology join the
MSC, instead of communicating with each existing device,
it only talks with the center ontology. Therefore, if we can
prove that the newly merged ontology is a correct new 2)
center ontology, the correctness of compatibility vectors is
guaranteed.

First, we point out that according to the merging algorithm
in this paper, each time we merge two ontologies, the resultant
one will contain all information from both original ones.
Next, we introduce Lemma 1 and Theorem 1.

Lemma 1. When we merge two ontologies A and B using
the algorithm in Section 1V, the result is the same regardless
of whether we merge A into B or merge B into A.

Proof by induction.
1) Base Case: when both A and B contain two concepts,
i.e., besides one common built-in root, “Thing”, A
containsC; and B containg’s.

If we merge A into B according to the Top-Level
Merging Procedure in Section IV, “Thing” in A is
considered equivalent with “Thing” in B; thet; is
compared with all the direct children of the root in B,

in this caseCs, to determine where to pd; in B. This

is based on the relocate function inside the Top-Level
Merging Procedure. On the contrary, if we merge B into

A, “Thing” in B is considered equivalent with “Thing”

in A; then C5 is compared withC; to determine where

to putC> in A. Obviously, we obtain the same merged
ontology in both cases.

Induction: Assume that Lemma 1 holds for all cases
where the number of concepts contained in A and B is
less than (i+1) and (j+1), respectively. Now consider the
case where A and B contain (i+1) and (j+1) concepts, 2)
respectively.

Suppose the superclass set of thie+ 1) concept
in A, Ciy1, is Pa(Ci41), and suppose the location
of Pa(C;11) in merged ontology M isPy(Ciy1).
The position of C;; in M is determined by the
relationships between’;;; and all the direct children .

2)

of Py(C;y1). From the inductive hypothesis we know
that P,/ (C;11) is identical no matter whether we
merge A into B or merge B into A. Therefore, the
position of C;1; in M will also be the same in both
situations. That isC; 1, the (i + 1) concept in A,

will be put into the same position in M in both mergin
orders. Similarly, the(j + 1)** concept in B will also

be put into the same position in M in both mergin
orders. So in the case where A and B contain (i+
and (j+1) concepts, respectively, we still have the same
resultant ontology regardless of the merging order taken.

According to Lemma 1, when we merge two ontologies
A and B, the result is the same no matter whether we
merge A into B, or merge B into A.

Induction: Assume that Theorem 1 holds for all cases
where the number of ontologies to be merged is less than
(n+1). Now consider the case where we merge (n+1)
ontologies. Let the indexes of these ontologies be: 1, 2,
vy (N+1).

Consider two arbitrary orders by which we merge these
(n+1) ontologiesiorder; andorders. Suppose the last
index inorder; andorders is i and j, respectively.

o If i equals j, then the first n indexes iorder;
and order, are the same, just in different orders.
We merge the first n ontologies to géferged,.
According to the inductive hypothesid/erged,, in
ordery is identical withMerged,, in order,. Then
we mergeM erged,, with the last ontology in both
order, andorders, and we will get the same result.

« Ifi does not equal j, we mutate the first n indexes in
order; and make the” index be j; then mutate the
first n indexes irorder, and make the*” index be
i. Now the first (n-1) indexes imrder, andorders;
are in common (possibly in different orders),
and the last two are (j, i) and (i, j), respectively.
Notice that this kind of mutation will not affect the
merging result of the first n ontologies according to
our inductive hypothesis. We then merge the first
(n-1) ontologies to gefVlerged,,_,. According to
the hypothesisMerged,,_1 in ordery is identical
with Merged,—1 in orders. Finally we merge
Merged, 1, with the last two ontologies in both
order, andorders, and we will get the same result.

Complexity of Compatibility Vectors - An Efficient Ap-

proach: The time complexity of establishing a MSC, along
with the achievement of mutual understanding of ontological
concepts, is in the order @(mr2). For the ontology merging,
O(mr?) is needed, because we need to mergentologies,
and each merging procedure takes ti@6:%) as described

in Section IV. In addition, in order to dynamically update the
compatibility vectors, extra time will be spent. According to
the previous analysisQ(nlogn) is needed for updating one
device, so the time for extra work for all service€émnlogn)
Therefore, the total complexity becom&@m@? + nlogn)),
which is in the same order &@(m:?).

9" For device selection, the time complexityQ¥n?). We only
need to compare the ontology from the service-consuming
%evice with the center ontology.

VI. EXPERIMENTAL RESULTS

A. Test ontologies

Theorem 1. The final result of merging a number of A collection of sixteen ontologies for the domain of
ontologies is identical no matter by which order the origindBuilding” were constructed by graduate students in computer
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TABLE |
STATISTIC OF TESTONTOLOGIES
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Average of Original Ontologies  Merged Ontology sofl |
Max Depth 7 8 s
# of Total Nodes 14 64 2 e _
# of Inner Nodes 42 2 "
# of Total Nodes 47 f “f
# of Inner Nodes 23 182 §20f]
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Ontology Distance Calculated

Improvement with Compatibility Vectors

Number of Ontologies Merged

Different MSC Settings
~

Fig. 6. Precision and Recall Result in Ontology Merging

—
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science at the University of South Carolina and used for ° TSP R A
evaluating the performance of our merging algorithm, and the
utilities from compatibility vectors as well. Table | lists the
summarized characteristics of these test ontologies. They h@\¥eg  improvement with Compatibility Vectors
between 10 and 15 concepts with 19 to 38 properties.

0.9 1

ID Presicion with Vectors B Presicion without Vectors O Recall with Vectors @ Recall without Vectors

both precision and recall measurements have been improved.

. . . Therefore, in cases where sufficient resources are not available
To decide whether a correctly merged ontology is obtaineég, oy a certain number of mobile devices can be chosen for

we asked two ontology experts to carry out a manual mappiieraction, our approach increases the efficiency by choosing
and we compared their results with ours. Both precisial);itable mobile device(s)

and recall measurements are applied in the evaluation. The
evaluation result is shown in Figure 6, reflecting a promising
result. Please refer to [1] for more details.

B. Experiments on Merging Algorithm Itself

VII. CONCLUSION

Mobile computing has become increasingly important with
. e the proliferation of mobile devices. To extend the usually
C. Experiments on Compatibility Vectors limited capabilities of typical mobile devices, it is essential
1) Correctness of Compatibility VectoraMe simulated a to integrate mobile services from different providers. As the
MSC out of 16 test ontologies. Based on ontology distancesst step of this process, mobile devices must understand
calculated (see Figure 7), we sorted the original ontologieach other’s service descriptions. Although ontologies can aid
with regard to their distances to the center. We then askiedthis understanding, they will likely have heterogeneous
two experts to rank the qualities of these ontologies manualsemantics if designed independently, as they typically are. We
the result is the same as the one from our system. present an automated approach carried out at the schema level
2) Efficiency of Compatibility VectorA set of experiments to reconcile ontologies as a basis for mobile service integration
have been conducted. We first fixed one original ontologand invocation. In addition, we introduce compatibility vectors
as the service-consuming one, and simulated a MSC outasf a method to evaluate and maintain ontology qualities,
the remaining 5, 10, and 15 ontologies as three experimén¢reby handling the problem of how to choose ontologies with
settings; then for each MSC setting we did the following igood compatibilities. We not only prove theoretically that our
two groups. In the first group the service-consuming ontolog@pproach is both precise and efficient, but also show promising
always interacted with the ontology with the best qualityesults experimentally.
while in the second group the interaction happened with aOur current approach makes use of a center ontology, but
randomly chosen ontology. We compared the resultant mergettoduces the problem of how to handle the vulnerability
ontologies from two groups. The result is shown in Figurissue inherent in this centralized solution. To analyze and
8. It is clear that, after adopting our compatibility vectorssolve this problem is a potential research direction. Other
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