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Internet users beware, you follow online health rumors (more than counter-

rumors) irrespective of risk propensity and prior endorsement 

 
Purpose—The Internet is a breeding ground for rumors. A way to tackle the problem involves the use of 

counter-rumors—messages that refute rumors. This paper analyzes users’ intention to follow rumors and 

counter-rumors as a function of two factors: individuals’ risk propensity and messages’ prior endorsement. 
 

Design/methodology/approach—The paper conducted an online experiment. Complete responses from 

134 participants were analyzed statistically. 

 

Findings—Risk-seeking users were keener to follow counter-rumors compared with risk-averse ones. No 

difference was detected in terms of their intention to follow rumors. Users’ intention to follow rumors 

always exceeded their intention to follow counter-rumors regardless of whether prior endorsement was 

low or high. 

 

Research limitations/implications—This paper contributes to the scholarly understanding of people’s 
behavioral responses when unbeknownstly exposed to rumors and counter-rumors on the Internet. 

Moreover, it dovetails the literature by examining how risk-averse and risk-seeking individuals differ in 

terms of intention to follow rumors and counter-rumors. It also shows how prior endorsement of such 

messages drives their likelihood to be followed. 

 

Originality/value—The paper explores the hitherto elusive question: When users are unbeknownstly 

exposed to both a rumor and its counter-rumor, which entry is likely to be followed more than the other? 

It also takes into consideration the roles played by individuals’ risk propensity and messages’ prior 

endorsement. 

   

Keywords: Rumor, Counter-rumor, Risk, Prior endorsement, Health Information, Intention to follow, 

Social media. 

 

Paper type: Research paper 
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1. Introduction 
 

Social media empowers society by allowing anyone with Internet access to submit user-generated 

content, which refers to anything produced by the general public rather than paid professionals for online 

dissemination (Bi et al., 2017; Daugherty et al., 2008). This positive development in facilitating unabated 

freedom of speech, however, comes with a downside stemming from the lack of editorial control. Since 

laypeople are able to create content without necessarily having either any domain expertise or any moral 

obligation to spread the truth, its veracity cannot be taken for granted (Starbird et al., 2018). 

 

The absence of rigorous gatekeeping has converted the cyberspace into a breeding ground for 

fake news—unsubstantiated information disseminated using the online channel to appear as facts. The 

term ‘fake news’ was popularized by US President Donald Trump who allegedly used it to explain the 

negative press coverage of himself (Kim, 2019). Its emergence and subsequent proliferation have blurred 

the lines between lies and facts on the Internet—not only in a political context but also about health topics 

(Ozturk et al., 2015). 

 

What is worrying is the statistic that about 75% of people who come across fake news end up 

believing it as accurate (Silverman and Singer-Vine, 2016). The stakes are even higher when a false piece 

of news becomes viral and spreads like a rumor (Pal et al., 2019). This paper defines rumors as false 

messages in circulation among members of the online community. When these messages spread, they sell 

falsehood to the populace as if it were the truth. After all, the saying, “repeat a lie often enough and it 

becomes the truth,” is quite apt in the present digital era of alternative facts. 

 

Particularly, health rumors have serious repercussions. For one, most people seek health 

information online as one of the first tasks after experiencing a health concern (Agree et al., 2015). 

Moreover, they often intend to follow online messages to make healthcare decisions (Mou et al., 2016). 

Intention to follow refers to users’ decision to act as recommended by a message (Casaló et al., 2011). 

Health rumors mislead users, duping them into taking actions that one would unlikely take otherwise 

(World Health Organization, 2011; Zhang et al., 2015). For example, health rumors have previously 

caused public resistance to the administration of MMR vaccines. Rumors such as “the government is 
trying to limit the Black population by encouraging the use of condoms” have resulted in African 
Americans being significantly more prone to HIV/AIDS and unintended pregnancies than Hispanics and 

Whites in the US (Bird and Bogard, 2005). Clearly, when individuals’ intention to follow rumors is high, 
it poses a serious threat to their health and well-being. 

 

An emerging research strand suggests that individuals’ intention to follow rumors could be 

lowered using counter-rumors, which refer to messages that refute rumors (Ozturk et al., 2015; Tanaka et 

al., 2013; Pal et al., 2017, 2019). In this strand, two research themes are particularly conspicuous. One 

focuses on the diffusion patterns of rumors and counter-rumors. Several models graphically depict their 

propagation. For example, a ‘neighborhood model’ envisages autonomy for each node to act against 

rumors by posting counter-rumors. In contrast, the ‘delayed start model’ assumes that counter-rumors are 

issued by centralized authorities after investigation, and hence are associated with a time lag (Habiba et 

al., 2010; Tripathy et al., 2013). The other research theme deals with factors that promote counter-

rumoring. Counter-rumors can be posted for a variety of reasons. For example, users may post them from 

a sense of obligation triggered by social norms. They can also be galvanized toward counter-rumoring 

when they are aware of the adverse consequences of the rumors at stake (Fine, 2007). 

 

These works notwithstanding, an intriguing question that has eluded scholarly attention is this: 

When users are unbeknownstly exposed to both a rumor and its counter-rumor, which entry is likely to be 

followed more than the other? This research gap is important to address because it will shed light on 

users’ ability to differentiate between rumors and counter-rumors which are antithetical messages—the 
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former usually affirmative and the latter generally negative—that do not always come with warning labels 

but both seemingly contain claims of the truth. Intention to follow rumors would reflect users’ likelihood 
to be taken in by false messages while intention to follow counter-rumors would highlight their ability to 

discern the truth. Relatively higher intention to follow for counter-rumors vis-à-vis rumors would be a 

promising finding. It would suggest that users invest in seeking out the truth when exposed to online 

messages of dubious veracity. However, if users’ intention to follow rumors exceeds that for counter-
rumors, it would be a recipe for disaster. This in turn may call for behavioral changes among the online 

populace, more robust digital information literacy programs, and new policies to tackle online falsehood. 

 

Furthermore, this paper conjectures that users’ intention to follow online messages—either 

rumors or counter-rumors—will be shaped by two factors. The first is risk propensity, which refers to 

individuals’ tendency to take risks (Branley and Covey, 2017; Benson et al., in press). It is heralded as a 

crucial trait in the context of online health information processing (Panzano and Roth, 2006; Meertens 

and Lion, 2008). Based on risk propensity, individuals can be categorized into two groups: risk-averse 

and risk-seeking. Compared with those who are risk-averse, risk-seeking individuals are more willing to 

take risks (Branley and Covey, 2017; Harrison et al., 2005). Users’ motivation to evaluate the veracity of 

online health messages could partly stem from their risk propensity. Owing to their reluctance to take 

risks, risk-averse users might be more motivated to evaluate veracity of rumors and counter-rumors than 

risk-seeking users. Therefore, the former could be more careful than the latter while processing online 

messages, thereby being more likely to follow counter-rumors. 

  

The second factor includes prior endorsement of messages. Prior endorsement reflects the number 

of times a message has already been shared by others. It highlights the consensus of others on a particular 

message, and is a measure of message virality (Burke and Develin, 2016; Johnson et al., 2015; Lee et al., 

2016). If a message has been widely endorsed by others, individuals are more likely to join the 

bandwagon by further endorsing the entry (Fu and Sim, 2011). Consequently, messages that are endorsed 

widely are more likely to be followed by users than those that are seldom endorsed regardless of whether 

they contain rumors or counter-rumors. While the literature suggests that rumors tend to be endorsed 

more readily than counter-rumors (Chua and Banerjee, 2017b), it is still silent on how prior endorsement 

of the messages would shape individuals’ intention to follow. 

 

Therefore, the following two research questions (RQs) are formulated to guide the investigation: 

 

RQ 1: How does users’ risk propensity affect their intention to follow rumors and counter-

rumors? 

 

RQ 2: How does prior endorsement of rumors and counter-rumors shape a given user’s intention 

to follow the messages? 

 

The paper contributes in the following ways. First, through a review of related works, the paper 

justifies why it investigates Internet users’ intention to follow online rumors and counter-rumors (cf. 

Section 2). This extends previous works that have mostly focused on constructs such as intentions to 

believe, share and trust but not follow (Chua and Banerjee, 2015, 2017b, 2018; Lee and Oh, 2017). 

Second, the paper develops a set of hypotheses to explain intention to follow rumors and counter-rumors 

while taking into account individuals’ risk propensity in tandem with messages’ prior endorsement. These 
have their theoretical roots in the elaboration likelihood model and the Matthew effect respectively, and 

together help deepen the extant scholarly understanding of human response to online falsehood as well as 

its rebuttals (cf. Section 3). Third, using an experimental design (cf. Section 4), the paper offers new 

insights into Internet users’ intention to follow health-related rumors and counter-rumors on the Internet 

(cf. Section 5). The findings have implications for both research and practice (cf. Section 6). 
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2. Literature Review 

2.1. Related Works on Rumors and Counter-Rumors 

 

Given the Internet’s ability to reach large audiences, it is widely used to seek and share health 
information (Chua and Banerjee, 2018; Deng et al., 2015; Li et al., 2018; Scanfeld et al. 2010). 

Consequently, numerous online health communities have now emerged. These include the likes of 

CrowdMed.com, HealthUnlocked.com and PatientsLikeMe.com. Almost 20% of all Internet users are 

reported to have engaged with online health communities, particularly when they have chronic conditions 

or serve as caregivers (Rupert et al. 2014). 

 

However, user-generated content available in such online communities can be plagued by rumors 

offering inaccurate medical recommendations. Healthcare providers increasingly fear that patients may 

act on such online recommendations even before consulting doctors (Hou and Shim, 2010; van Uden-

Kraan et al., 2010). 

 

To aggravate the problem, rumors traditionally circulated via word-of-mouth not necessarily at an 

alarming pace (Allport and Postman, 1947). Nowadays however, they spread more easily, faster and 

wider—courtesy of applications such as Facebook, Twitter and Whatsapp (Avery, 2017; Ozturk et al., 

2015). Health rumors often become viral because many users share online health-related messages 

supposedly to assist their peers without necessarily evaluating message veracity (Syed-Abdul et al., 2013; 

Wood, 2018). Previous studies have shown how rumors spread widely on social media during epidemic 

outbreaks such as H1N1 influenza and Zika virus (Shigemura et al., 2015; Sommariva et al., 2018; Wood, 

2018; Zhang et al., 2015). 

 

The use of online counter-rumors is a possible strategy to debunk rumors. Counter-rumors refer 

to messages that refute rumors on the Internet to confirm their dupery, often using negations (Ozturk et 

al., 2015; Tanaka et al., 2013). The presence of such messages promotes skepticism about the veracity of 

rumors (Bordia et al., 2005; Takayasu et al., 2015). Counter-rumors can even reduce users’ belief in 
rumors (Bordia et al., 2005). Early exposure to counter-rumors might either prevent rumors from 

becoming viral, or curb the effects of rumors if they had already become viral. 

 

Among the few studies on counter-rumors in the online setting, the results have often been 

inconsistent. On the one hand, some found counter-rumors effective to combat rumors (Bordia et al., 

2005; Ozturk et al., 2015). On the other hand, some could not support the efficacy of counter-rumors 

(Kimmel and Audrain-Pontevia, 2010; Nyhan and Reifler, 2010). In fact, some works suggest the 

possibility of backfire effect such that counter-rumors could reinforce the influence of rumors 

(Lewandowsky et al., 2012; Nyhan and Reifler, 2010). 

 

A possible reason for the inconsistent finding is the inherent difference in nature between a rumor 

and its counter-rumor. While the former tends to be sensational and hence has a wide appeal, the latter 

mostly contains negations that do not easily grab the eyeballs (Chua and Banerjee, 2018; Ozturk et al., 

2015). This sets the stage to investigate differences in Internet users’ behavioral response between rumors 

and counter-rumors. 

 

In this regard, prior works have already examined constructs such as intention to believe, share 

and trust (Chua and Banerjee, 2015, 2017b, 2018; Lee and Oh, 2017). To extend the literature, this paper 

casts the spotlight on intention to follow—individuals’ willingness to act as recommended by a message. 

This construct has been studied in other information processing contexts such as online travel information 

(Casaló et al., 2011), but not for online health information. Specifically, the motivation to investigate 
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intention to follow health-related rumors and counter-rumors was rooted in the growing concern echoed 

in the literature that people may act on online recommendations even before consulting their doctors (Hou 

and Shim, 2010; van Uden-Kraan et al., 2010). Intention to follow rumors will misinform users’ 
healthcare decision-making whereas intention to follow counter-rumors is desirable. However, the 

literature is currently silent on whether intention to follow differs between the two antithetical messages. 

 

 

2.2. Related Works on Risk Propensity and Prior Endorsement 

 

This paper investigates intention to follow health-related rumors and counter-rumors on the 

Internet based on two factors: user’s risk propensity, and messages’ prior endorsement. These were 

chosen because they have the potential to shape users’ intention to follow a message while seeking health-

related information on the Internet. 

 

Risk propensity is defined as individuals’ tendency to take risks (Branley and Covey, 2017; 

Benson et al., in press; Harrison et al., 2005). Individuals are known to vary drastically in terms of their 

inclination to take risks (Meertens & Lion, 2008), and this in turn affects their behavioral responses. For 

example, research suggests that individuals with high willingness to take risks are more likely to become 

victims of cybercrime on social media compared with those who avoid risks. This is because individuals 

who do not shy away from risks engage in rampant online behaviors, and often do not hesitate to reveal 

personal information or share hoaxes (Buchanan and Benson, 2019; Saridakis et al., 2016). 

 

Risk has been a construct of much interest for health topics. Works such as Li et al. (2018) found 

perceived risk to be negatively associated with individuals’ likelihood to seek and share health-related 

messages on social media. Risk propensity is a particularly pertinent individual trait in the context of 

online health information processing, which requires taking risks about individuals’ well-being by 

following health-related online messages (Panzano and Roth, 2006; Meertens and Lion, 2008). Based on 

risk propensity in health information seeking behavior, individuals can be categorized as either risk-

averse or risk-seeking. Risk-averse individuals refer to those who are reluctant to take risks. On the other 

hand, risk-seeking individuals are those who are willing to take risks (Chua et al., 2016; Harrison et al., 

2005). 

 

Prior endorsement refers to the number of times a message has been shared by others before a 

recipient receives it. It indicates the consensus of others on a particular message (Kelly, 1967). Highly 

endorsed messages indicate high level of acceptance. This in turn highlights the potential of the messages 

to become viral. Prior endorsement serves as a persuasive cue in affecting users’ information selection, 
processing, decision making, and behavior (Alhabash et al., 2015; Fu and Sim, 2011). After all, 

individuals tend to assume that if many others think something is correct or good, it has to be so (Wan, 

2015). 

 

In the context of dubious online messages, research has widely studied endorsement, virality and 

propagation patterns (Aswani et al., 2017; Kim, 2018). Compared with counter-rumors, rumors have a 

tendency to attract endorsements faster, become viral quicker, and propagate wider (Guess et al., 2019; Li 

et al., 2018; Meng et al., 2018; Scanfeld et al. 2010). However, how prior endorsement in terms of 

number of shares influences users’ intention to follow health-related rumors and counter-rumors has not 

been empirically analyzed. 
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3. Hypotheses Development 

 
3.1  Role of Risk Propensity 

 

The elaboration likelihood model (ELM) offers insights into how risk propensity could shape 

users’ intention to follow rumors and counter-rumors. It suggests that when an issue increases in personal 

relevance (increase in elaboration likelihood), individuals’ motivation to process related information rises 
depending upon their ability to do so. Their strategies to process information change from a peripheral 

route toward a more central route. Peripheral route refers to heuristic information processing whereas 

central route refers to effortful information processing (Petty et al., 1983; Yin et al., 2018). 

 

In the context of health information seeking, risk propensity reflects personal relevance. After all, 

risk is deemed to be “an ingrained concept in health” (Hammer et al., 2019, p. 6). When individuals come 

across health-related information that possibly pertains to themselves or their family and friends, their 

sense of personal relevance is enhanced (Rotliman and Schwarz, 1998). Specifically, risk-averse 

individuals are expected to deem health-related messages extremely relevant. Given their high elaboration 

likelihood, they would make efforts to assess message veracity (Petty et al., 1983). Therefore, with the 

right information processing skills, they should be able to distinguish between a rumor and its counter-

rumor. This leads to the following hypothesis: 

H1(a): Among risk-averse individuals, intention to follow rumors will be lower than intention to 

follow counter-rumors. 

 

The opposite is anticipated for risk-seeking individuals, who might not deem health-related 

messages to be too personally relevant. Due to their relatively lower elaboration likelihood, they could be 

driven by the peripheral cue of message appearance (Petty et al., 1983). All else being equal, rumors with 

bold claims appear more sensational than counter-rumors containing negations (Chua and Banerjee, 2018; 

Ozturk et al., 2015). Therefore, the peripheral route of information processing could make risk-seeking 

individuals lean more toward rumors vis-à-vis counter-rumors. This leads to the following hypothesis: 

H1(b): Among risk-seeking individuals, intention to follow rumors will be higher than intention 

to follow counter-rumors. 

 

Furthermore, risk-averse individuals could be wary of all online health information if they have 

the slightest doubt about message veracity. Risk-seeking individuals, on the other hand, could be 

nonchalant about such messages. Their intention to follow either a rumor or a counter-rumor could be 

simply based on instincts (Harrison et al., 2005; Sitkin and Pablo, 1992). The contrasting attitude between 

the two groups of people could result in different behavioral responses. In this vein, Chua et al. (2016) 

found risk-averse users to be reluctant to either trust or share rumors, and risk-seeking users reluctant to 

trust but keen to share—especially when the rumors had a pessimistic flavor. However, it did not shed 

any light on the construct of intention to follow for either rumors or counter-rumors. Therefore, there is 

not enough literature to forecast the nature of the difference in behavioral responses between risk-averse 

and risk-seeking users. Hence, the following non-directional hypotheses are posited: 

H1(c): Intention to follow rumors among risk-averse individuals will be different from that 

among risk-seeking individuals. 

H1(d): Intention to follow counter-rumors among risk-averse individuals will be different from 

that among risk-seeking individuals. 

 

 

3.2  Role of Prior Endorsement 

 

The Matthew effect offers insights into how prior endorsement could shape users’ intention to 
follow rumors and counter-rumors. Used to explain accumulated advantage, it refers to the phenomenon 
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of the rich continually growing richer, and the poor getting poorer (Merton, 1968; Wan, 2015). Any 

advantage or fame accumulates disproportionately such that the advantaged receives increasing 

advantages over time while the disadvantaged receives increasing disadvantages. The Matthew effect has 

been used to explain many social phenomena including reward allocation among scientists (Merton, 1968; 

Rossiter, 1993) and helpfulness voting among online reviews (Chua and Banerjee, 2017a). 

 

Due to the Matthew effect, highly endorsed messages would be viewed more favorably vis-a-vis 

those having low endorsement—regardless of whether they are rumors or counter-rumors (Fu and Sim, 

2011). This is commonly attributed to individuals’ tendency to join the bandwagon and converge to a 
widely endorsed viewpoint. In that case, three possibilities emerge. One, both rumors and counter-rumors 

under high endorsement would trigger intention to follow. Two, under low endorsement, rumors would 

still appear more sensational and appealing than counter-rumors. Three, individuals’ intention to follow 
messages with high endorsement would exceed that under low endorsement. These lead to the following 

hypotheses: 

H2(a): Under the condition of high endorsement, intention to follow rumors will not be different 

from intention to follow counter-rumors for the same individual. 

H2(b): Under the condition of low endorsement, intention to follow rumors will be higher than 

intention to follow counter-rumors for the same individual. 

H2(c): Intention to follow rumors under high endorsement will exceed that under low 

endorsement for the same individual. 

H2(d): Intention to follow counter-rumors under high endorsement will exceed that under low 

endorsement for the same individual. 

 

Table I summarizes the research questions and the hypotheses of the paper. 

 

 

Insert Table I here. 

 

 

4. Research Methods 

A 2 (risk propensity: risk-averse, risk-seeking) x 2 (prior endorsement: high, low) mixed-

experimental design was conducted online using Qualtrics. Risk propensity was a between-participants 

factor because an individual cannot be both risk-averse and risk-seeking. Prior endorsement was a within-

participants factor because every individual was exposed to messages with both high and low prior 

endorsements. 

 

 

4.1. Sampling and Experimental Procedure 

 

Since random selection of participants from the entire online community worldwide is infeasible, 

purposive sampling was used based on two eligibility criteria. First, participants had to be between 21 to 

40 years old and minimally undergraduate students in terms of their educational profile. This was 

necessary because young and educated individuals are known to widely seek health information on the 

Internet (Mou et al., 2016). Second, participants must have sought online health information in the last 

month. This meant that they were appropriate for the experimental task.  

 

The invitation for voluntary participation was disseminated via university notice boards over a 

period of one month, with each participant requested to snowball. A total of 162 responses were collected. 

After removing incomplete responses, data from 148 participants were usable. 

Page 7 of 23 Information Technology & People

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60



Inform
ation Technology &

 People

  8 
 

  

The recruited participants were given the experimental website URL. They were asked to imagine 

coming across a set of eight health-related messages on social media. These comprised four rumors 

coupled with their corresponding counter-rumors arranged in a random sequence. In other words, any 

message could appear at any of the eight positions. To minimize biases, participants were not explicitly 

told that the messages contained rumors and counter-rumors. After all, rumors and counter-rumors on the 

Internet seldom come with such labels. 

 

The four rumors were selected from a list 50 health rumors drawn from the rumor-verification 

website Snopes.com, which has been widely used in prior studies (Chua and Banerjee, 2018; Liu et al., 

2015). All the rumors were false, and of comparable length. They were also thematically similar, and 

highlighted consequences of drinking water—a very general topic. Guided by previous studies (Ozturk et 

al., 2015; Tanaka et al., 2013), counter-rumors were phrased as negations of the corresponding rumors. 

 

Despite not being explicitly told about rumors and counter-rumors (Chua and Banerjee, 2018; 

Ozturk et al., 2015; Tanaka et al., 2013), the participants were informed that they were free to browse the 

Internet to check message veracity during the study participation. If any participant had searched for the 

messages in search engines such as Google, they would have retrieved the message veracity from 

Snopes.com. This in turn would have allowed them to make an informed decision about whether to 

follow rumors or counter-rumors. Such a way of looking at the messages would have been a 

manifestation of what is known as the central route of information processing according to the ELM. On 

the other hand, participants who would answer the questions heuristically would have followed what is 

referred as the peripheral route (Petty et al., 1983). 

 

When participants were exposed to the eight messages (four rumors + four counter-rumors) as 

listed in Appendix 1, prior endorsement was induced by showing the number of times the messages had 

already been shared on social media platforms (Jin et al., 2015; Lee-Won et al., 2016). The first rumor 

and its counter-rumor (R1, CR1) as well as the third rumor and its counter-rumor (R3, CR3) represented 

the stimuli with high endorsement. The remaining four messages (R2, CR2, R4, CR4) bore annotations 

for low endorsement. Figure 1 shows sample labels of prior endorsement used in the experiment. 

 

On the screen, participants could view only one of the eight messages at a time. Below each 

message, the questionnaire items for intention to follow were presented. Only after participants had 

confirmed their intention to follow for a given message, the next message would appear. This continued 

until participants were exposed to all the eight messages. Participants were allowed neither to visit a 

previously viewed Qualtrics-page nor to skip the current Qualtrics-page without answering the 

questionnaire items (cf. Section 4.2). Nonetheless, they had the option to open a new browser tab to look 

for information about the message they were reading. 

 

As participants clicked ‘Next’ after answering questions about each message, the following page 

contained a manipulation check question. They were asked whether the message they read in the previous 

page was shared ‘many times’ or ‘few times’ on social media. Fourteen of the 148 participants responded 

incorrectly on at least one of the eight messages. Hence, they were removed from the sample for failing 

the manipulation check of prior endorsement. The remaining 134 participants (Gender: female = 43, male 

= 91; age: M = 26.27, SD = 1.89, Mdn = 26.17, Min = 22, Max = 38) were included for the final analysis. 

 

 

Insert Figure 1 here. 
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4.2. Measures and Analysis 

 

All questionnaire items (Table II) sought responses on a five-point rating scale with labels at 

extremes (1 = strongly disagree, 5 = strongly agree). Intention to follow was measured using three 

questionnaire items (Casaló et al., 2011; Zainal et al., 2017). Informed by the study of Merteens and Lion 

(2008) that examined individuals’ tendency to take risks, risk propensity was measured using 10 

questionnaire items. The reliability of the items was checked in terms of Cronbach’s Alpha. Intention to 
follow met the recommended threshold. However, for risk propensity, the reliability was below 0.7. 

Hence, three of the weakest items were deleted to yield a final Cronbach’s Alpha of 0.72. 

 

 

Insert Table II here. 

 

Participants’ responses to the remaining seven items measuring risk propensity were averaged to 

create a composite index. A higher value in the index indicated greater tendency toward being risk-averse. 

The index was negatively correlated with intention to follow across all the messages (r = -0.44, p < 

0.001). To categorize the participants as either risk-averse or risk-seeking, the technique of median-split 

was employed (Kim et al., 2015; Stein et al., 2016). The median of the risk propensity composite index 

was calculated. Thereafter, participants with a composite index score more than the median were labelled 

as risk-averse while the rest were labelled as risk-seeking (Chua et al., 2016). 

 

To test the hypotheses and answer the research questions, a series of t-tests was employed. With 

respect to RQ 1, H1(a) was tested using a paired-samples t-test among risk-averse participants. The two 

pairs of observations included: (1) a composite index created by adding responses to the intention to 

follow questionnaire items for the four rumors, and (2) a composite index created by adding responses to 

the intention to follow questionnaire items for the four counter-rumors. 

 

To test H1(b), a similar approach was followed. Only the sample was changed to risk-seeking 

participants. 

 

H1(c) was tested using an independent samples t-test. Risk-averse participants and risk-seeking 

participants were the two samples. The dependent variable was a composite index created by adding 

participants’ responses to the intention to follow questionnaire items for the four rumors. 

 

To test H1(d), a similar approach was followed. Only the dependent variable was changed to a 

composite index created by adding participants’ responses to the intention to follow questionnaire items 
for the four counter-rumors. 

 

Furthermore, paired-samples t-tests were used to test all the hypotheses related to RQ 2 that 

focused on the same individual. For H2(a), the two pairs of observations included: (1) a composite index 

created by adding participants’ responses to the intention to follow questionnaire items for the two rumors 

with high endorsement, and (2) a composite index created by adding participants’ responses to the 

intention to follow questionnaire items for the two counter-rumors with high endorsement. 

 

For H2(b), the two pairs of observations included: (1) a composite index created by adding 

participants’ responses to the intention to follow questionnaire items for the two rumors with low 

endorsement, and (2) a composite index created by adding participants’ responses to the intention to 
follow questionnaire items for the two counter-rumors with low endorsement. 
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For H2(c), the two pairs of observations included: (1) a composite index created by adding 

participants’ responses to the intention to follow questionnaire items for the two rumors with high 

endorsement, and (2) a composite index created by adding participants’ responses to the intention to 
follow questionnaire items for the two rumors with low endorsement. 

 

For H2(d), the two pairs of observations included: (1) a composite index created by adding 

participants’ responses to the intention to follow questionnaire items for the two counter-rumors with high 

endorsement, and (2) a composite index created by adding participants’ responses to the intention to 
follow questionnaire items for the two counter-rumors with low endorsement. The comparisons made in 

the hypotheses are depicted in Figure 2. 

 

 

Insert Figure 2 here. 

 

 

Finally, as a post-hoc investigation, a mixed-design analysis of variance (ANOVA) was used to 

check for any potential interaction between risk propensity (a between-participants variable), and prior 

endorsement (a within-participants variable). The analysis was repeated twice with intention to follow 

rumors and intention to follow counter-rumors as the two dependent variables. Given that the within-

participants variable had only two levels, violation of sphericity was not an issue. 

 

 

5. Results 
 

RQ 1 was addressed as follows: With respect to H1(a), a paired samples t-test was conducted 

among risk-averse participants to compare their intention to follow rumors (M = 43.23, SD = 5.12) and 

counter-rumors (M = 35.76, SD = 6.40). A statistically significant difference was detected; t(52) = 7.14, p 

< 0.001. Risk-averse participants unfortunately intended to follow rumors more than counter-rumors. 

Hence, H1(a) was not supported. 

 

With respect to H1(b), another paired samples t-test was conducted among risk-seeking 

participants to compare their intention to follow rumors (M = 43.90, SD = 4.62) and counter-rumors (M = 

40.80, SD = 7.53). The result emerged statistically significant; t(80) = 5.70, p < 0.001. Risk-seeking 

participants also intended to follow rumors more than counter-rumors. Hence, H1(b) was supported. 

 

With respect to H1(c), an independent-samples t-test was conducted to compare intention to 

follow rumors among risk-averse (M = 43.23, SD = 5.12) and risk-seeking (M = 43.90, SD = 4.62) 

participants. No statistically significant difference could be found; t(132) = -0.79, p = 0.43. Hence, H1(c) 

was not supported. 

 

With respect to H1(d), another independent-samples t-test was conducted to compare intention to 

follow counter-rumors among risk-averse (M = 35.76, SD = 6.40) and risk-seeking (M = 40.80, SD = 

7.53) participants. There was a statistically significant difference; t(132) = -4.03, p < 0.001. Risk-seeking 

participants were keener to follow counter-rumors compared with risk-averse individuals. Hence, H1(d) 

was supported. 

 

RQ 2 was addressed as follows: With respect to H2(a), a paired-samples t-test was conducted to 

compare participants’ intention to follow rumors (M = 22.23, SD = 2.85) and counter-rumors (M = 18.82, 

SD = 4.12) under high endorsement. There was a statistically significant difference; t(133) = 8.66, p < 

0.001. When both rumors and counter-rumors came with high endorsements, the former was more likely 

to be followed than the latter. Hence, H2(a) was not supported. 
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With respect to H2(b), a paired-samples t-test was conducted to compare participants’ intention to 
follow rumors (M = 21.40, SD = 3.34) and counter-rumors (M = 19.99, SD = 3.95) under low 

endorsement. A statistically significant difference emerged; t(133) = 4.66, p < 0.001. When both rumors 

and counter-rumors had low endorsements, the former was more likely to be followed than the latter. 

Hence, H2(b) was supported. 

 

With respect to H2(c), a paired samples t-test was conducted to compare participants’ intention to 
follow rumors under high endorsement (M = 22.23, SD = 2.85) and that under low endorsement (M = 

21.40, SD = 3.34). A statistically significant difference arose; t(133) = 2.44, p = 0.02. Rumors with high 

endorsement were followed more than those with relatively low endorsement, thereby lending support to 

the Matthew effect. Hence, H2(c) was supported. 

 

With respect to H2(d), a paired samples t-test was conducted to compare participants’ intention to 
follow counter-rumors under high endorsement (M = 18.82, SD = 4.12) and that under low endorsement 

(M = 19.99, SD = 3.95). The result was statistically significant; t(133) = -4.53, p < 0.001. Counter-rumors 

with low endorsement were followed more than those with relatively high endorsement, thereby 

contradicting the Matthew effect. Hence, H2(d) was not supported. The results are summarized in Table 

III. 

 

Furthermore, the mixed-design ANOVA failed to identify any statistically significant interaction 

effect between risk propensity and prior endorsement on intention to follow rumors. The interaction effect 

on intention to follow counter-rumors was non-significant. 

 

 

Insert Table III here. 

 

 

6. Discussion and Conclusion 

 

6.1. Key Findings 
 

This paper gleans three key findings. First, on a pessimistic note, rumors tend to attract more 

favorable behavioral responses compared with counter-rumors. Specifically, intention to follow was 

higher for rumors vis-à-vis counter-rumors among both risk-averse and risk-seeking participants. The 

same trend was identified in the high endorsement as well as the low endorsement conditions. This 

qualifies previous research that has found rumors to become viral more easily than counter-rumors 

(Starbird et al., 2014, 2018; Zubiaga et al., 2016). Such a finding could be attributed to the relatively more 

sensational nature of rumors vis-à-vis counter-rumors (Chua and Banerjee, 2018; Dubois et al., 2011; 

Ozturk et al., 2015). Thus, having a counter-rumor with high prior endorsement does not necessarily 

guarantee its ability to refute rumors. Moreover, the paper demonstrates that rumors are not only shared 

more but also followed more—a perfect recipe for disaster. 

 

Second, contrary to expectation, risk-seeking individuals followed counter-rumors more than 

risk-averse individuals did. According to the ELM, the latter was expected to exhibit higher elaboration 

likelihood, higher propensity to evaluate message veracity, and hence higher intention to follow counter-

rumors (Petty et al., 1983). A possible explanation of the counter-intuitive finding is this: Since risk-

seeking individuals are more likely to follow online health-related rumors without evaluating their 

veracity, they might also be willing to follow counter-rumors easily (Harrison et al., 2005; Meertens and 

Lion, 2008; Panzano and Roth, 2006). In other words, they never seem to be taking online health 
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information with a pinch of salt. In contrast, risk-averse individuals could lack the information literacy 

skills to discern the truth on the Internet, and therefore fail to separate rumors from counter-rumors. More 

research is needed to verify these possibilities. 

 

Third, the Matthew effect makes its presence felt for rumors but not for counter-rumors. Given 

that rumors become viral easily and quickly when they first set in on social media (Starbird et al., 2014; 

Zubiaga et al., 2016), they continue to grow with endorsement from the online community. Given their 

increasing social proof, they trigger a domino effect, thereby getting endorsed repeatedly. This echo 

chamber effect lends support to the Matthew effect in the context of online rumors (Chua and Banerjee, 

2017a; Wan, 2015).  

 

Interestingly, the Matthew effect did not hold good for counter-rumors. Counter-rumors with low 

endorsement were followed more than those with relatively high endorsement. This contradictory finding 

could reflect some other issues involved in the process of rumor refutation. One issue could be the 

backfire effect, which refers to the reinforcement of rumor belief (Lewandowsky et al., 2012; Nyhan and 

Reifler, 2010). Prior works suggest that an inappropriate attempt of refutation can reinforce 

misconception about the rumor per se (Lewandowsky et al., 2012). Another issue is that counter-rumors 

that simply refute rumors using negations might not be convincing (Pal et al., 2019). They should 

incorporate reasonable explanations as to why the rumor is false. 

 

 

6.2. Theoretical and Practical Implications 

The findings of this paper have several theoretical and practical implications. On the theoretical 

front, the implications are three-fold. First, while previous studies have often considered the possibility of 

tackling false rumors with counter-rumors (Ozturk et al., 2015; Tanaka et al., 2013), this paper contributes 

to the scholarly understanding of people’s behavioral responses when they are unbeknownstly exposed to 

both rumors and counter-rumors on the Internet. This represents a shift in the extant academic discourse. 

 

Second, this paper presents a research framework to investigate intention to follow rumors and 

counter-rumors by considering individuals’ risk propensity and messages’ prior endorsement. These were 
rooted in the ELM and the Matthew effect respectively (Bi et al., 2017; Petty et al., 1983; Merton, 1968). 

The paper dovetails the literature by examining how risk-averse and risk-seeking individuals differ in 

terms of intention to follow rumors and counter-rumors. It also shows how prior endorsement of such 

messages drives users’ likelihood to follow them. 
 

Third, the paper unearths several new and unexpected findings. For example, contrary to H1(a), 

risk-averse users showed higher intention to follow for rumors vis-à-vis counter-rumors. This might be 

attributed to the lack of adequate online information processing skills. Users probably need to cultivate 

robust Internet-related epistemic beliefs, which refers to perceptions about the nature of knowledge and 

the process of knowing from online sources (Chua and Banerjee, 2017b). Future research could examine 

the interplay between risk propensity and epistemic beliefs. Next, contrary to H1(c), risk-averse and risk-

seeking individuals did not differ in their intention to follow rumors. While prior research found both to 

fare similarly in terms of intention to trust rumors (Chua et al., 2016), this paper dovetails the literature by 

demonstrating both to be similar with respect to intention to follow. Moreover, contrary to H2(a), rumors 

were followed more than counter-rumors under high endorsement. This is perhaps vestige of the 

relatively more sensational nature of rumors vis-à-vis counter-rumors (Dubois et al., 2011). Finally, 

contrary to H2(d), counter-rumors with low endorsement were followed more than those with relatively 

high endorsement. This can perhaps be explained in light of the less-is-better effect (Hsee, 1998). When 

counter-rumors did not have high prior endorsement, curious participants might have checked the veracity 

of the entries using Google searches. This in turn could have caused a high intention to follow. Future 
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research in this area could explore methods such as screencast videography (Kawaf, 2019) to better 

understand users’ real-time behavioral responses in the digital space. Overall, these twists in the findings 

open up uncharted avenues for further inquiry. 

   

On the practical front, the implications are three-fold. First, the paper demonstrates that counter-

rumors that simply refute rumors using negations are not potent enough to combat online falsehood. 

Therefore, crafting persuasive counter-rumors seems to be the need of the hour. The messages could 

explicitly justify why a rumor is false to fill the coherence gap left behind by the refutation. 

 

Second, moderators of online health communities such as CrowdMed.com, HealthUnlocked.com 

and PatientsLikeMe.com should take proactive steps to restrict the flow of rumors. They could liaise with 

health educators to keep up the quality and accuracy of the information archives. They should also 

encourage individual users to evaluate the veracity of all messages as much as possible prior to sharing. 

This can prevent well-meaning online peers from being inadvertently tricked into disseminating dubious 

messages. 

 

Third, this paper encourages all Internet users to take online health-related messages with a pinch 

of salt. When in doubt, they are recommended to directly seek advice from medics before relying on 

online health-related messages. Policymakers could consider introducing more robust digital information 

literacy programs. A greater ability to curb the instinct to follow online messages will make users’ 
Internet browsing more productive and less harmful. This in turn will attenuate the capacity of rumors to 

distort public opinion about healthcare decision-making. 

 

 

6.3. Limitations and Further Research Directions 

The paper has three limitations. First, it only considered health rumors related to drinking water. 

Hence, it advocates caution in generalizing its findings. Second, the rumors had an affirmative tone while 

the counter-rumors were phrased negatively. Interested scholars could replicate the current study by using 

other forms of counter-rumors. Additional factors such as perceived sensationalism of rumors and 

perceived persuasiveness of counter-rumors could also be studied. Lastly, the research did not capture 

participants’ elaboration while reading the online messages. Future research could measure elaboration 

using proxy variables such as number of Google searches, or time spent on Google searches. Screencast 

videography could also be employed (Kawaf, 2019). 

 

The paper also identifies several other directions for future research. For one, interested scholars 

could investigate the extent to which users’ intention to follow counter-rumors could be enhanced by 

boosting the messages’ argument strength. Another direction could involve investigating if risk-averse 

users differ from risk-seeking users in their intention to follow such persuasive counter-rumors. The role 

played by other individual traits such as digital information literacy and epistemic beliefs could also be 

investigated. Yet another direction of research could focus on the impact of online rumors and counter-

rumors on demographic slices such as the elderly, or those suffering from specific diseases and hence 

could be predisposed to believing a certain kind of information. Such works would enrich the current 

understanding of the impact of health-related falsehood on the online populace. 
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Figure 1. Examples of the experimental stimuli. 

 

 

 

 

 

Figure 2. Depiction of comparisons made in the hypotheses. 
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Table I 

Research questions and hypotheses 
Research Questions Related hypotheses 

RQ 1: How does 

users’ risk propensity 
affect their intention 

to follow rumors and 

counter-rumors? 

H1(a): Among risk-averse individuals, intention to follow rumors will be lower than 

intention to follow counter-rumors. 

H1(b): Among risk-seeking individuals, intention to follow rumors will be higher than 

intention to follow counter-rumors. 

H1(c): Intention to follow rumors among risk-averse individuals will be different from 

that among risk-seeking individuals. 

H1(d): Intention to follow counter-rumors among risk-averse individuals will be 

different from that among risk-seeking individuals. 

RQ 2: How does 

prior endorsement of 

rumors and counter-

rumors shape a given 

user’s intention to 

follow the messages? 

H2(a): Under the condition of high endorsement, intention to follow rumors will not be 

different from intention to follow counter-rumors for the same individual. 

H2(b): Under the condition of low endorsement, intention to follow rumors will be 

higher than intention to follow counter-rumors for the same individual. 

H2(c): Intention to follow rumors under high endorsement will exceed that under low 

endorsement for the same individual. 

H2(d): Intention to follow counter-rumors under high endorsement will exceed that 

under low endorsement for the same individual. 

 

 

 

 

Table II 

Measures in the questionnaire 
Variables Measures 

Intention to follow 

(Casaló et al. 2011; 

Zainal et al., 2017) 

Indicate your degree of agreement with the following statements: 

(a) I feel comfortable to trust this message. 

(b) I am confident to rely on this message. 

(c) I will feel secure to follow the suggestion in this message. 

Risk propensity 

(Merteens and Lion, 

2008) 

Indicate your degree of agreement with the following statements: 

(a) I do not take risk with my health. 

(b) I prefer to avoid risks related to my health. # 

(c) I view myself as a risk-avoider in terms of health-related issues. # 

(d) I take risks about my health. (R) 

(e) I take risks on health issues if there is no known harmful effect. (R) 

(f) I prefer to avoid risks related to chronic diseases (e.g., diabetes). 

(g) I take risks about my health if the harmful effect if any is minimal (e.g., herbal 

cures). (R) 

(h) Taking risks about my health is not challenging to me. (R)  

(i) I take risks about my health if the harmful effect if any is significantly large 

(e.g., smoking). (R) 

(j) I avoid risks about my health if the immediate benefit is huge (e.g., give 

pleasure). # 

Note.  

R indicates the reverse coded items. 

# indicates questionnaire items that were dropped from the final analysis in order to make Cronbach’s Alpha greater 
than 0.7 
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Table III 

Summary of the results 

Research Questions Related hypotheses t-Stat Outcome 

RQ 1: How does 

users’ risk propensity 
affect their intention 

to follow rumors and 

counter-rumors? 

H1(a): Among risk-averse individuals, intention to 

follow rumors will be lower than intention to follow 

counter-rumors. 

7.14*** Not supported 

H1(b): Among risk-seeking individuals, intention to 

follow rumors will be higher than intention to follow 

counter-rumors. 

5.70*** Supported 

H1(c): Intention to follow rumors among risk-averse 

individuals will be different from that among risk-

seeking individuals. 

-0.79 Not supported 

H1(d): Intention to follow counter-rumors among 

risk-averse individuals will be different from that 

among risk-seeking individuals. 

-4.03*** Supported 

RQ 2: How does 

prior endorsement of 

rumors and counter-

rumors shape a given 

user’s intention to 
follow the messages? 

H2(a): Under the condition of high endorsement, 

intention to follow rumors will not be different from 

intention to follow counter-rumors for the same 

individual. 

8.66*** Not supported 

H2(b): Under the condition of low endorsement, 

intention to follow rumors will be higher than 

intention to follow counter-rumors for the same 

individual. 

4.66*** Supported 

H2(c): Intention to follow rumors under high 

endorsement will exceed that under low endorsement 

for the same individual. 

2.44* Supported 

H2(d): Intention to follow counter-rumors under high 

endorsement will exceed that under low endorsement 

for the same individual. 

-4.53*** Not supported 

*** p < 0.001, * p < 0.05 
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Appendix 1  

Rumor and Counter-rumor messages 

Rumors Counter-rumors 

R1: Drinking four glasses of water at the 

beginning of each day will cure various 

diseases. 

CR1: Drinking four glasses of water at the 

beginning of each day will not cure various 

diseases. 

R2: Drinking cold water after meals will lead  

to cancer. 

CR2: Drinking cold water after meals will not 

lead to cancer. 

R3: Drinking water in which okra has been 

soaked overnight will eliminate diabetes. 

CR3: Drinking water in which okra has been 

soaked overnight will not eliminate diabetes. 

R4: Drinking eight glasses of water per day 

helps to avoid being chronically dehydrated. 

CR4: Drinking eight glasses of water per day 

does not help to avoid being chronically 

dehydrated. 
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