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documenting data from ten quantitative survey studies. We analyse recorded times and discuss with the data
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Introduction

Barend Mons states in his 2020 Nature article that around 5% of the overall research budget
should go towards data stewardship, that is research data management (RDM) tasks (Mons,
2020). Indeed, FAIR data (Wilkinson ef al, 2016), data sharing and, thus, RDM are
increasingly important. Research funders, like the European Research Council, now demand
data sharing and carefully planned RDM in terms of specified data management plans
(European Commission, 2019; European Research Council, 2019). But even if data sharing
appears to be free, for example if data is shared via a data repositorium free of charge, there
are costs involved. These are, at least, costs for data cleaning and documentation to prepare
data for reuse. Such costs are often not anticipated when planning the research project
(National Academies of Sciences, Engineering, and Medicine, 2020).

However, such lump sums as suggested by Mons ignore differences across research
projects. For instance, an estimate for biological databases suggests that only 0.088% of the
overall research project costs go towards data curation (Karp, 2016). In contrast, whenever
the requested RDM budgets are higher than 5%, because the projects in planning are more
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complex, this may cause suspicion on the funder’s side and the necessary funds may not be
granted. Therefore, a more careful evaluation of such costs is needed.

Research on RDM costs is still in its infancy and precise statements about which RDM
tasks are eligible for funding are rare (Donaldson and Ensberg, 2018). For example, the
guidelines by UK Research and Innovation state that “any element of research data
management may be included as a directly incurred cost” (UKRI, 2015). Clear and more
precise recommendations on how to budget RDM tasks would help to accommodate for these
tasks when applying for research funding and to devote appropriate time and effort towards
RDM tasks during the project.

With this paper, we investigate the time spent on specific RDM tasks. These are data
curation tasks, more specifically data cleaning and documentation of quantitative social
science studies. We make use of a pilot study conducted between December 2016 and
September 2017 at the GESIS - Leibniz Institute for the Social Sciences (from here on “GESIS”).
For this pilot, our data curators documented their working times and tasks while cleaning
and documenting data from ten quantitative datasets belonging to three different multi-wave
survey studies. We analyse the data curators’ records of their working times, make use of
their working reports and interview them to better understand their workflows.

We contribute to existing research by analysing limited but very rare data on data
curation tasks. Thereby, we identify factors that increase hours spent on data curation and
factors that can save time. In addition, we obtain a list of individual curation tasks and
feedback from curators on important interdependencies between these tasks and with
important data characteristics. Various work on curation tasks already exists, for example,
by Lee and Svilia (2017). We go beyond this work and provide more detailed information
about data cleaning and data documentation tasks and how they depend upon one another.
We provide insights for researchers and data managers initiating a survey project to better
plan data curation tasks and organize data collection in a way that saves them time during
data curation. Likewise, data infrastructures may profit from our findings when providing
data services for researchers (German Research Foundation, 2021).

The paper is structured as follows: In section 2 we review existing literature and projects
devoted to investigating and analysing RDM costs. We then describe the pilot project on
determining curation times at GESIS and the ten datasets curated as well as our approach to
examine curators’ efforts in section 3. In section 4 we present the results of the analysis and in
section 5 the outcome of a group discussion with our curators. We conclude with section 6.

Approaches to measuring RDM costs

Budgeting RDM tasks is difficult, as it covers a wide range of processes, strategies and
measurements to manage data within a project as well as beyond. Not all tasks purely serve
the purpose of data sharing. Even when researchers decide not to share their data, they need
at least some basic documentation of the data to ensure its understandability and
interpretability for their own purposes. In this article we solely focus on data curation aimed
at preparing data for data sharing. In this theory section, after highlighting the importance of
data curation, we give an overview of the literature on RDM and curation costs to identify the
cost factors researched in this literature.

The role of data curation in data shaving

When analysing data sharing, we must distinguish between tasks relevant to the research
itself and ensuring good scientific practice from those tasks devoted to sharing data beyond
the research project. In this context, Klar and Enke (2013) as well as Treloar and co-authors
(Treloar and Harboe-Ree, 2017; Treloar and Klump, 2019) suggest a domain model, grouping
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data management tasks into four domains: private, group, persistent and public. The first two
domains concern tasks by one researcher or by a group of researchers in a project, that is
efforts that need to be undertaken to reach the original research aim. The latter two are tasks
devoted to making data available beyond the project: persistent and public. In the following,
we look at tasks to prepare data for sharing. Hence, we focus on the migration beyond the
research project to provide insights in how to measure costs to clean and document data for
the purpose of reuse by other researchers, that is the domains persistent and public.

Essential for this migration are data curation tasks that ensure information flows between
the four different domains (Lafferty-Hess et al, 2020). Digital curation has developed into a
mature and stand-alone discipline over the last years. It encompasses digital preservation,
data curation and information management and becomes more and more important in data
driven sciences (Higgins, 2018; Koltay, 2015; Lee and Stvilia, 2017; Poole, 2016). It includes,
among others, tasks such as data ingest, data checks and corrections, documenting data and
the changes made and secure storage. The labour costs of digital curation, however, are often
underestimated (National Research Council, 2015). For this paper, we narrow in on data
cleaning and data documentation and go, for these two curation tasks, beyond the work by
Lafferty-Hess et al. (2020) by analysing the individual steps involved.

Estimating RDM and curation costs in research

There have been attempts to investigate RDM and curation costs, most of them focusing on
the costs of infrastructure to share data. Projects like Keeping Research Data Safe (KRDS,
Beagrie et al., 2008) [1], the 4C Project [2] (L'Hours ef al,, 2014) or the DANS Cost Model for
Digital Archiving (CMDA) (Palaiologk et al., 2012) have built important groundwork in this
field. They focus on requirements of data archiving and model costs that occur at data
repositories. This important work raised awareness for archiving costs and created a
business case for relevant stakeholders. In addition, some projects examine the costs of actual
curation practices at data archives and repositories. For example, within the Keeping
Research Data Safe 2 (KRDS2) project (Beagrie et al., 2010), the costs for digital data ingest,
that is obtaining and importing data into an archive, were calculated as 21.5% of the overall
activity costs for UK Data Archive. A similar approach is the Curation Costs Exchange
(CCEx) that compares archiving costs between institutions (Thirifays ef al, 2014). Finally,
there are rules of thumb or observations of costs for digital archiving, that are often applied
by small data archives with fewer resources (Beagrie, 2017).

However, these approaches focus on the costs of data archiving and preservation, but little
on the costs of preparing data for archiving. And while it is of no less importance to
implement good RDM in research projects and to allocate project funds for RDM tasks, there
is little work so far that derives recommendations for allocating costs for RDM tasks in
research projects.

At the time of writing this article, we are aware of two approaches to budget RDM costs in
research projects. One approach is RDM checklists. The most prominent tool here for
researchers is the Costing Tool developed by UK Data Service (2015). It provides a checklist
containing 18 RDM tasks that researchers can use to identify tasks applying to their project
and recommendations on how to estimate and plan their costs. The final step of estimating
actual costs for each activity is left to the researchers. While it cannot provide actual costs for
RDM, the costing tool is a great resource to consider necessary RDM tasks and raise
awareness for possible working times and costs connected with them. Similarly, the German
EWIG project developed workflows for long-term preservation specifically of Earth sciences
data. They list 23 RDM cost factors along the research data lifecycle. For each cost factor
further explanations are provided that help researchers to understand particular cost factors
(Bertelmann et al, 2014). Utrecht University in the Netherlands goes one step further and lists



actual budget proposals, in addition to only naming cost factors. For example, for
transcribing and simultaneously anonymizing data, they suggest calculating an hour for
each five-minute fragment of an interview. This is, however, a very general estimate and does
not take specific aspects of the data into account, which affect the efforts spent on this task
(Utrecht University, n.d.).

A second approach is to calculate specific budget recommendations for RDM tasks. These
tools are rare and are tied to specific institutions. They always consider the resources
available at this specific institution. The Service Team RDM at Hannover University (2018) in
Germany base their recommendation on project size, the types of data (e.g. texts, scans,
spreadsheets, automatically generated data), costs for hard- and software and costs that
occur when publishing data. They provide estimates for resources needed in form of
personnel working hours and costs for infrastructure, such as server costs. Similar
recommendations are provided by 4TU Research Data at TU Delft (2020) in the Netherlands.
Their recommendations are based on file size, nature of the data (personal data, commercially
sensitive data) and project size. Recommendations for small vs large projects range between
0.1 and 1.0 of a data manager’s full-time equivalent (FTE) (4TU ResearchData, TU Delft, 2020)
and 0.25 and 0.5 FTE (Service-Team Forschungsdaten der Uni Hannover und der TIB, 2018).
These recommendations, however, cannot be generalized for other projects outside the
respective institution. But they reflect that certain data characteristics are in fact cost drivers
in RDM and, more specifically, in data curation.

Identifying cost drivers in data sharing

While recommendations about RDM costs are often not very data specific or specific only for
certain institutions, the literature and tools available identify certain cost drivers. In this
section we describe these cost drivers and how we expect them to affect the curators’ work
analysed in this paper.

Doing so, we can focus on two key publications that identify certain data characteristics as
cost drivers. According to the National Academies of Sciences, Engineering, and Medicine,
(2020) the size of data, its complexity and existence of different data types, the amount of
documentation needed to understand the data, data quality and access control affect the costs
of managing research data for reuse. Likewise, Bingert et al. (2019) recommend considering
data heterogeneity and complexity as well as data quality and personal information included
in the data as cost drivers, each increasing the efforts to clean and document data.

Data heterogeneity means that data can be of different types, such as data matrixes, text
files or transcripts, video or audio records etc. Data can also be collected from different
sources, for example online, face-to-face, by recording, observing and so on. Accordingly,
different types of data require different strategies of cleaning and documenting. However,
data from one data type and using just one mode can be heterogenous across surveys, too.
Different types of variables and missing value schemes require curators to carefully check for
such differences and adjust their strategies and work routines. We therefore expect a learning
curve when cleaning and documenting different datasets from the same survey. That is,
higher initial workload when curating data from the first wave of one survey and a reduction
of workload with each new wave of the same survey.

The size of data covers the number of variables, the number of questions in the
questionnaire as well as the number of cases or observations included in the data. Many
variables in a data set increases the amount of time to check for errors in the data as well as to
document the variables. Likewise, the combination of information about respondents,
revealed by different variables, may increase the chances of respondents’ re-identification
and thus requires additional efforts in data cleaning, that is pseudonymization, and data
documentation (Corti et al,, 2014). Many observations increase the time worked on the data

Time spent on
data curation

285




D
787

286

when, for example open answer questions are involved that can possibly include sensitive
information. Consequently, we expect that efforts to clean and document larger datasets are
higher than for smaller datasets.

Complexity of data involves filters used in the questionnaire and the resulting skip pattern
structure in the dataset. Filter questions and skip patterns are error prone. Checking them is
therefore a standard procedure when preparing datasets for reuse to ensure that filters are
applied correctly and that the distinction of the different subsets of cases in the data is correct.
Consequently, we expect an increase of time spent on data cleaning when more elaborate
filters and skip patterns are involved.

Personal information, such as names or addresses, or even sensitive information on
personal health, religious beliefs, political and sexual orientation and union membership
(European Parliament and Council of the European Union, 2018) in the data require additional
checks to carefully control for information that allow re-identifying participants. Detailed
questions on respondents’ background and open-answer questions containing personal or
sensitive information increase the likelihood of (indirect) re-identification by combining
information included in different variables (see above and Corti et al, 2014). Such data
requires pseudonymization, which is very labour intensive (Roertgen ef al., 2019). We expect
that an increasing number of variables and an increasing number of open answer questions in
the data increase the efforts to clean and document data.

Research methodology

Data collection

From December 2016 to September 2017 the Data Archive for the Social Sciences, a
department at the GESIS — Leibniz Institute for the Social Sciences, conducted an internal
project to assess its efforts in data curation. The major goal of this project was to gain
knowledge about tasks performed for each dataset and the times spent on them. This allowed
better planning of the tasks and started a decision-making process regarding how much
curation is devoted to which type of study. As a result of the project, we split the archiving
process into different tracks (BASIC, PLUS and PREMIUM) for different data, ranging from
longtail data with low reuse potential to data with very high reuse potential. That way we
achieved a second major goal of the project, to implement a modularized service structure for
data publication. These services are aimed at researchers who want to outsource RDM tasks
to prepare their data for sharing [3]. Hence, the tasks analysed in this paper were completed
by professional curators at GESIS, but these are tasks which are typically done in a research
project.

To better understand the tasks, workflows and efforts of data curation, the project
conducted one pilot test with a long-term data provider. The data provider chose four, mainly
multi-wave study programs with a total of 11 datasets they wanted to publish. They were
willing to follow a different acquisition process than usual for these studies to accommodate
for this pilot, meaning additional communication with GESIS to agree on a set of services to
be performed and closer cooperation with the acquisition team when problems with the data
occurred during the curation process.

We chose three out of the four studies provided in this pilot test for our analyses. The
curation process for the fourth study, consisting of a single dataset, was not documented well
and their task descriptions cannot be compared to the other three studies. Hence, the final
sample consists of three multi-wave studies with a total of 10 datasets.

During the pilot test, data curators at GESIS (working in teams of two) documented the
tasks and working hours needed to curate the datasets. During an initial check, they noted
down all necessary steps for data documentation and the estimated time they need for these
steps. While then working on the data, they carefully documented all completed steps, all



problems that occurred and have not been foreseen during the initial check, how they
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resolved these problems and the hours actually spent on each task. ;
. At : . data curation

Curation tasks can be split into data cleaning and data documentation and were conducted
according to the data provider’s request. Each task consists of several individual activities
(see Table 1). Data cleaning ensures data quality by checking and correcting for errors. Data
documentation is the creation of metadata to make the data findable and understandable to
users. The curators created metadata that comply with the Data Documentation Initiative 287
(DDI) standard (DDI Alliance, 2021a) and to be used for registering the data to receive a digital
object identifier (DOIL; Koch et al, 2017).

Conducting these tasks, curators followed predefined instructions described in a GESIS-
internal handbook for data curation. Tasks are, thus, standardized, and efforts spent on each
Data cleaning
tasks Activities within task
Missing values —  Check for consistent use and labelling of missing values

—  Correct deviant use and inconsistent labelling of missing values
Wild codes —  Search for wild codes and outliers in the data
—  Correct wild codes and outliers in the data
—  Document changes made or wild codes and outliers themselves if not corrected
Skip pattern —  Search for filters in the questionnaire
structure —  Check for irregularities in the skip pattern structure
—  Correct irregularities
—  Document changes made
Data protection —  Search open-answer questions for information that allows re-identification
— Pseudonymize or delete information
—  Document changes made
Variable and value —  Check for consistent use of variable names and labels
labels —  Check for typos
— Harmonize names and labels
— Shorten labels to accommodate for statistical programs’ restrictions
Sorting variables — Sort variables within one wave/dataset according to the questionnaire
— Harmonize order of variables within one study with multiple waves/datasets
Data
documentation
tasks Activities within task
Questionnaire — Compare and link variables and values to the underlying questions and answer
documentation options in the questionnaire
— Harmonize variable names and questions
—  Document linkage between variables and questions and between values and
answer categories
— Examine skip pattern in the questionnaire and transfer it to the variable
documentation
— Identify item batteries and their coding in the data
Variable —  Document field notes on particular variables
documentation — Combine and finalize reports on the various checks, findings and corrections
made during data cleaning
Study description —  Document study’s metadata
—  Process cover-page for data documentation
Codebook (print) — Combine documentation in a single variable report in PDF format Table 1.

— Run final checks on data and data documentation Data curation tasks
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Table 2.
Study characteristics

of the ten datasets are, at least to some degree, comparable with each other [4]. In addition to
time recording, the curators also documented specifics in the data that affected their
working times.

Description of datasets included in the analysis

Data at hand include ten datasets from three different multi-wave studies. For all three
studies, repeated representative samples of the German adult population were interviewed by
telephone or online interview. The questions included basic demographics (such as age,
gender, education), knowledge about certain topics and their attitude towards them. Within
each study, a core set of questions is repeated in consecutive waves. In addition, each dataset
includes a set of unique, non-repeated, questions that typically focus on the specific topics of
that particular wave. The data sets’ download numbers range in the medium field compared
to all data available at GESIS.

As shown in Table 2, study 1 comprises four datasets, conducted between 2010 and 2016.
On average, these four datasets include about 381 variables and replies from 4,001
respondents. About 87 variables are affected by filters. The questionnaires contain on
average 89 questions with 19 open answer questions.

The four waves of study 2 were conducted between 2007 and 2013. On average, these
datasets have 704 variables and 10.376 observations, and 235 variables affected by filters.
The questionnaires include on average 266 questions with an average of 61 open-answer
questions [5].

Study 3 consists of two datasets conducted in 2014 and 2016. These two datasets include
on average 528 variables and 4,752 respondents. On average 61 variables are affected by
filters. The questionnaires have on average 259 questions, including 18 open answer
questions. For study 3, we do not have information on time spent on data documentation as it
has not been recorded. However, we decided to keep the two datasets from study 3 in our
analysis for additional information on data cleaning.

Data analyses and focus group discussion with data curators

We make use of the time records to examine patterns in the time spent on data cleaning and
data documentation tasks. We focus on four data characteristics: the number of variables, the
number of questions, the number of open answer questions and the number of variables

Number of Number of Number of Open-answer Variables affected by
Dataset Year variables cases questions questions filters
Study 1-wavel 2010 2838 4,001 71 12 37
Study 1-wave2 2012 240 4,000 79 11 71
Study 1-wave3 2014 301 4,002 93 12 90
Study 1-wave4 2016 696 4,002 114 41 150
Study 2—wavel 2007 639 10,001 217 44 237
Study 2—wave2 2009 574 10,000 241 43 244
Study 2—-wave3 2011 737 10,002 283 68 244
Study 2—-wave4 2013 867 11,501 324 87 215
Study 3—wavel 2014 428 4491 229 14 44
Study 3—wave2 2016 627 5,012 270 22 i
Average 539.70 6701.20 192.10 3540 140.90
Std. dev. 21389 3207.65 9397 26.28 86.80




affected by filters. In terms of curation tasks, we concentrate on different data cleaning and
data documentation tasks (compare Table 1).

Due to various aspects the following analyses are rather a case study than an empirical
analysis: First, we only have a small number of eight to ten waves, that is datasets, which
limits statistical analyses and the interpretation of correlation coefficients and their p-values.
Second, most of the datasets were in a good shape and pre-documented when delivered,
reducing data curation efforts. Third, tasks were carried out by highly experienced curators
who are well-trained in cleaning and documenting data. This implies time-saving effects
compared to researchers in a research project. Fourth, working hours are usually not
recorded at GESIS and the curators may have had problems to correctly record their hours,
especially when tasks were conducted in parallel. We therefore expect that time recordings
may sometimes be inaccurate.

Consequently, we use correlations, trends and patterns in the quantitative data only as
frameworks for further investigations. When interpreting these frameworks, we first used
written comments made by the curators while working on the data. In addition, we conducted a
focus group discussion with the curators to understand their workflows and work routines
and to strengthen our interpretation of patterns found in the data. For the focus group
discussion we invited all three curators who worked on studies 1 and 2. Due to the Covid-19
pandemic the discussion was held online on February 17th, 2021. We prepared our questions
for the group based on our quantitative analyses and structured the discussion along the
curators’ workflows and our findings for each step. Hence, we first asked questions about the
preparation of their work, then about data cleaning, followed by data documentation. Finally,
we asked for general feedback on the process and their work in general. We asked for the
curators’ consent to use their recorded working times and their feedback during the discussion
for this paper. However, due to the sensitivity of the data, we did not record the group
discussion.

In sum, the quantitative results presented in this paper can only be interpreted with great
care and should not be generalized right away. Rather, they can be only be interpreted
together with further findings and explanation based on written comments and on the focus
group discussion with our curators.

Analysing curators’ time spent to curate data

We start by looking at the overall time spent on curating and then focus on the time for data
cleaning and documentation, separately. For overall curation and data documentation we
examine descriptive statistics for eight datasets from study 1 and 2. For data cleaning we can
make use of time recordings for two more study 3 datasets. Because our data are very limited,
we use this descriptive analysis as a framework for the following focus group discussion
(section 5).

Overall curation time
Curators spent on average 3801.38 min (std. dev. 981.05 min), or about 63 h, for curating one
dataset. About 75% of this time, that is 2820.75 min (std. dev. 636.08 min), or 47 h, were spent
on data documentation, compared to an average of 980.63 min (std. dev. 412.66 min), or 16 h,
for data cleaning (Table 3).

It took almost twice as long to clean and document a single variable in the first two waves
of study 1 (11.7 min on average, std. dev. 0.6 min) than in the remaining six datasets of study 1
and 2 (6.6 min on average, std. dev. 1.2 min). The time spent to curate data from the study 2
waves is generally lower than for those of study 1.
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JD Time spent on each dataset within study 1 decreases. It drops from 12.14 min to 7.05 min
787 per variable in study 1. We, however, do not find this decrease for study 2. Here, the time spent
’ on curation stays relatively constant between 6.25 min and 5.38 min per variable across all
four waves (Figure 1).
Correlation between the number of variables in a dataset and the overall time spent on
data curation is quite strong (> = 0.877;p = 0.004; Table 4). Figure 2 illustrates this pattern by
290 plotting the time spent and the number of variables for each of the eight datasets examined.
While study 2 waves follow the trend of longer curation times with an increasing number of
variables, study 1 waves cluster in the bottom left corner, except for wave 4 on which we will
focus latter on.
Overall Cleaning Documentation
Dataset In total Per variable In total Per variable In total Per variable
Study 1 — wave 1 3,495 12.14 705 245 2,790 9.69
Study 1 — wave 2 2,715 11.31 465 194 2,250 9.38
Study 1 — wave 3 2,610 8.67 420 1.40 2,190 7.28
Study 1 — wave 4 4,905 7.05 1,515 2.18 3,390 487
Study 2 — wave 1 4,056 6.35 1,170 1.83 2,886 452
Study 2 — wave 2 3,090 5.38 1,080 1.88 2010 3.50
Study 2 — wave 3 4,335 5.88 1,065 145 3,270 444
Study 2 — wave 4 5,205 6.00 1,425 1.64 380 4.36
Study 3 — wave 1 1,680 393
Study 3 — wave 2 2,535 4.04
Table 3. Average (n =8)  3801.38 785 980.63 184 2820.75 6.00
Time spent on overall Std. dev. 981.05 2,60 412,66 0.36 636.08 243
data Curation’ Cleaning Proportion 100.00% 25.00% 75.00%
and documentation, in  Average (z = 10) 1206.00 227
minutes Std. dev. 631.51 0.96
14.00
12.00
10.00
8.00
6.00
4.00
Figure 1. 2:00
Time spent on overall
curation per variable 0.00
for each wave of study Wave 1 Wave 2 Wave 3 Wave 4

1 and study 2

e— Study 1 Study 2



# Open answer # Variables affected

# Variables # Questions questions by filter
Overall curation time ~ 0.8774"" (0.004) 05765 (0.136) 0.8071" (0.015) 0.4918 (0.216)
Cleaning 0.9156™ (0.001) 0.6261 (0.097) 0.7858" (0.021) 0.6813 (0.063)
Missing values 075847 (0.029)  0.8400™ (0.009) 0.8857" (0.003) 0.5878 (0.125)
Wild codes —0.3788(0.355)  —0.5082 (0.199) —0.3364 (0415) —0.7635 (0.028)
Skip pattern 0.7673" (0.026) 09531 (0.000) 0.8464™ (0.008) 0.8671" (0.005)
structure
Data protection 02776 (0506)  —0.2405 (0.566) 0.0329 (0.938) —0.0334 (0.937)
Variable and value 0.8331" (0.010) 0.8326" (0.010) 0.7877" (0.020) 0.8943™ (0.003)
labels
Sorting variables 04352 (0.281)  —0.4301 (0.288) —0.4027 (0.323) —0.5864 (0.127)
Documentation 0.7593" (0.029) 0.4830 (0.225) 0.7351" (0.039) 0.3167 (0.445)
Questionnaire 0.7084" (0.049) 0.6053 (0.112) 0.7988" (0.017) 0.3167 (0.445)
documentation
Variable 0.4031 (0.322) 0.5523 (0.156) 0.4078 (0.316) 05796 (0.132)
documentation
Study description —0.2028 (0630)  —0.2704 (0517) —0.3087 (0.457) —0.1358 (0.749)
Codebook (print) 0.1580 (0.709)  —0.3696 (0.368) —0.0927 (0.827) —0.1640 (0.698)
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Table 4.
Correlations between

data set characteristics

and data curation

Note(s) Dlsplayed are correlation coefficient and p-value in brackets; number of observation # = p < activities for datasets
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In addition to the number of variables in the data, the number of open-answer questions in the
questionnaires increases the overall time spent to curate data (» = 0.807; p = 0.015). The more
variables contain free-text fields, the more time curators spent to clean and document the
datasets. In contrast, neither the total number of questions in the questionnaires (» = 0.577;
p = 0.136) nor the number of variables affected by filters (» = 0.492; p = 0.216) seem to impact

number of variables

the time spent on data curation (Table 4).
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In summary, the main drivers of time spent on overall curation are the number of variables
and the number of open answer questions. For study 1 we also observe decreasing curation
times with each follow-up wave.

Data cleaning

When cleaning the data, curators spent most of the time on labelling (32%, » = 8) and
checking skip pattern structures (26 %, # = 8). Taking the two additional datasets from study
3 into account, this finding remains stable. But with study 3 the pattern tends to shift slightly
towards relatively more time spent on missing values 14% (z = 10) vs 11% (n = 8). This
indicates additional efforts to control and correct the missing value schemata in the two
datasets of study 3. The smallest proportion and fastest task per variable and relatively
constant for each dataset is variable sorting (about 2%, Table 5).

When looking at time spent on data cleaning across waves of studies 1 and 2, we find that
times decrease for study 1 between waves 1 and 3 but increases again for wave 4. This is true
for the total time spent on data cleaning as well as for almost all individual cleaning tasks and
the respective times spent per variable. Overall time spent on cleaning drops from 2.45 min
per variable in wave 1 to 1.40 min per variable in wave 3 and then goes up to 2.18 min per
variable in wave 4. In contrast, we do not see decreasing times for study 2 where time spent
per variable varies between 1.88 min and 1.45 min across the four waves (Figure 3).

As seen above, in comparison to the remaining three datasets of study 1, wave 4 stands
out. It is much larger, containing more than twice as many variables (696, Table 2). In
addition, wave 4 requires a long time to check for data protection issues (855 min or 14.25 h,
Table 5). The dataset includes 41 open-answer questions, around 4 times more than in other
waves (Table 2), with some of them potentially containing sensitive information.
Accordingly, for all 4,002 observations in wave 4 each of these open-answer questions
needed to be checked manually and its information needed to be either deleted or at least
pseudonymized. Curators therefore needed more than 30-times longer for data protection for
this dataset than for any other dataset in the analysis (0.42 h on average, Table 5) [6].

Study 1 also stands out regarding checks for wild codes. Even though study 1 waves have
fewer variables than those of studies 2 and 3. Per variable, curators spent 0.58 min on
checking wild codes for study 1, more than the overall average of 0.31 min (Table 5).

For study 3, curators needed longer time for data cleaning. It took 3.99 min for a single
variable, which is more than twice as long as for the remaining eight datasets (1.84 min, on
average, std. dev. = 0.36 min). Checking for missing values required more time for study 3
than for all other studies (1.06 min for study 3 compared to 0.19 min for studies 1 and 2).
Moreover, wave 2 of study 3 had a more complex skip pattern structure, including a section
for specific subgroups, and filters did not always contain correct filter criteria. The skip
pattern structure thus demands additional checks, and its correction was more difficult. This
characteristic is also apparent in Table 5 where time spent on the skip patterns (1,260 min) is
more than three times higher than for the average time spent on all datasets (372 min, std.
dev. = 355.55 min).

As shown in Table 4, the number of variables (» = 0.916, p = 0.001) and the number of
open answer questions (» = 0.7858, p = 0.021) correlate with the time spent on data cleaning
for studies 1 and 2. When looking at the single tasks of data cleaning, we find positive
correlations of all data characteristics examined here with checking the skip pattern, and with
labelling variables. However, taking all ten datasets into account (i.e. including study 3), none
of our dataset characteristics correlate with the time spent on overall data cleaning. We find a
positive correlation between the number of questions and the skip pattern structure
(r = 0.689, p = 0.027) and between the number of questions and labelling (» = 0.74, p = 0.015;
Table 6).
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Table 5.

Descriptive overview
of activities on data
cleaning in minutes
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Figure 3.

Time spent on data
cleaning per variable
for each wave of study
1 and study 2

Table 6.

Correlations between
data set characteristics
and data cleaning
activities for datasets
of studies 1,2 and 3
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Wave 1 Wave 2 Wave 3 Wave 4

e— Study 1 Study 2

Hence, for data cleaning we find a strong impact of the number of variables and the number of
open answer questions. All four data characteristics correlate with checking and correcting
the skip pattern structure and with variable and value labelling. We also observe decreasing
times across waves 1 to 3 of study 1 and increased efforts on data protection when open
answer questions are involved.

Data documentation

More than half of the documentation time is spent on documenting the questionnaire (57 % on
average). Various steps within this process include harmonizing variable names and
questions in the questionnaire, documenting the linkage between variables and questions as
well as between variable values and answer categories, examining the skip pattern structure
in the questionnaire and transferring it to the variable documentation and identifying
question batteries and their coding in the data. Questionnaire documentation thus overlaps
with other documentation tasks, such as variable documentation and adding further
information to the documentation, for example corrections made during data cleaning.

# Open answer # Variables affected by
# Variables # Questions questions filter

Cleaning 0.5619 (0.091) 0.6146 (0.059) 0.1835 (0.612) 0.0021 (0.995)
Missing values 0.1642 (0.650) 0.5173 (0.126) —0.1206 (0.740) —0.3379 (0.334)
Wild codes —0.2908 (0.415) —0‘5821 0.078) —0.0353 (0.923) —0.2218 (0.538)
Skip pattern 04795 (0.161)  0.6895" (0.027) 0.2131 (0.554) 0.1220 (0.737)
structure

Data protection 0.2748 (0.442) —0.2768 (0.439) 0.0911 (0.802) 0.0564 (0.877)
Variable and value 04789 (0.161)  0.7388" (0.015) 0.2024 (0.575) 0.1211 (0.739)
labels

Sorting variables —04135 (0.235) —0.4528 (0.189) —0.3128 (0.379) —0.4206 (0.226)

Note(s): Displayed are correlation coefficient and p-value in brackets; number of observation # = 10




The smallest proportion of time spent on data documentation is creating the study
description (8%).

Just like for data cleaning, time spent for documentation is highest for the first dataset in
study 1 and decreases for follow-up waves (Table 7). When looking at time spent per variable,
wave 4 is not an outlier here as it follows the pattern of decreasing time spent. Again, we do
not find this pattern for study 2. More than 3 min per variable are spent on questionnaire
documentation for waves 3 and 4 of study 2, while times spent per variable are well below
3 min for the first two waves of this study.

There is little variation in the total time spent for study description and for processing the
codebook, except of wave 4 of study 1. In comparison to all other datasets, it took more than
twice as long to process a codebook for this wave.

Correlation between the time spent on data documentation and the number of variables is
once again quite strong ( = 0.759, p = 0.029, Table 4). And again, the time spent on
documentation increases with the number of open answer questions (» = 0.735; p = 0.039).
This relationship is driven by the significantly positive relationship of both variables with the
time spent on questionnaire documentation (» = 0.708, p = 0.049 for number of variables and
7 =0.799, p = 0.017 for number of open questions). However, neither the number of questions
in the questionnaire nor the number of variables affected by filters correlate with time spent
on data documentation or its individual tasks.

To sum up, we find a strong correlation of questionnaire documentation with the number
of variables and with the number of open questions while all other tasks are not affected by
dataset characteristics. The times spent on documenting study 1 decrease with each wave
and, contrary to data cleaning, this pattern also holds for wave 4.

Discussing the findings with data curators

To improve our understanding of the patterns found, we discussed our findings with three
data curators, who processed the datasets from studies 1 and 2 [7]. Thereby, we focused on
the workflows behind the cleaning and documentation tasks. In this section we recap the
important findings and back these up by the curators’ feedback. We start the discussion with
the overall time spent on curation and proceed with discussing the learning effect, major
drivers of curation times, interdependencies between work tasks and a general discussion
about data quality.

Overall curation time

Our curators clarify that their first step is to get familiar with the data and to do some initial
data checks. This takes about 1-2 h for each dataset. They start with creating frequency
tables of all variables and cross checking them with the questionnaire to get a general
understanding of the data as well as to ensure that the data corresponds to the questionnaire
and that data are complete. The amount of time spent to get familiar with the data varies
depends on how large and complex a dataset is. In general, the data looked at here are not
very complex [8]. Curators do not aim to familiarize themselves with the project itself, only
with the data.

During this initial step they already correct for minor errors such as typos in variable and
value labels. Hence, the time recordings do not entirely reflect each individual task. The
different steps of checking and correcting the data can therefore not be easily separated.

Our curators confirm that most of the time is spent on data documentation. They also state
that data always need to be documented. Data cleaning becomes an effort only if data need to
be harmonized, for example for trend-files, or if problems in the data or deviations from the
questionnaire occur. Data quality in the datasets considered here is generally high and data
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cleaning took much less time (only 1/4 of the total curation time) than documenting the data.
The curators further explain that data cleaning needs more preparation than documentation.
Moreover, data cleaning affects data documentation and vice versa. Changes made during
data cleaning must be documented. Data documentation then serves as a first check of the
final data. If errors are found while documenting the data, the data are passed back to data
cleaning to re-run the process of correcting errors, documenting these changes and recreating
the documentation files.

In comparison to their usual working routines with other datasets coming to GESIS, our
curators agreed that datasets from studies 1 and 2 were easier to handle. The studies were, in
comparison, less complex, for example regarding the skip pattern structures. In addition, the
datasets were delivered in a good shape. Variables and values were well-labelled, and the
missing schemes were consistent. This was different, however, for study 3, for which
incorrect and inconsistent missing labels and redundant variables were documented in the
curators’ notes. The filters used in the study 3 questionnaires were more complex. As we can
see above, including study 3 in our analyses changes the correlation coefficients which
reflects the additional work caused by higher complexity and, at the same time, lower quality
of the data.

Learning effect

Curators confirm our findings that learning effects occur for both, data cleaning and data
documentation. It takes considerably longer to familiarize with a new study than to curate
follow-up waves. For follow-ups, curators rather only look for deviations from previous data.
However, the learning effect depends on by whom and how long ago the previous study was
curated, and on how similar the waves within a study are, for example in terms of the number
of repeated questions. Further, to increase efficiency, curators reuse scripts from earlier
datasets whenever possible. For example, they adapted syntax files for study 1 and 2, where
core sets of variables were repeatedly employed. Likewise, checking routines on the missing
schemata and the skip pattern structures were reused due to a high consistency across
datasets within each study.

Also, learning a software or tool once can lead to learning effects that even affects the work
on studies beyond this pilot project. For example, during the pilot project one curator
developed a Stata ado that can now also be used for other data.

When documenting a dataset, curators reuse existing metadata, that is variable and value
labels, whenever possible. In this context, our curators state that employing the DDI standard
(DDI Alliance, 2021a) is very time saving. It provides a clear structure and controlled
vocabulary, which would otherwise need to be developed and implemented.

However, if deviances between the actual and earlier data are large, reuse of earlier work is
restricted or even impossible. This was the case with study 1. There, wave 4 contained
additional questions that were also mostly open answer questions. Likewise, we do not find a
learning effect for study 2 as the last two waves of this study differed greatly and pre-existing
syntax files could not be reused.

Finally, reusing pre-existing syntaxes can be risky. The curators discussed the fact that
scripts and routines from previous datasets can be misleading and foster ignorance towards
new and unexpected problems that may occur.

Main drivers of curation times
In our descriptive analysis, we identify the number of variables and the number of open
answer questions as the main drivers for time spent on curation tasks. For data cleaning we
find positive relations also between time spent and the number of questions and the number
of variables affected by filters.

Time spent on
data curation

297




D
787

298

Generally, our curators confirm that the number of variables affect the time spent on
cleaning and documenting data and it is the most crucial characteristic for them. When
cleaning data, curators first check variable and value labels and correct typos and
irregularities. At the same time, they check for the completeness of data, that is complete sets
of variables, the missing schema, as well as for unlabelled or extraordinary values, potentially
indicating wild codes. These tasks are directly related to the number of variables in a dataset.

They also confirm that the number of open answer questions can affect the time spent
when requiring to check open answers for each observation. It is almost the only
circumstance when the number of observations affect data cleaning times. Most often, the
number of observations in the datasets have no effect on the time spent for data curation [9].

The number of questions affected by filters is in positive relation to data cleaning, more
specifically to the skip pattern structure (a direct result of the filters used in the questionnaire)
and to labelling. The discussion with the curators, however, revealed that filters in the
datasets examined here are relatively simple. Only complex filters would increase the time
spent on cleaning in a meaningful way. However, if filters are not well-documented, it
becomes difficult to check for correct skip patterns. Filters are detected by word searches in
the questionnaire and the documented criteria are used for checking the data.

The number of questions is different from the number of variables in the dataset. Often, the
number of variables in the resulting dataset exceeds the number of questions in the
questionnaire, due to variables which are derived from original questions after fieldwork and
due to additional technical variables, such as weights and disposition codes. Hence, the
number of variables is often a more direct indicator for time spent on data cleaning while the
number of questions, that is the length of a questionnaire, relates to the time spent on
documentation. The curators also state that the type of questions is decisive. Item batteries,
for example are questions that are very similar to one another (often just one word or one
group of words differ). These can be cleaned and documented in bulk, which saves a lot of
time compared to working on each question individually.

The main drivers for curation times, number of variables and number of open answer
questions, are not correlated with the study description and with creating a codebook. These
two documentation tasks generally do not depend on the size of the data but vary with further
specifics on study level.

Interdependencies between curation tasks
There are important interdependencies between curation tasks that became apparent when
discussing our findings with the curators. First, many steps within cleaning and
documentation are done in parallel. Hence, it is difficult to separate between individual
tasks. The correlations we present in the analysis section may therefore either be
underestimated or positive relations are subsumed under one task while additional tasks
were done at the same time. This is, for example the case for wild codes for which we don’t find
positive correlations with dataset characteristics. Wild codes are either found while checking
all frequencies (as part of the initial checks right at the beginning) or by examining unlabelled
values. Hence, this work is subsumed almost entirely under the task “labelling”. The task
“labelling” includes checks and corrections of completeness, typos and length reduction to
make it suitable for standard statistics software. Once value labels are checked and corrected,
checking and correcting wild codes are done in a very fast and efficient way. At this point, one
curator states that running checks in parallel is restricted by the data’s complexity and quality.
Once data are too complex or too messy, data cleaning must be done step by step to ensure
high-quality data. However, this was not the case for the datasets examined here.

Very similar interdependencies occur in data documentation, even more so when using a
DDI documentation tool. The first step to document the questionnaire is to compare and link



variables and values to the underlying questions and answer options in the questionnaire.
This already includes tasks related to variable documentation. The time reported for the
questionnaire documentation, thus, already includes time that would have been spent on
variable documentation at a later stage.

Because of these workflows, our curators are not surprised that we cannot find stronger
correlations between dataset characteristics and individual tasks. They even state that the
distinction between cleaning and documenting is probably the only meaningful distinction
that can be reasonably made when analysing their time recordings.

It is also important to note that data documentation and data cleaning were split between
different curators, regarding their expertise. This is because the data provider requested data
documentation according to DDI codebook standard (DDI Alliance, 2021b). To ensure this, a
GESIS-internal DDI tool, called Dataset Documentation Manager (DSDM) (Zenk-Moltgen,
2006), was used, which requires specific skills and expertise. To increase efficiency, a curator
highly capable using this tool was assigned to these tasks while data cleaning was done by
others. However, this split is not necessarily recommended for research projects as it
demands a lot of documentation of cleaning and documentation tasks, a process that is
naturally done at a data archive.

Data quality and data curation

Generally, datasets of study 1 and 2 were in very good shape when delivered. This also results
in a relatively low share of time spent on data cleaning (25%) of the total time spent on
curation. The curators confirm that there was little to be done in terms of cleaning. At the
same time, their standard work routines could be applied, and they did not need to deviate
often. This may be the reason why times spent on data cleaning also varies less with the
number of variables than time spent on documentation [10]. Study 3 was not of such a good
quality and the two datasets of study 3 differ greatly. This is one reason why curators spent
more time cleaning the data and why we cannot observe a learning effect from wave 1 to 2.
The limited data we have available for study 3 must therefore be interpreted with even
greater care.

At the end of our discussion, we asked our curators what makes a messy dataset, that is
what are factors that increase their time spent on data cleaning and documentation tasks. We
summarized their comments in Table 8.

Also, unexpected changes in the data collection process that are not documented make
data curation difficult. They therefore highlight the relevance of having a well-documented
planning of the studies and well-documented field work. The better the documentation of
survey instruments and the collection of data — also of unexpected changes that occurred
during the data collection process — the easier it is to understand the data and, thus, to
document and clean it. It is helpful for curators to have access to the coding of the
questionnaire to easily spot possible coding errors.

Factors increasing time spent on data curation

Unlabelled data or missing labels

Variable names that are not meaningful for curators (and users) outside the research project
Arbitrary missing schema

Coding errors

A differing order of variables compared to the questionnaire

A general lack of structure in the data and its documentation
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Conclusions

Until now, information on curation tasks and cost drivers of data curation are very limited
and rare. In this paper, we make use of time records at GESIS during a pilot project. Our data
is based on the cleaning of ten datasets and the documentation of eight datasets. Due to this
very limited database, we cannot infer general characteristics of data curation efforts. We
therefore relate our descriptive results to actual curation processes by discussing them with
the curators involved in this work.

We find two very strong patterns: The size of the data and personalinformation potentially
contained in the data are very important drivers of time spent on curation overall as well as its
two components, data cleaning and data documentation.

Heterogeneity in data plays a role and we see strikingly in how learning effects, by reusing
previous work routines and codes, are apparent for waves 1 to 3 within study 1. We cannot
find these for study 2, due to large differences between waves.

The studies analysed for this paper did not vary much regarding complexity. However, our
curators confirm that complexity plays a role, for example when complex filters are used. For
comparison the curators also named more complex studies where, due to their complexity,
many decisions are made during data collection and data curation that need to be carefully
documented and communicated to others involved.

The discussion with the curators revealed important interdependencies between curation
tasks. For example, certain tasks were done in parallel and certain tasks needed to be
completed first to complete others in an efficient way. This makes it more difficult to interpret
the recorded time spent on each task. However, it also highlights the importance of data
quality and data documentation throughout the project, for example the importance of
having a fully labelled dataset. The curators also emphasize that the use of the DDI standard
is very helpful as it provides a general structure used for all data coming to GESIS instead of
defining this structure again and again for every new dataset.

We contribute to existing literature on RDM and the efforts connected with it in several
ways. First, we analyse the recorded time spent on data curation tasks in the social sciences
which is despite its limitations, to our knowledge, very unique data. We deepen our
understanding gained by these analyses by discussing them with the curators who worked
with the data and who recorded the times spent on this work. While the cost drivers
examined here are identified in previous literature, we can back these findings up with data
and with further insights into curation processes. Knowing these cost drivers is crucial for
data collection projects in survey research in the social sciences and related fields. Second,
an outcome of the original project for which times were recorded are a detailed list of
curation tasks that can serve as a workflow template for planning curation tasks in research
projects. Third, we also identify interdependencies between tasks and how the time spent on
each task is related to data quality and the complexity of the data examined. Both help
research projects to accommodate for them early in the project and save time and effort in
the long run. Fourth, we aim to raise awareness to carefully plan data curation tasks in a
data collection project by providing rough estimates on how much time needs to be spent on
data curation. Very often this work is unnoticed, and its costs are not considered when
writing grant proposals for new projects. And fifth, we can state that the work and the
funding of research data infrastructure is highly important in guiding and helping
researchers to make data reusable.

Our paper has several limitations. First, we have a very small sample size for our
descriptive analyses and curators at GESIS are not used to documenting their working times,
so those times may therefore not be entirely accurate. The data are, thus, to be interpreted
with great care and only in relation with the focus group discussion that followed. We urge
readers to not overinterpret our quantitative results, but rather, as we did, use it as a
framework for possible further investigations.



Second, we also need to keep in mind that our curators are experts in cleaning and
documenting data. Hence, this work was done much faster and scale effects could be realized,
for example by using the appropriate tools and documentation standards. It is very likely that
individual researchers will spend more time on these tasks (National Academies of Sciences,
Engineering, and Medicine, 2020).

Third, the datasets in these analyses were already well prepared for publication and,
compared to other data coming to GESIS, of very good quality. Not much time had to be spent
on data cleaning. The amount of time spent and the ratio between data cleaning and data
documentation will likely differ when data are of lower quality.

Further research will be needed on the topic of RDM efforts. We can only provide a first
insight into one pilot project with one data provider. We need a better understanding of the
identified cost drivers in various settings. This is especially true for data of lower quality or
more complex data than the datasets considered here. Also, levels of curation and their
associated effort should be considered (see e.g. ICPSR, 2020) to shed light on differences in
time spent on RDM between data expected to be highly used and data of limited reuse
potential.

Notes

1. https://www.beagrie.com/krds.php

2. https://www.4cproject.eu/

3. https://www.gesis.org/datenservices/home
4

. GESIS archived the data and made them available to scientific users for research purposes,
providing data in SPSS and Stata format along with the questionnaire and the variable report.
Additional data cleaning and documentation tasks were done which specifically served the purpose
of archiving data at GESIS and are not relevant for data sharing in general. We therefore did not
include them in our analyses.

5. A preceding study 2 wave had been processed at GESIS before the pilot project started. Time spent
on cleaning and documenting this dataset had not been recorded.

6. When excluding data protection checks from the analysis, cleaning wave 4 took 660 min (1,515 min—
855 min = 660 min, or 11 h) and, thus, less than the average time spent on other datasets (1,172 min
or about 19:30 h).

7. For additional data on data cleaning for study 3 we relied on comments made during documentation
by the respective curators of this study.

8. An example for more complex data is the German Longitudinal Election Study (https://www.gesis.
org/en/elections-home/gles). There, a lot of decisions have to be made during data collection and
data cleaning that need to be carefully documented.

9. The only other ways that the number of observations may have an effect is that there can be more
deviations in the dataset when more cases are involved, and that software needs longer to process
when this number is very large.

10. We also find this in the data: Bartlett’s equal-variances test: y* = 13.7873; p = 0.000.
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