
Aberystwyth University

A tale of two images: the quest to create a story-based image indexing system
Rafferty, Pauline; Albinfalah, Fawaz

Published in:
Journal of Documentation

DOI:
10.1108/JD-10-2012-0130

Publication date:
2014

Citation for published version (APA):
Rafferty, P., & Albinfalah, F. (2014). A tale of two images: the quest to create a story-based image indexing
system. Journal of Documentation, 70(4), 605-621. https://doi.org/10.1108/JD-10-2012-0130

General rights
Copyright and moral rights for the publications made accessible in the Aberystwyth Research Portal (the Institutional Repository) are
retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the
legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the Aberystwyth Research Portal for the purpose of private study or
research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the Aberystwyth Research Portal

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

tel: +44 1970 62 2400
email: is@aber.ac.uk

Download date: 28. Apr. 2024

https://doi.org/10.1108/JD-10-2012-0130
https://doi.org/10.1108/JD-10-2012-0130


A Tale of Two Images: The Quest to Create a Story-based Image Indexing 

System 

 

Purpose – This conceptual paper considers the possibility of designing a story-based image 

indexing system based on users’ descriptions of images. It reports a pilot study which uses users’ 

descriptions of two images.  
 

Design/methodology/approach – Eight interviews were undertaken to investigate storytelling in 

user interpretations of the images. Following this, storytelling was explored as an indexing input 

method. Twenty-six research subjects were asked to create stories about the images, which were 

then considered in relation to conventional story elements and in relation to Rafferty and 

Hidderley’s 2005 image modality model.  

  
Findings – The results of the semi-structured interviews revealed that the majority of 

interpretations incorporated story elements related to setting, character, plot, literary devices, and 

themes. The fifty-two image stories included story elements identified in the first part of the 

project, and suggested that the image modality model is robust enough to deal with the ‘writerly’ 

images used in this study. In addition, using storytelling as an input method encourages the use 

of verbs and connotative level responses.  

  
Originality/value –User indexing is generally based on paradigmatic approaches to concept 

analysis and interpretation in the form of tagging; the novelty of the current study is its 

exploration of syntagmatic approaches to user indexing in the form of story-telling. It is a pilot, 

proof of concept study, but it is hoped that it might stimulate further interest in syntagmatic 

approaches to user indexing.  

 

Keywords – Image indexing, Stories in images, Semantic image indexing,  

 

Paper type – Conceptual paper 

  



Introduction 

The prospect of designing a story-based image retrieval system has not received attention from 

scholars in the image retrieval field. Jörgensen (2003) acknowledged the existence of story 

elements within some images but remarked that scholars have been reluctant to examine this 

research area because “most image indexers have considered addressing interpretive or abstract 

elements within an image to be beyond the scope of their job” (p. 251). The process of designing 

a story-based image indexing system presents a challenge to indexers, not least  because humans 

differ in their educational and cultural backgrounds and in their perceptions, as well as in prior 

knowledge and beliefs (Berger, 1972, p. 8), thus rendering any attempt to create a consistent 

system for describing images difficult.   Despite this problem, time and retrieval systems have 

moved on since 2003, and the time might now be right, given the current interest in user-based 

indexing, the social semantic web, and an emphasis on dialogic approaches to indexing 

documents, to explore the potential for story-based indexing of non-text documents.  

 

An earlier project reported in 2011 (Rafferty), investigated the relationship between modality 

and interpretation, where modality refers to a relationship between the sign and the real world, 

using a model first proposed by Hidderley and Rafferty (2005). Four images were chosen from 

publicly available websites to represent four categories: high modality contemporary images; 

high modality historical images; low modality contemporary images; low modality historical 

images. Distance learning students from the Department of Information Studies at Aberystwyth 

University were invited to assign descriptive, or denotative tags, and/or associative, or 

connotative tags to the images. The results suggested that the Rafferty/Hidderley model was a 

relatively robust categorisation model that might offer possibilities for designing indexing 

templates or information representation records, however, the high modality images included in 

that study were very obviously “readerly” images. The current project adds to the earlier work by 

focusing on two high modality “writerly” images. The terms “readerly” and “writerly” derive 

from Barthes (1973) who used them to describe different types of texts, underpinning his textual 

theory with a constructivist view of interpretation and meaning-making. The “readerly” text is 

one in which the potential space for reader interpretation is tightly controlled by the author, while 

the “writerly” text is one in which the space for interpretation is often actively sought in an 

ambiguous text. The current project, which aims to explore story-telling as a basis for image 



indexing, tests the tentative suggestions relating to high modality contemporary images in the 

Rafferty/Hidderley model, which are that:  

 

“A non-textual information object of high modality decoded at the same historical moment, and 

within the same culture and logonomic system as the encoding moment, would be expected to 

evoke a limited range of denotational meanings. There may be a broader range of connotational 

level interpretations. Textual anchorage could help fix the intended encoded meaning, but 

decoding might evoke negotiated or oppositional interpretations. Interpretation within a different 

cultural and logonomic system would potentially evoke a broader range of connotational and 

denotational meanings”. (Rafferty and Hidderley, 2005, p125). 

 

This study is partly underpinned by Schmidt and Stock’s (2009) investigation into the possibility 

of creating an image indexing system based on emotions. In the course of actualising the aim, 

this study critically evaluates the potential to draw on users’ interpretations of images in the 

design of a story-based image indexing system. The concern is with the input side of the user-

based indexing process.  

 

Tagging offers both possibilities and drawbacks in relation to information discovery. On the one 

hand, it opens up indexing to allow for multiple voices, many approaches, efficient updating, 

modern terminology and language: on the other hand, studies of tagging practice have reported 

that terms can be random, vague, and uninformative. One way of categorizing tags is to 

distinguish between private and public tagging, that is, tags are meant for the taggers’ benefit 

alone, and tags that are assigned with a view to helping others to discover relevant information. 

Most websites that facilitate tagging allow taggers free rein about the terms they include.  This 

project considers whether it would be helpful to structure taggers’ input through story-telling.  

Earlier work using a democratic indexing template designed to capture informational tags at the 

level of pre-iconographic, iconographic and iconological meaning suggested that a template has 

its uses for improving the exhaustivity of indexing, however, the template was too rigid and 

unattractive to indexers (Rafferty and Hidderley, 1998). Story-telling, is a pervasive and 

generally pleasurable form of human communicative practice. In addition, story-telling offers a 

syntagmatic approach to user-based indexing input. This project explores syntagmatic input in 



the form of the story as a method to facilitate creativity in tagging while at the same time 

channelling and disciplining it.  

 

Meaning and interpretation 

The project, and our approach to the nature of meaning and interpretation, is underpinned by 

Hodge and Kress’s social semiotics, which explores the construction of meaning as a social 

activity, acknowledging the role of the reader, located in specific material logonomic systems, in 

“making meaning” (1988).  Where Saussure’s semiotics focused on langue, rather than parole, 

on synchrony rather than diachrony, on paradigms rather than syntagms, and signifiers rather 

than signified (Hodge and Kress, 1986), social semiotics sees the meaning of the text as being 

formed from the interplay of polysemic signs and a range of reading positions. This means that 

interpretation at the point of reception does not necessarily equate to the intended meaning of 

that text at the time of production. Many writers in the field take the view that interpretation in 

relation to images is complex, particularly in relation to images that do not necessarily have text 

to anchor meaning, not least because the production of meaning through interpretation may be 

subjective (e.g. Burke 1999; Enser 1995; Krause 1988; Shatford 1986; Shatford-Layne 1994; 

Svenonius 1994).  

 

It would be useful at this point to outline the analytical categories drawn from social semiotics 

that will be used in this paper to explore the operation of meaning and interpretation in image 

indexing. The sign is the basic unit of analysis for semiotics. The Saussurean sign is composed of 

the signified and the signifier which together form the sign. Following Peirce, modern 

semioticians often refer to a typology of signs which generally includes reference to the indexical 

sign, which is somehow connected with the signifier, for example a cartoon of a politician, the 

iconical sign, which is a sign resembling the signified, and the symbol, which is a conventional 

sign, for example traffic lights or language (Chandler, 2002, p.37).  

 

For Saussure and semioticians who followed, the construction of meaning is governed by 

operations on two planes, the paradigmatic plane and the syntagmatic plane. A paradigm is a set 

of associated signifiers or signifeds which are members of some defining category, but this is a 

set in which each member is significantly different from the others (Chandler, 2002, p.80). 

Syntagms are the combinations or chains of elements which form a meaningful whole within a 



text, in the broadest sense (Chandler, 2002, p. 81). In text or speech, syntagm might refer to the 

rules of grammar which operate within human language, while Kress and Van Leeuwen suggest 

that images operate their own visual grammar based on spatial relations (1996).   

 

Semioticians, following Barthes, often distinguish between denotation and connotation in 

relation to the construction of meaning in signs.  While images can be interpreted, or decoded 

(Hall, 2001 [1973]) in a straightforward, or common-sense way (the denotational level in 

Barthes’s terminology), at another level, images are more open to cultural and social 

interpretation (the connotative level in Barthes’s typology). Text can be used to anchor and fix 

meaning, so that a picture of a child expressing an emotion with the caption “lost her dolls” is 

different from an image captioned “delighted at finding her doll” (Duncum, 2004, p. 256). In 

both instances, the words of the caption either reinforce or nullify the meaning of an image, 

depending on the text–image relationship (Duncum, 2004, p. 256). The importance of context in 

changing the meaning of an image is supported by Brink, Squire and Bigelow’s (2006) findings 

that users interpret an image differently if it is grouped with other images (p. 716). The role of 

context in potentially altering the interpretation of an image was expanded by Becker (1998), 

who argued that the concept of context in relation to the meaning of an image should include the 

physical place in which an image is situated, and people’s discussion around the space of the 

image (p. 88).  

 

The literature of image retrieval literature sometimes refers the semantic gap which exists in two 

aspects: firstly, the gap between the machine’s ability to decode image data and the translation of 

these data into objects that can be described, and secondly, the gap between the user’s cognitive 

image interpretation and the actual description of the image itself (Enser, Sandom, Hare & 

Lewis, 2007, p. 469).  Panofsky’s iconography theory has been, either extensively cited by image 

retrieval scholars (e.g., Enser, 2000, p. 201; Svenonius, 1994, p. 602; Shatford, 1986, p. 45), or 

reintroduced under a different name (e.g., Barthes, 1977, pp. 52–59). However, some scholars 

have questioned the extent of its applicability to the study of image indexing and retrieval. For 

example, Burford, Briggs and Eakins (2003) argued that Panofsky’s theory was applicable to art 

history and cannot be generalised to include other disciplines (p. 128).  

 



Shatford’s model (1986), which was based on Panofsky’s model (1955), reinterpreted the pre-

iconographical and iconographical levels as “of” and “about” something, with “of” indicating a 

“general description of objects and events” such as “people, places, objects, conditions, and 

actions that have a physical manifestation” (p. 45). The “about” aspect of Shatford’s model deals 

with “symbolic meanings, and abstract concepts that are communicated by images in the picture 

[such as] love, sorrow…truth, honor” (p. 45). Other scholars (e.g., Jörgensen, Jaimes, Benitez & 

Chang, 2001, p. 940; Shatford-Layne, 1994, pp. 584–585; Rafferty & Hidderley, 2005, p. 179) 

have experimented with practical templates for indexing images and have concluded that these 

models require further development. 

 

Image indexing systems 

Eakins (2002) noted that an optimal retrieval system is measured by its capacity to return search 

results that satisfy users’ needs, a principle he acknowledged is difficult to apply to images, 

unless an understanding of their contents has been established (pp. 5–6). Despite Eakins’s (2002) 

assertion of the difficulty of classifying images, scholars have suggested two possible systems 

for image retrieval, namely content-based and concept-based image retrieval systems. 

 

Although content-based systems can enhance the precision of retrieving images (Lew, Sebe, 

Djeraba & Jain, 2006, p. 1; Zhang, Wenyin & Hu, 2003, p. 339), they have limitations which 

include: the gap between the visual system of humans and that of machines (Deb & Zhang, 2004, 

p. 59), the inability of some users to draw their image queries (Choi & Rasmussen, 2003, p. 499), 

the machine’s inability to identify complex image elements (Eakins, 2002, p. 5) and the 

difficulty of retrieving abstract concepts such as emotions from an image (Burford, Briggs & 

Eakins, 2003, p. 148). 

 

Concept-based systems which describe image content using text (Choi, Cho, Park & Kim, 2003, 

p. 79) are sometimes advanced as ideal for conveying abstract levels in an image (Eakins and 

Graham, 1999; Rorissa, 2008). However, Olson and Wolfram (2006) argued that, because 

concept-based systems depend on textual annotation, they lack indexing consistency and hence 

diminish the ability to unify image description. In addition, these systems suffer from the 

inability of words to capture the true meaning of an image (Enser, 2000), thus making the system 

unlikely to return search results that are precise enough to satisfy users. 

 



Approaches to the indexing of images  

The literature suggests three general indexing approaches. The first approach depends on an 

expert performing the indexing by consulting a system, often based on some form of controlled 

vocabulary, designed to enhance the recall and precision of search results (Rowley & Hartley, 

2008). Lancaster (as cited in Chowdhury, 2010) favoured the expert-led indexing approach, on 

the basis of its consistency and the agreement on indexing terms that is likely to result among 

indexers (p. 156) however, others argue that it is “expensive and time consuming” and “single 

minded” (Rafferty & Hidderley, 2007, p. 399). The second approach is one based on authors’ 

interpretation of their work. In a study that tested the authors’ capacity to assign rich metadata to 

their work, Greenberg et al (2001) found that authors were capable of assigning good terms to 

their work (p. 43). The current project takes a constructivist view of meaning as being produced 

in and through the interaction of text and reader. Within this model of interpretation, following 

Hall’s encoding-decoding model,  it might be that personal, private meanings attached by readers 

or viewers can transform the document from the “preferred” meaning that might be inscribed 

within it by the author (Hall, 2001 [1973]) to other possible meanings.  

 

The third indexing approach is user-based tagging, which has become popular as an outgrowth of 

the Internet. Tagging might be merged with controlled vocabularies for enriched indexing 

(Chopin, 2008). Moreover, Merholz (2004) hypothesised that, over time, tagging might lead to 

desire-lines which others would use for navigation. However, this theory assumes that users will 

continue to add meaningful terms to the indexing language, a position refuted by others who 

argue that, when the number of people in a group increases, the process “might lead to the 

organic production, not of a dominant controlled vocabulary, but of many splintered controlled 

vocabularies” (Rafferty & Hidderley, 2007, p. 401). In addition, Nesta and Mi (2011) have 

expressed concerns that most users repeat keywords, or provide ones that have limited value for 

retrieval purposes, while McDonnell and Shiri (2011) cautioned that tagging lacks the organised 

structures of controlled vocabularies. In short, the literature is divided as to whether or not 

tagging offers a potential solution, and this debate is expected to persist because of the dynamic 

nature of the online environment.    

 

Users and stories of images  



Greisdorf and O’Connor (2002b) argued that users can provide rich descriptions of images 

exceeding what is available in controlled vocabularies systems (p. 383). Such descriptions might 

enhance indexing exhaustivity and inform indexers’ understanding of users’ seeking behaviour 

(O’Connor, O’Connor & Abbas, 1999, p. 682), thereby leading to a narrowing of the semantic 

gap between the indexer and the user. The importance of user-generated description of images 

has been documented by Enser, Sandom, Hare and Lewis (2007), who observed that “a richly-

descriptive caption” is essential for retrieving images that meet users’ needs (p. 477). This view 

is of concern to Jörgensen (2003) who takes the view that users may lack the expertise to assign 

appropriate terms to images for the purposes of indexing and subsequent retrieval (p. 256).  

 

O’Connor, O’Connor and Abbas (1999) reported that users employ stories to describe the 

content of images (p. 684) and tend to use a narrative style for their descriptions as they become 

accustomed to the viewing experience offered by an image (pp. 687–688). The possibility of 

using these stories in image indexing has not been considered by scholars because of the “lack of 

a widely accepted conceptual framework within which to make indexing decisions” (Jörgensen, 

2003, p. 252) among experts. This study takes a first step towards exploring  the potential of 

using narratives to design a story-based image indexing system. 

 

An overview of stories 

For Barthes (1970), narrative can be divided into story and discourse, where story refers to the 

“chronological account of the observations and experiences being communicated” (Brophy, 

2009, p.35), while discourse refers to the selection of what is told, its genre and its style. 

Brophy’s model, which draws on Barthes and on Riceour’s framework, amongst others, is used 

to underpin this study’s understanding of narrative structure. It seems an appropriate model as it 

derives from the information science domain. Brophy outlines eight elements that might be 

considered key to understanding narrative structure. These are: setting, causality, plot, style, 

character, point of view, narrative presence, and hermeneutic and proairetic codes. In addition, 

Ingermanson & Economy (2010) suggest including literary devices and themes. For Monteleone 

(2004), the setting of a story includes five key components:  place, time,  weather, social 

conditions, for example social norms, mannerisms and social structure, and mood, meaning the 

“tone and the style” of the story (Monteleone, 2004, p. 95).  

 



Following Propp, the plot of a story is generally seen as composed of six elements: the 

protagonist, the antagonist, the protagonist’s goal, conflict, suspense, and resolution. Plots lead to 

three possibilities: “protagonist wins, protagonist loses, antagonist wins” (Monteleone, 2004,   

pp. 71–72). Characters in stories can be either “fully developed and lifelike” or flat in that they 

represent only “minor action” in the story (Ingermanson & Economy, 2010, p. 41).  

 

Brophy’s examples of style, by which he means the way in which the narrative is presented, 

include register, for example using colloquial language rather than formal language. This 

element relates to Barthes’s notion of discourse. The point of view refers to the narrator(s) 

standpoint, focus or angle, while narrative presence Brophy explains as referring to “the 

listener’s relationship to the story, which in the extreme can involve feelings of being transported 

into the action, of being part of the narrative” (p46). The notion of  hermeneutic and proairetic 

codes derives from Barthes, who used them to describe the two different ways in which suspense 

can be created. The hermeneutic code refers to those elements of the plot that raise unanswered 

questions, while the proairetic code refers to the actions which occur and which will have 

consequences. Authors use a combination of similes and metaphors as literary devices in a story. 

The theme is the “deep meaning” of a story (Ingermanson & Economy, 2010, p. 203) and can 

include messages such as, good always triumphs over evil, love endures in the end, truth 

prevails, or justice exists in the world.  Some of these elements will have more value in terms of 

developing indexing templates than others.   

 

Methodology 

This study is in two parts. The first part used interviews to explore users’ interpretations of two 

“writerly”, high modality images, and to establish the existence of story-telling elements in 

participants’ descriptions. Following this, 26 MSc distance learner students from Aberystwyth 

University were invited  to write stories about the images with a view to testing the Rafferty-

Hidderley model in relation to “writerly” images.   

 

In the first part of the study, a purposive theoretical sampling technique targeted information rich 

cases. Participants had degree qualifications in a range of disciplines, permitting the emergence 

of interpretations.  The choice of sampling technique had limitations, as the findings reflect the 

chosen population, however, the sampling served the purpose of discovering the variety of 



interpretations of images from the perspectives of a select group of users. Eight participants were 

interviewed. Five participants were based in Aberystwyth and three in the Kingdom of Bahrain. 

All participants had a high level of familiarity with English.  

 

Only two images were selected, partly because this study is a preliminary one. The  images 

provide “writerly” text in that they invite the viewer to become “no longer a consumer, but a 

producer of the text” (Barthes, 1970, p. 4), while the choice of images by one artist ensured a 

consistent style of photography to which the viewer could relate. A pilot study of randomly 

selected users (whose views are not presented in this study) suggested that users could describe 

the images in a variety of ways. This result provided encouragement to continue carrying out the 

study. 

 

Interviews explored users’ interpretations of images, providing “rich insights” into individuals’ 

inner worlds (May, 2001, p. 120), and identifying individuals’ special understandings, thus 

revealing new ways of discovering “the world from the subjects’ points of view”  (Kvale, 1996, 

p. 1), while offering the potential to obtain in-depth information from participants. On the debit 

side, it is acknowledged that participants may resist sharing information with the interviewer, 

have a difficult time understanding the questions posed, or provide short answers that do not 

satisfy the researcher (Marshall & Rossman, 1995, p. 81).  

 

Interviews were recorded using note-taking, and face-to-face interviews were combined with 

online synchronous audio interviews via Google Talk. In the synchronous online audio 

interviews, images linked on Flickr were sent to participants at the beginning of each interview. 

One source of concern was that these images had tags and descriptions assigned to them by the 

images’ owner. This problem was addressed by sending a link that contained a large view of the 

images without the tags and descriptions, thus ensuring that participants’ interpretations of the 

images would not be influenced by the images’ captions. For the sake of transparency in this 

study, the owner’s descriptions of these images are provided in the appendix.   

 

During the interviews, participants were invited to describe these two images using keywords or 

sentences, and encouraged to provide such additional details in relation to these images as they 

might see proper. Participants were allowed to express themselves freely, without any attempt to 



influence their answers. The researcher cross-checked participants’ answers with them, in order 

to verify the accuracy with which their responses were reported. 

 

Descriptive coding was used in data analysis (Saldaña, 2009) (see Table 1 for an example of 

descriptive coding for Image 1). 

 

Table 1. Descriptive coding example of Figure 1 

Description Coding 

“a 
1
middle aged 

2
relaxed man sitting in a sealed glass 

3
jar 

looking into 
4
dark empty space outside the 

5
confined space in 

which he sits” (Participant 5). 

1
physical attributes 

2
psychological 

attributes 

3
location 

4
mood 

5
location 

 

 

Descriptive codes in Table 1 led to the creation of categories. For example, physical and 

psychological attributes subcategories were organised under the category character, while the 

subcategories location and mood were arranged under the category setting. The same coding 

approach was applied to the remaining participants’ descriptions of Figures 1 and 2, leading to 

the emergence of story elements.  

 

For the second part of the study, distance learner MSc students from DIS, Aberystwyth 

University were invited to write story interpretations of the two images. Twenty six students 

participated, of which nineteen were women and seven were men. Of the women, eight were in 

the 18-30 category, seven in the 30-40 category, three between 40-50 and one over 50. Of the 

men, two were in the 18-30 category and four were in the 30-40 category. One respondent did 

not include personal information. Of the fifteen women who specified their first degrees, eleven 

had arts degrees, one holding a PhD, three had social science degrees and one held a degree in 

theoretical physics.  Three of the men were arts graduates, and one was a social scientist. This 

activity was undertaken during an introduction to the Information Organisation and Retrieval 

module at a Distance Learning School. The students were given free rein to record their stories 



and responses. Results were analysed in relation to the story element categories and the Rafferty-

Hidderley denotation/connotation model.  

 

Results  

Overall, the results of the interview stage indicated the existence of story elements in the 

participants’ descriptions. Data analysis allowed for the development of relevant categories, such 

as “setting”, “character”, and “plot”, within which the construction of the narratives could be 

understood.  

 

Story elements in Figure 1 

Eight participants described the setting of Figure 1 as a location. Three specifically used the term 

“jar”, whereas two participants used the word “bottle”.  Two participants referred to the location 

as “confined in space”, with only one perceiving it as a “comfortable place”. Finally, two 

participants described the mood of the setting as “light”, while one participant indicated that it 

was “dark”. 

 

 

References to story elements in participants’ descriptions of Figure 1  

Story element Number of 

references 

Number of 

agreements 

Setting   

     Location 8 7 

     Mood 3 2 

   

Character    

      Physical  attributes 2  

Psychological   attributes 5 2 

   

   

   

Plot   

      Protagonist 2 2 



 

 

Table 2: Story 

elements in Image 1 

 

Seven 

participants described the character’s physical and psychological attributes. He was describes as 

“barefoot” and “middle aged”. Five participants specified psychological aspects of the character, 

describing him as “calm”, “afraid”, “frustrated”, “relaxed” (2).  

 

In relation to plot elements, two interviewees identified the protagonist as a “man”, while the rest 

used the term “he” to refer to the character. The goal of the protagonist was specified by four 

participants, as “planning” (2) and “isolating” (2). Two participants agreed that the protagonist’s 

goal was to “escape” although they used different words to express it. In terms of conflict, six 

participants perceived it as consisting of two parts: the protagonist against himself and the 

protagonist against an outside force. Of these six, one indicated that the protagonist’s conflict 

was internal and accordingly interpreted it as loss of expression. Five participants used sentences 

expressing a belief that the conflict was external; of these, three agreed that the protagonist was 

imprisoned by choice, whereas two agreed that he was imprisoned by force. Finally, the suspense 

element in the descriptions was provided by four participants, the protagonist was “looking at 

something” (3), one indicating that he was “looking at the light”.  

 

Three participants used literary devices in their interpretations of Figure 1, with no 

commonalities existing among these interpretations. Similes were used in describing the 

protagonist as a “ballet dancer, a choreographer” and in perceiving the “jar as a prison”. Only 

one metaphor was found in the participants’ descriptions, namely, the view of Figure 1 as a 

‘prison’. Three emphasised the main theme of imprisonment by choice, while two agreed on the 

theme of imprisonment by force. The remaining three indicated that it represented an “artistic 

act”, an “emotional burden”, and mainly a “man sitting in a jar”.   

      Antagonist 2 2 

      Goal 4 2 

      Conflict 6 5 

      Suspense 4 2 

   

Literary devices   

      Similes 2  

      Metaphors 1  

   

Themes 8 5 



 

Story elements in Figure 2 

Two participants referred to the location in Figure 2 as a “dried lake” and a “desert”. A new 

category, weather, emerged with respect to the setting, four of the participants using the term 

“clouds” or “cloudy” to describe it. Although four participants identified the mood in Figure 2, 

no two of them agreed on a description, individual suggestions being that it was “worse than the 

desert”, a “deserted troubled place”, a “spoiled landscape”, and finally that it was “apocalyptic”. 

 

References to story elements in participants’ descriptions of Figure 2  

Story element Number of 

references 

Number of 

agreements 

Setting   

     Location 2  

     Weather 4 4 

     Mood 4  

   

Character    

      Physical attributes 2  

      Psychological attributes 5 2 

   

   

   

Plot   

      Protagonist 2 2 

      Antagonist 2 2 

      Goal 4  

      Conflict 4  

      Suspense 4 2 

   

Literary devices   

      Similes 1  

      Metaphors 3  

   



 

 

 

Table 3: Story elements in Image 2  

 

Two participants used the terms “barefoot” and “young” to describe the physical features of the 

character in Figure 2. Two agreed on the term “given up”, while the remaining three used the 

terms “hopelessness”, “peace”, and “hope” respectively.   

 

Two participants acknowledged the protagonist in Figure 2 as a “man” and two participants 

specified the antagonist as “God”. Four participants indicated the protagonist’s goal, although 

they differed as to its nature, using descriptions such as “waiting for something”, “finding a real 

love”, “wants to be lifted up” and “looking for someone to save him”. Four participants 

mentioned conflict, while disagreeing on its causes. Finally, four participants noted elements of 

suspense in their narrations, with two agreeing that the man was “dropping the flower” and the 

others suggesting respectively that the man was “dropping everything” or had “lost his wife”.  

 

Four participants used literary devices in their descriptions. Of these, three were metaphors 

including “life is a desert”, “winds of change” and “apocalyptic”. The remaining participants 

used a simile in describing Figure 2, commenting that “it is like a chess board”. None of the eight 

participants agreed on a common theme. The themes that emerged were those of “climate 

change”, “seeking answers”, “awaiting love”, “contradictions”, “loss of a loved one”, 

“apocalypse now”, “awaiting to be lifted up” and “blaming God”. 

 

Having established the existence of story telling elements, the second part of the study explicitly 

invited students to write stories about the two images which were then considered in relation to 

the Hidderley-Rafferty model. In Image 1, there was a relatively narrow range of denotational 

responses. Respondents referred to the “man” (12), or to “he” (4) or to the “individual” (1). The 

man was in a “jar” (16) or “bell jar” (1), “glass jar” (1) or “jamjar” (1). Physical aspects of the 

man were noted: he was sitting cross-legged (2), with knees-up (1), and hands clasped (2), while 

one respondent described him in some detail as being middle-aged, little hair, dark smart shoes. 

He was sitting on a dark, flat surface (1). The screwtop lid was referred to four times, while there 
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were three references to the image as an image: it was a black and white photograph with a clear 

source of light and was artistically lit. There was only one mention of colour (blue).  

 

At the level of connotation, there was a broader range of interpretations, specifically the image 

was interpreted as being either a negative and rather frightening image, or in a more positive 

way.  Four respondents interpreted the image as “bottled up emotion” with the man being 

“miniatured” (1) in the jar. There were nineteen references to the notion of “fear” or “being 

trapped”. The goal was sometimes escape (5) while in one case it was diagnosis. Conflict took 

the form of fear of the unknown in some way (4) or inner turmoil (6), within which there was 

reference to mental illness and depression. Suspense was important in these stories: the man was 

waiting (6), having seen something horrible (2), or being looked at by others (2), and pleading to 

be released (2). The image provoked some use of highly literary language and simile: “anxiously 

he pressed his palms together and prayed”, the jar was seen as something medical (1) or 

scientific, with the man being a specimen (1) or a laboratory rat (1). Within the more positive 

interpretations, the man is seen as resigned (2), contemplative, thinking (7), pensive and 

meditative. He is content (3) and safe (4), and protected (1), however, although he is safe, safety 

can be limiting (1) or boring (1). His condition is seen as a status quo, and it might be for this 

reason that the conventional story elements relating to conflict and suspense are less marked.  

   

In the second image, the term “man” was used 11 times while “he” was used 17 times. Physical 

aspects were referred to: the man was “slim” (1), “young” (1), wearing a short sleeved shirt (3) 

which is dark (1), while the trousers (2) are pale (1). The scarf was mentioned nine times, and the 

overall effect was described as “light clothing” (1) and “casual” (1).  The man is bare-footed 

(10), and looking upwards (2). The man holds a “flower” (12), two respondents specifying that 

the flower is red. The term “rose” (6) is used to describe the flower although one respondent 

describes it as a poppy. “Sky” is mentioned eight times, and it is windy (8) with black clouds (4), 

stormy clouds (1), storms (3) and shadows (2).  There were six references to “desert” and earth 

that is parched (2), dry (5), cracked (4), grey (1). One respondent identified the landscape as the 

Bolivian Salt Flats.     

 



In terms of connotation, while the range is broader than the range of denotational interpretations, 

there were many references to trouble and despair: he was a “troubled soul”, a “jilted lover”, in 

“despair” (4), with “small hope”, “desolate”, speaking to God (2), “praying” (1) or “hoping” (1) 

for rain, having fallen on “bad times”. He is lonely (3) and vulnerable (3). For three respondents, 

this was a story about the end of a love affair or a lost love. There were eight references to 

“waiting”: for rain (1), for something to come down or to leave (1), maybe an aeroplane or a god, 

or something awful, or a storm. One respondent focused on the suspense element, writing that:  

 

“Even though he seems to be in the middle of nowhere, abandoned and has no way out, he’s 

standing his ground and going to face whatever is coming, in the hope that he can get through it 

– or perhaps he feels he has no choice and can’t see any hope even though it’s there (as he’s 

looking up at the sky and the storm, than the flower)”.   

 

The flower is referred to as signifier of “hope” (7), “happiness” (2), “transformation” (1),  

“romantic aspirations” (1) and “new life ahead” (1).  Another set of interpretations views the 

man as “confused”, “lost”, “stranded” or perhaps “dropped there” (3). This image signifies 

normality interrupted: perhaps he is about to be “taken away”(3), by an strange craft (1), UFO 

(1), “little green men” (1) or “aliens” (1).  The image might signify the end of the world: 

 

“Maybe he was just going about his daily business and the world started ending. That’s why 

there’s nothing around him and it’s desolate. He wasn’t expecting it. He’s looking up and maybe 

that’s because the end of the world is caused by extreme weather and he’s looking at it, or he 

sees God or a higher being (or whatever) that’s the cause of it maybe he just picked the rose up 

because it just happened to be left when his town/place of work/life got carried away.” 

 

These stories included elements of setting, of physical and psychological attributes of the 

characters, and elements of plot and literary devices. In addition, the stories suggest that the 

modality model is fairly robust when used with “writerly” images.  

 

Discussion 



In describing the two images, participants provided different narratives, which included themes 

such as imprisonment by choice, emotional burden, loss of a loved one and seeking answers. The 

presence of these themes supported Greisdorf and O’Connor’s (2002a) findings that users are 

capable of providing rich descriptions when viewing an image, while existing  indexing tools, 

however sophisticated, are limited in their ability to capture this richness (p. 7). Even when a 

description, such as a “man waiting to be lifted up” seemed irrational, this type of descriptive 

narrative revealed that users can complement expert-based and author-based descriptions. It also 

reinforced the concern of Rafferty and Hidderley (2007) that expert indexing is “single minded” 

(p. 399) because of its inability to capture the myriad detail that users might assign to images. 

 

In addition, disagreements between participants were apparent throughout their descriptive 

narratives, thus supporting the findings of Taylor and Joudrey (2009) that there is possibly more 

of an element of ambiguity in the interpretation visual materials as compared to non-visual 

materials (p. 308), although the model of image modality might suggest that such a claim needs 

to be a little more nuanced and specific. This was evident in some participants’ perception of the 

character in Figure 1 as scared and frustrated, while others thought he was calm and relaxed. 

Such variations illustrate the challenge of finding common perceptions among opposing points of 

view and creating a consistent system of indexing images.  

 

This study could not verify the view of Shatford (1986) that individuals from different 

professional spheres attach different meanings to images (p. 42) although participants came from 

a variety of disciplines. It would be worth investigating this point by asking questions such as: 

was the participant’s interpretation of Figure 2 as representing an artistic act influenced by prior 

interest or qualification in art? Or was another participant’s view that Figure 2 represented an 

apocalypse the result of a deep interest in natural disasters? In addition, the researcher could not 

verify the propositions that the meaning of an image changes with time (Rafferty & Hidderley, 

2005, p. 116), context (Duncum, 2004, p. 256), and the physical space in which the image is 

located (Becker, 1998, p. 88); or Brink, Squire and Bigelow’s (2006) suggestion that the 

grouping of images can lead to different interpretations (p. 716).  

 

The descriptions in both parts of the study reflected participants’ inclination to look for abstract 

levels of meaning, or for the aboutness of an image (Shatford, 1986, p. 45), and this confirms the 



findings of Jörgensen (2003), who believed that users seek images at the abstract level (pp. 97–

98). It has been suggested that any image system that cannot meet this requirement of users 

would be rendered ineffective (Enser, Sandom, Hare & Lewis, 2007, p. 468).  

 

Reflections on the study 

This study explored story-telling in relation to indexing practice. The first part of the study 

examined a small number of responses in some detail. This investigation established that story 

telling plays an important role in how people interpret images, and suggested that incorporating 

elements of storytelling in to the indexing process might be valuable in relation to indexing 

exhaustivity. Current tagging practice tends to be in the form of inputting individual terms or 

short phrases, in other words, it operates mainly on the paradigmatic plane. It may be that 

operating at the syntagmatic plane – through sentences and stories – would allow us to capture a 

broader range of interpretations.  

 

The second part of the study explored storytelling as an input method, in addition, it also tested 

the image modality model (Rafferty and Hidderley, 2005). The results of this study suggest that 

the model is robust in relation to “writerly” high modality contemporary images as well as the 

more “readerly” high modality contemporary images reported in the 2011 study. In addition, the 

results of this study tentatively suggest that a storytelling approach appears to encourage 

connotative responses. Comparing the results of the second part of this study with earlier work 

documented in Rafferty (2011), suggests that moving towards storytelling at the input stage 

produces more verbs in the responses and encourages a greater number, and so potentially a 

greater range, of connotative interpretations. One of the challenges in tagging is to encourage 

creative input while at the same time disciplining input. Earlier templates (e.g. Rafferty and 

Hidderley, 2005) have had limited success in practice. It might be that the ubiquitous form of the 

story would allow the development of a relatively structured but intuitive method of inputting 

interpretative content. If storytelling were to be developed as a method of indexing, it might be 

that analytical algorithms based on the conventions of the story could be used to identify and 

process story elements as individual terms.  

 



The goal for many scholars has been to design image retrieval systems which can capture 

meaning and develop indexing approaches at pre-iconographic, iconographic and iconological 

levels. The modality model might make a contribution in this regard. For high modal, 

contemporary images, denotation is relatively narrow, and this might suggest that at the 

denotative level the majority view is an appropriate one to use. Differences in interpretation are 

likely to come at the connotative level, and at this level, storytelling might offer a particularly 

rich input method, as it appears to encourage creative and more varied responses. It might be at 

this level that we should allow for a range of interpretative approaches to be made available. 

Following on, there is a question about whether it might be useful to use syntagmatic displays of 

text at output level, in other words, to show not just individual terms in search results but 

possible the stories themselves, or suitably edited versions.  

 

How might this aid retrieval and access to information? Such an approach might improve 

exhausitivity of indexing and might help with information seeking activities which are more 

serendipitous and possibly creative in nature. Informal studies undertaken in the classroom with 

popular music suggest that storytelling approaches might also work with music. In short, as the 

Web has allowed a greater number of people to search for more information, more easily and for 

more reasons, so we should be looking to developing creative approaches to information access.  

 

The current study was limited to two images from the same artist. The images allow for an 

investigation of the high modality, contemporary “writerly” image, but the image was still highly 

modal and iconic. It would be interesting in future to experiment with images that are more 

clearly indexical or symbolic, such as caricatures, abstract fine art and three-dimensional photos. 

In many ways, this study has raised more questions than answers. What drives users to assign a 

particular description to an image? What is the role of experience, education, gender, or prior 

knowledge in the process of interpreting an image? Would it be possible to relate this area of 

research to other disciplines such as psychology, philosophy, behavioural sciences and computer 

science? How is meaning constructed in the human mind? How do we make sense of our world 

through viewing images?  

 



This paper is an invitation to scholars and future students to investigate the possibilities of 

creating a story-based image system. As this topic is relatively new and interdisciplinary, there 

can be multiple approaches to it. Story telling adds richness to human inter-subjective 

communicative practice: it nudges us towards empathy, supports multivalent interpretation, and 

leads to an appreciation of other people’s opinions. It is our way of making meaning and sense of 

the world, and our place in the world, and its very fundamental nature might offer an always-

already template, or structure, for deep, connotative image indexing.  
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