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Abstract 

Purpose – This methodology paper aims to generate awareness of an interest in the techniques 

used in computer-based corpus linguistics, focusing on their methodological implications for 

research in library and information science (LIS). 

Design/Methodology/Approach – This methodology paper provides an overview of computer-

based corpus linguistics, describes the main techniques used in this field, assesses its strengths 

and weaknesses, and presents examples to illustrate the value of corpus linguistics to LIS 

research.  

Findings – Overall, corpus-based techniques are relatively simple, yet also powerful, and they 

support both quantitative and qualitative analyses. While computer-based corpus methods alone 

may not be sufficient for research in LIS, they can be used to complement and to help triangulate 

the findings of other methods. Corpus linguistics techniques also have the potential to be 

exploited more fully in LIS research that involves a higher degree of automation (e.g. 

recommender systems, knowledge discovery systems, text mining).  
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Originality/value – Over the past quarter century, corpus linguistics has established itself as one 

of the main methods used in the field of linguistics, buts its potential has not yet been fully 

realized by researchers in other fields, including LIS. Corpus linguistics tools are readily 

available and relatively straightforward to apply. By raising awareness about corpus linguistics, 

we hope to make these techniques available as additional tools in the LIS researcher’s 

methodological toolbox, thus broadening the range of methodological tools applied in this field.  

Introduction 

Are Library and Information Science (LIS) researchers creatures of habit? After examining the 

contents of twenty high-profile LIS journals published in 2005, Hider and Pymm (2008) 

identified ten different research strategies, but found that close to one-third of all the articles 

published utilized a survey-based research strategy. Likewise, an investigation by Turcios et al. 

(2014) revealed that of the eleven research methods employed in 2013, surveys remained the 

most popular, being used in 21% of the 307 articles reviewed for their study. Meanwhile, after 

completing a longitudinal investigation into the research methods used in LIS during the forty-

year period between 1970 and 2010, Gauchi Risso (2016) asserts that LIS needs new 

methodological developments, which should combine qualitative and quantitative 

approaches. 

One method that does appear to be gaining ground in LIS research is content analysis. While 

Hider and Pymm (2008) indicate that content analysis was used in just 4.8% of research articles 

published in 2005, this had risen to 13% in 2013 according to the study done by Turcios et al. 

(2014). As described by White and Marsh (2006):  

Content analysis is a highly flexible research method that has been widely used in library 

and information science (LIS) studies with varying research goals and objectives. The 



research method is applied in qualitative, quantitative, and sometimes mixed modes of 

research frameworks and employs a wide range of analytical techniques to generate 

findings and put them into context. (22) 

 

White and Marsh (2006) provide a selective list of 25 examples of studies in LIS that were 

carried out using content analysis during the 25-year period between 1991 and 2005. Many of 

these analyses were carried out manually, relying on a close reading of the material under study 

and deriving prevalent themes from it through interpretative methods. However, more recently, 

there is evidence that corpus linguistics techniques are beginning to emerge as a powerful 

complement to content analysis. Indeed, Baker et al. (2008) describe content analysis and corpus 

linguistics as a useful methodological synergy. 

Corpus linguistics is a methodology that originated in linguistics, but which can be applied in a 

wider range of fields connected to the Digital Humanities, including LIS. Indeed Digital 

Humanities (DH) is a key theme identified in the recent Trend Report produced by the 

International Federation of Library Associations and Institutions (IFLA, 2013). The goal of this 

paper is to introduce corpus-based methods to LIS researchers and to stimulate discussion on the 

potential of such methods for LIS research. The paper begins with an introduction to corpus 

linguistics, including a brief history. Next we describe the main quantitative and qualitative 

techniques used in corpus linguistics, supported by examples of actual and potential applications 

of such techniques in LIS research. Finally, we discuss some of the implications of corpus 

linguistics for LIS research, before offering some concluding remarks. 

What is corpus linguistics? 

A very simple description of corpus linguistics is the study of language based on examples of 

real-life use (McEnery and Wilson, 1996). When it was first introduced in the 1960s, there was 



considerable debate as to whether corpus linguistics constituted a theory, a branch of linguistics, 

or a methodology. However, in more recent years, the dust has begun to settle and there is now 

widespread agreement that corpus linguistics is a methodology whose techniques can be applied 

across nearly all branches of linguistics. Indeed, since the late 1980s, it has gone on to become an 

increasingly prevalent methodology in the field of linguistics, witnessed by the establishment of 

the International Journal of Corpus Linguistics by the John Benjamins Publishing Company in 

1996, followed by a spate of introductory textbooks on the topic (e.g. McEnery and Wilson, 

1996; Biber et al., 1998; Kennedy, 1998; Oakes, 1998). Now there is a considerable body of 

literature describing many aspects and applications of corpus-based techniques in all areas of 

linguistics. 

Corpus linguistics is an empirical approach that involves studying authentic examples of what 

people have actually written or said, rather than hypothesizing about what they might or should 

say. It is often contrasted with other methods of gathering linguistic evidence, such as 

introspection (sometimes referred to as armchair linguistics), where a linguist relies on his or her 

own intuitions and judgment about what constitutes an acceptable usage, or casual citation, 

where a linguist observes and records the language-related behaviour of family, friends or 

strangers.  

In contrast, and as its name suggests, corpus linguistics requires the use of a corpus. Strictly 

speaking, a corpus is simply a body of text; however, in the context of corpus linguistics, the 

definition of a corpus has taken on a more specialized meaning. According to Bowker and 

Pearson (2002), a corpus can be described as a large collection of authentic texts that have been 

gathered in electronic form according to a specific set of criteria. A key observation made by 

Kennedy (1998) is that rather than initiating corpus research, developments in information 



technology changed the way we work with corpora, such that corpus linguistics is thus now 

inextricably linked to the computer. With the help of a computer, researchers can store huge 

volumes of text, retrieve particular instances of words or phrases quickly and exhaustively, and 

sort and display this textual data in different ways, thus facilitating interpretation. 

Who uses corpus linguistics? 

Lexicographers – the people who compile dictionaries – were the first type of linguist to 

popularize corpus-based techniques (Sinclair, 1987). As described by Biber et al. (1998), 

lexicographers are interested in finding answers to questions such as what meanings are 

associated with a particular word, what is the frequency of a word relative to other related words 

(e.g. synonyms), and what words commonly occur with a particular word (e.g. collocations). 

Another group who became early adopters of corpus-based techniques were language teachers. 

The biennial Teaching and Language Corpora (TaLC) conferences, first held in 1994 and most 

recently in 2016, serve as a forum for teachers, researchers and software developers to share their 

ideas on how corpus resources and tools for analysis can assist in language teaching. It is now 

well-known that corpus examples are valuable in language learning because they expose students 

at an early stage in the learning process to the kinds of sentences and vocabulary that they are 

likely to encounter when reading genuine texts or in real communicative situations. Frequency 

data is also useful in a language learning context because it can help language learners to focus 

their vocabulary building efforts on those words that appear most frequently in a given language. 

Since these early adopters, many other types of linguists – including grammarians, semanticists, 

sociolinguists, historical linguists, dialectologists, and translators – have used a variety of 

corpus-based techniques to further their understanding of different aspects of language. And now 



corpus-based methods are beginning to attract attention in other domains too, including the 

broader Digital Humanities as well as LIS. But what exactly are these techniques? As we will 

discover in the next section, basic corpus linguistics techniques are simple yet powerful, and they 

can be applied in various types of LIS research. 

What techniques are used to process corpora? 

Corpus linguistics techniques are essentially based on two things that computers are very good 

at: number crunching and pattern matching. Among the most fundamental corpus processing 

techniques we find measures of frequency and KWIC concordances. These techniques facilitate 

both quantitative and qualitative analyses, and as such, corpus linguistics can respond to the plea 

made by Gauchi Risso (2016) for LIS to adopt new methods that support both types of analysis. 

Number crunching: Measures of frequency 

Consider that a corpus is a text file. It could be made up of tens, hundreds or thousands of 

documents and may run to hundreds of thousands or even millions of words. Trying to count the 

number of words, or the number of times each word occurs, would be a time-consuming, labour-

intensive and error-prone process if it were done manually. However, this type of work is easily 

accomplished by a computer, and corpus analysis software can be used to calculate several 

different measures of frequency, including raw frequency counts (e.g. word lists), measures of 

disproportionate frequency (e.g. keyness), and measures of relative frequency (e.g. collocations). 

 

Word lists 



Firstly, a corpus analysis tool can quickly and easily count the number of words (tokens) and the 

number of different words (types) in the corpus and then display this information in different 

ways. As illustrated in Figure 1, the most basic lists show the words in alphabetical order 

alongside the number of occurrences of each, or in order of descending or ascending frequency. 

A more sophisticated variation is a lemmatized list, where words that share the same base form 

are grouped and counted together. For example, in a lemmatized list, the forms eat, eats, eating, 

eaten, and ate would be considered to be one form or lemma, and the total number of 

occurrences for that lemma would be calculated. A stop list, which is a list of words that should 

be ignored by the computer, can also be introduced. A commonly used stop list is one that 

instructs the computer to ignore function words, such as articles, conjunctions and prepositions, 

and to focus on the content words, which are words that have semantic meaning. However, any 

kind of stop list can be developed depending on the goal of the investigation. 

In linguistics, word frequencies can be useful for lexicographers and language teachers, as 

mentioned above. In LIS, a relevant application is in the context of controlled vocabularies. 

Often, multiple possible terms could be used to describe a subject, but in order to reduce 

ambiguity and improve retrieval, authorized terms must be selected by LIS professionals. 

Authorized terms are chosen based on the principles of user warrant (what terms users are likely 

to use), literary warrant (what terms are generally used in the literature and documents), 

and structural warrant (terms chosen by considering the structure and scope of the controlled 

vocabulary). Although frequency is not the only relevant measure, it can certainly provide an LIS 

professional with valuable information to help them choose appropriate authorized terms. 



 
Figure 1. Screenshots of word lists generated by the corpus analysis software WordSmith Tools. The word list on 
the left-hand side is displayed in alphabetical order with frequency counts to the right, while the list on the right-
hand side is displayed in order of descending frequency. 

Because corpora are samples of authentic language use, frequency data drawn from a corpus can 

help an LIS professional to better understand literary warrant of a given text collection. For 

instance, LIS researchers Anguiano Peña and Naumis Peña (2015) describe how corpus-based 

techniques can be applied to help establish indexing languages. In particular, they note that 

frequency measures can be useful when extracting candidate terms from a corpus because those 

lexical units that appear very infrequently and with scant literary warrant are filtered out 

(Anguiano Peña and Naumis Peña, 2015). 

Keyness 

Although raw frequency can be a potential indicator of a word’s importance in a text, it is not 

sufficient as a sole measure of identifying the subject of a text. In addition to a frequency count, 



a corpus analysis tool can calculate the keyness of a given term. Scott and Tribble (2006), 

describe keywords as items of unusual frequency in comparison with a reference corpus. To 

identify keywords, a corpus analysis tool compares the contents of a particular text against a 

much larger reference corpus to identify those words in the text that are unusually frequent as 

compared to their frequency in the reference corpus. In other words, keyness is a measure of the 

frequency of disproportionate occurrence. It also important to note that keyness is a textual 

feature, not a language feature, which means that a word has keyness in a certain textual context, 

but this same word may not have keyness in other contexts. Scott and Tribble (2006) illustrate 

keyness using the example of Shakespeare’s plays. By taking the play of Othello as the specific 

text to be examined, and comparing this against a reference corpus of all 37 of Shakespeare’s 

plays, we can see which words are key to the play of Othello (see Figure 2). 

 

Figure 2. A screenshot of the keywords generated by WordSmith Tools for the play Othello, when the text of this 
play is compared against a reference corpus containing all 37 of Shakespeare’s plays.  

The notion of keyness in corpus linguistics is directly pertinent to the notion of aboutness in LIS. 

In 2007, for example, researchers working at the Laboratoire de représentation des 



connaissances (knowledge representation lab) at the Université de Paris-13 incorporated corpus 

linguistics techniques for identifying keyness into a system intended to automatically construct 

back-of-the-book indexes (Nazarenko and Aït El Mekki, 2007). They summarized their results as 

promising and encouraged members of the information science and linguistic communities to 

work more closely to find solutions to issues of common interest.  

While Nazarenko and Aït El Mekki’s work focused on back-of-the-book indexes, the use of 

corpus linguistics techniques such as keyness identification also hold promise for other types of 

indexing (e.g. for research databases). For instance, Bowker et al. (2015) conducted a pilot study 

using a freely available online corpus analysis tool called TermoStat, developed by linguistics 

professor Patrick Drouin (2003). Bowker et al. used TermoStat to generate keywords for four 

academic papers, and then compared the usefulness of these keywords for retrieval purposes 

against the ones generated by professional indexers, authors, and users. They found that there 

was complementarity among the lists, and suggested that such automatically-generated keywords 

could be a useful starting point for or supplement to the work of professional indexers. 

Meanwhile, Kehoe and Gee (2011) build on the concept of keyness to find the key tags assigned 

to pages in the social bookmarking site Delicious. According to Kehoe and Gee, key tags are 

those tags from the social tagging lexicon that best describe the content of a particular web page. 

In other words, from a retrieval point of view, they are the tags that make a web page stand out 

from the crowd. With the help of a corpus analysis tool called WordSmith Tools, developed by 

linguistics professor Mike Scott (2015), Kehoe and Gee compare the tags assigned to an 

individual web page in Delicious with those assigned to all web pages in Delicious to identify the 

key tags. In explaining their approach, these researchers argue that, as online textual holdings 

continue to increase in size, further linguistic insight will be vital to ensure that social tagging 



sites continue to function effectively and that the power of social tagging as a window to the 

views of large numbers of readers can be harnessed effectively. Kehoe and Gee (2011) go on to 

note that specialists in a variety of fields have begun to examine the aboutness issues in social 

tagging, and they indicate that their paper describes what is, to the best of their knowledge, the 

first attempt to apply corpus linguistic methods. 

Another potential application of keyness, which does not appear to be attested in the LIS 

literature, is in the context of recommender systems. For instance, Beel et al. (2016) conducted a 

review of over 200 research articles that were published on research-paper recommender 

systems, observing that content-based filtering was the most commonly adopted approach. 

According to Beel et al. (2016), the content-based filtering approaches mainly utilized papers 

that the users had authored, tagged, browsed, or downloaded. None of the approaches seem to 

have incorporated the notion of keyness as used in corpus linguistics; however, it would be very 

interesting to determine if this technique could be integrated into recommender systems to see if 

this could enhance the results. 

Collocations 

In addition to calculating raw frequency counts and measures of unusual frequency, corpus 

analysis software can also carry out calculations that measure the relationship between different 

words in the corpus. In linguistics, for example, collocations are words that hang around together 

or are typically found in each other’s company. Some common collocations for the word book 

include read, check out, rare, and second-hand. A computer can measure the strength of 

collocation between two words in a corpus by determining whether these two words appear 

together with a frequency that is greater than chance. Essentially, the computer can determine 



whether the two words appear next to each other more often that we might expect, based on what 

we know about their individual frequencies. In other words, the computer can tell us whether or 

not this is an accidental pairing. One commonly used formula to determine whether two words 

are collocates is mutual information (MI) (Oakes, 1998). To calculate MI, the computer 

compares: 

 the probability of the two words appearing together if they are independent (p(w1)p(w2)); 

and 

 the actual probability of the two words appearing together (p(w1w2)). 

 

Figure 3 illustrates the collocates of the word academic as found in a corpus about the 

participation of librarians in a university’s quality assurance process for academic programs. As 

we can see, words that most typically appear in the company of academic in this corpus include 

librarians, program, and unit(s), among others. 

 

Figure 3. A screenshot of the collocates generated for the word academic in a corpus about librarians’ participation 
in program reviews in postsecondary institutions. 

How might collocations be used in the context of LIS research? In a volume on trends in LIS 

research in Europe, Greene and McMenemy (2012) make a convincing case for the value of 

triangulating data by using multiple methods, particularly combinations that include both 



quantitative and qualitative techniques, in LIS research. Employing both content analysis and 

corpus linguistics techniques, Greene and McMenemy (2012) use a corpus of 51 policy 

documents to investigate the impact of neoliberal ideology on public libraries in the United 

Kingdom. Although collocation analysis can be done manually, without the support of corpus 

linguistics tools, a purely manual approach presents a number of risks. Firstly, the number of 

documents that can be analyzed manually tends to be relatively small. In addition, when 

collocations are identified manually, they are not usually statistically calculated. Therefore, 

information regarding their statistical significance, the collocation span, or any frequency 

thresholds, is not usually provided. Such approaches may miss or disregard strong non-adjacent 

collocates, or include non-significant collocates in the analysis. For their study, Greene and 

McMenemy (2012) use AntConc, a freeware corpus analysis tool developed by linguistics 

professor Laurence Anthony (2006), to analyze the policy documents in various ways, including 

collocation analysis. In one example, Greene and McMenemy (2012) investigate collocates of 

the term “rights” in the policy documents, which include human, access, democratic, 

fundamental, cultural, borrowing, management, welfare and digital. According to Greene and 

McMenemy (2012), their approach reflects the linguistic turn in the social sciences and 

humanities which emphasises the role of language in the construction of social reality. 

Pattern matching  

The preceding sections have demonstrated how the superior number crunching abilities of 

computers can be harnessed by researchers to support various types of quantitative linguistic 

analyses that are relevant to LIS research. However, quantitative findings need to be interpreted, 

and corpus linguistics also includes techniques that support qualitative analysis. In this section, 



we will consider how another strength of computers – pattern matching – can be incorporated 

into corpus-based methods for the benefit of LIS researchers.  

KWIC concordances 

A concordancer is a corpus analysis tool that retrieves all the occurrences of a particular search 

pattern in its immediate contexts. This information is typically displayed using a format known 

as key word in context (KWIC), as illustrated in Figure 4. In a KWIC display, all the occurrences 

of the search pattern are lined up in the centre of the screen with a certain amount of context 

showing on either side. The amount of context can typically be expanded or contracted as 

desired. As was the case with the word frequency lists discussed previously, it is possible to sort 

concordances so that it becomes easier to identify patterns that might otherwise go undetected. 

Common ways of sorting concordance lines include alphabetically according to the words 

preceding or following the search pattern. 

 

Figure 4. A screenshot of a KWIC concordance for the term librarian generated using the WordSmith Tools 
concordancer. 

In addition to exact string searching, concordancers permit more sophisticated search patterns, 

allowing users to conduct lemmatized searches, case-sensitive searches, wildcard searches, and 



searches using boolean operators or other regular expressions. Regardless of the type of search 

pattern entered, the benefit of using concordance lines as a source of linguistic evidence is that 

they reveal the context in which individual occurrences of words are found.  

In a corpus-based approach, researchers might begin with an examination of relative frequencies 

and statistically significant lexical patterns in the corpus, and then follow this up with a close 

qualitative analysis of examples of those patterns in context as presented by a concordancer. 

Indeed, this approach was taken by Greene and McMenemy (2012) in their study of the public 

library policy documents. As mentioned above, they first used frequency measures to determine 

which words and collocations were significant in the corpus, and they then proceeded to use 

KWIC concordances to study these occurrences in more detail (Greene and McMenemy, 2012). 

In their closing remarks, Greene and McMenemy (2012) state that their chapter contributes to 

wider discussions and trends within public librarianship surrounding methods and 

methodologies. Notably, it illustrates the value of combining quantitative and qualitative 

methods; moreover, it adds to the growing trend towards the triangulation of methods.   

Lexical patterns that reveal semantic relations 

Another way in which linguistic researchers have used concordancers is to search for lexical 

patterns that reveal underlying semantic relations. In lexicography, understanding the relations 

between concepts is important for constructing definitions. In LIS, understanding the relations 

between concepts is important for developing classification schemes and ontologies. For 

instance, in controlled vocabularies, broader terms and narrower terms are used to indicate 

hierarchical relations. Meanwhile, in the context of information retrieval applications, semantic 



relations help the user to browse concept systems for appropriate search terms and enable query 

expansion. But how can these relations be identified in a corpus? 

It has long been suggested by linguists (e.g. Cruse 1986) that certain lexical patterns have the 

potential to reveal underlying semantic relations. For example: 

 an X is a Y that has characteristics A, B and C (“is a” indicates a hypernymic or generic-

specific relation) 

 an X has a A, B and C (“has a” indicates a meroynymic or part-whole relation) 

 an X is used to A, B and C (“is used to” indicates a functional relation) 

 X results in A, B and C (“results in” indicates a causal relation) 

 

In recent years, numerous linguists have contributed to the development of detailed inventories 

in many languages that list lexical knowledge patterns which reveal underlying semantic 

relations (e.g. Marshman et al., 2002, 2008; Soler and Alcina, 2010; Schumann, 2011). Using the 

KWIC concordance feature of WordSmith Tools, Bowker (2003) illustrates how corpus search 

techniques that combine both a search term and a lexical pattern can be used to retrieve 

knowledge-rich contexts that contain useful information about semantic relations. She then posits 

that incorporating these inventories and associated search techniques into knowledge discovery 

tools could enhance information retrieval results for users. This notion is taken up and explored 

more fully by a number of researchers who contributed to the volume Probing Semantic 

Relations (Auger and Barrière 2010), which presents a state of the art of research trends in the 

area of knowledge extraction from corpora using linguistic patterns. 

Semantic prosody 

The term semantic prosody was coined by linguist Bill Louw (1993), and it refers to a linguistic 

phenomenon whereby a lexical item that, in and of itself, does not contain any evaluative 

meaning, takes on a favourable or unfavourable attitudinal meaning by virtue of the lexical 



environment in which it is typically found. For instance, the adjective habitual is defined in 

Webster’s online dictionary simply as “doing, practicing, or acting in some manner by force of 

habit”. It would seem, therefore, that habitual is not inherently negative, since there are plenty of 

good habits in which people could engage. However, a corpus-based examination of habitual 

(Bowker, 2001) has revealed that this word keeps ‘bad company’, typically being used to modify 

lexical items such as criminal, drunk, drug user, gambler, liar, thief, and offender. Given that 

habitual appears so frequently in such unfavourable environments, it begins to take on an 

unfavourable semantic prosody itself, to the extent that it might seem strange or unnatural to 

encounter this lexical item in a favourable environment. (Warning: If we ever hear someone 

described as a habitual librarian, it may not be intended as a compliment!) 

Prosodic meanings are part of the language system, and semantic prosody is not a new 

phenomenon. However, as pointed out by Louw (1993) and echoed by Stubbs (1995), until 

recently, semantic prosodies remained largely hidden and therefore relatively unexplored 

because they are not easily accessible through intuition or introspection. In addition, they cannot 

always be investigated using quantitative measures such as collocation because semantic prosody 

does not focus on any specific lexical pairing, but rather on a set of different words that appear in 

the vicinity of the search term. It is possible that individual members of this set may not be 

statistically significant collocates; however, when the members of the set are viewed together, 

the semantic prosody becomes apparent. The availability of corpora and concordancers, which 

make it possible to study a given lexical item (e.g. habitual) in multiple contexts, has made it 

possible to conduct more detailed investigations of semantic prosody – an example of Digital 

Humanities in action.  



With regard to its application in LIS research, Curado Fuentes (2001) undertakes a corpus-based 

description of the language used in several different specialized domains, including the domain 

that he describes as Librarianship and Information Management (LIM). The corpus contains 

research articles, textbooks and technical papers on the subject of LIM, which are analyzed both 

quantitatively and qualitatively with the help of the WordSmith Tools corpus analysis software. 

In addition to using the quantitative techniques described in previous sections (e.g. frequency, 

collocations, keyness), Curado Fuentes (2001) also carries out a qualitative study of the semantic 

prosody of the term access in LIM by examining this term in multiple contexts in the specialized 

corpus with the help of the concordancer. 

Discussion and implications of corpus linguistics for LIS research 

As we have seen in the previous sections, corpus linguistics is not a single method. Rather, it 

employs a set of different techniques which are related by the fact that they are performed on 

large collections of electronically stored, naturally occurring texts.  

An advantage of adopting a corpus-based approach is that it offers researchers a reasonably high 

degree of objectivity because it enables them to approach the texts (relatively) free from any 

preconceived or existing notions regarding their linguistic, semantic or pragmatic content. Many 

corpus linguistics techniques are quantitative and make use of statistical measures, which are 

performed by corpus analysis software. However, corpus-based analysis does not merely involve 

getting a computer to objectively count and sort linguistic patterns or apply statistical algorithms 

onto textual data. Input from the researchers is required too. For instance, they need to determine 

which corpus-based techniques are to be applied to the data, and what the cut-off points of 

statistical significance should be. Then, informed by the quantitative findings, researchers must 



decide what is to be studied in more detail, which often includes qualitative analysis (e.g. 

examining concordance lines). In other words, corpus analysis software can carry be used to 

carry out preliminary processing, but the evidence must be interpreted by the researcher. 

Another major advantage that is offered by corpus methods is that is possible to consult a much 

large collection of texts than would be feasible in a manual study. As noted above, linguistic 

phenomena such as collocation and semantic prosody are more easily discerned when analyzing 

large volumes of data, and they are therefore less accessible when manually analyzing a small 

number of texts. Findings based on a large data set are likely to be more generalizable and 

reliable than findings based on a small data set. Of course, a concern when working with large 

volumes of text is that it may be difficult to know where to focus attention. Fortunately, corpus 

linguistics techniques can help to provide a sort of map of the corpus, identifying areas of 

interest for a close analysis. For instance, keywords and collocates can be used as search terms in 

the concordancer, which will then retrieve KWIC examples for inspection. Meanwhile, the 

combination of search terms and lexical patterns that reveal semantic relations can be used to 

identify knowledge-rich contexts within the corpus, which can then be studied in concordance 

lines. 

A corpus-based approach can also be iterative in that these qualitative findings can in turn 

become a source for further quantitative investigation. For instance, since concordance analysis 

looks at a known number of concordance lines, the findings of the qualitative analysis can be 

grouped (e.g. themes relating to a specific word) and then quantified in absolute and relative 

terms to identify possible patterns (e.g. the tendency of a particular words to be associated with 

particular themes). 



However, corpus-based techniques also have some weaknesses. For instance, corpus analysis 

tends to focus on what has been explicitly written, rather than on what could have been written, 

or what is implied, inferred, insinuated, etc. Moreover, pragmatic devices cannot be readily 

analysed through corpus linguistic means. A research project may therefore require a researcher 

to step outside the corpus in order to consult other types of information or use additional 

techniques such as text mining (e.g. Seadle, 2017) to arrive at a fuller understanding of the issues 

under investigation.  

Concluding remarks 

Overall, corpus-based techniques are relatively simple, yet also powerful.  User-friendly corpus 

analysis software, such as WordSmith Tools or AntConc, can be used to calculate various 

measures of frequency, search for words or patterns, and sort and display the results in a variety 

of formats that make it easier for researchers to interpret the results. While corpus methods alone 

may not be sufficient for research in LIS, they can be used to help triangulate the findings of 

other methods. 

For instance, in the context of LIS research, corpus methods can be employed as a complement 

or supplement to content analysis. They can be used as an entry point or at a subsequent stage of 

the research, thus feeding into a virtuous research cycle. Partington (2003) presents a scalar view 

of the uses of corpus linguistics as a methodology, which points towards a rationale for using 

corpus-based methods to carry out content analysis:  

At the simplest level, corpus technology helps find other examples of a phenomenon one 

has already noted. At the other extreme, it reveals patterns of use previously unthought 

of. In between, it can reinforce, refute or revise a researcher’s intuition and show them 

why and how much their suspicions were grounded. (12) 

 



Corpus linguistics techniques also have the potential to be exploited more fully in LIS research 

that involves a higher degree of automation. For instance, corpus linguistics techniques for 

identifying keyness could potentially enhance recommender systems, while corpus-based 

methods for identifying semantic relations based on lexical patterns might prove useful for 

knowledge discovery systems. Corpus-based approaches may also contribute to tasks such as 

text mining, which combines linguistic, statistical and machine learning techniques. 

In closing, corpus linguistics can be another tool to add to the LIS researcher’s methodological 

toolbox. Moreover, given that its techniques support both quantitative and qualitative analyses, 

corpus linguistics responds to Gauchi Risso’s (2016) recent call for a methodology that has both 

qualitative and quantitative aspects. It has been twenty-five years since corpus-based methods 

took a firm hold in the field of linguistics, and we can now safely say that corpus linguistics is 

not just for linguists anymore. We hope this paper will stimulate discussion about the potential of 

corpus techniques for enhancing LIS research in a variety of ways. Don’t become a “habitual 

LIS researcher” – give corpus linguistics a try! 
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