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Abstract
We consider the target control problem for hybrid systems with

linear continuous dynamics. The system is modelled as a hybrid

automaton. Control action is applied on the discrete level, while

the continuous dynamics is subject to constant or set valued

disturbance. The proposed controller ensures that the system can

be transferred from any point of an initial set to a target set of the

hybrid state space. A control design algorithm based on

reachability analysis is proposed. For the implementation of the

algorithm approximate reachability analysis is employed. This

involves under-approximation of reachable sets under linear

continuous dynamics. The algorithm is applied to a batch control

problem.

1 Introduction
The incorporation of discrete dynamics in the modelling of

physical systems, which were traditionally modelled by
continuous dynamics, has led to hybrid systems. There has been a

considerable effon to develop theoretical frameworks and models
for hybrid systems. But because of the complex interaction of

continuous and discrete dynamics, strong analytical results are not

available yet. Besides, computational methods and more

specifically reachability analysis are the alternatives for efficient
analysis and control.

This paper presents a computational method, based on reachability
analysis, for the synthesis of control laws for the target control

problem [18], [19]: Given a hybrid system, a set of constraints on
the evolution of both continuous and discrete states, an initial and

a target region in the hybrid state space, do there exist control laws

that ensure that the system can be transferred from the initial to the

final region without violating the constraints? Control action is

considered only on the discrete level, i.e. there is no control on the

continuous dynamics. The target control problem is of great

practical value. For instance, design problems on process systems

that deal with batch material flows [7], [8J, [9J, [12], can be seen
as hybrid target control problems. In such systems material flows

go through a number of stages of various treatment, e.g., heating,

cooling, mixing, reaction, separation, buffering etc., till the

process reaches a desired final state. Then the system is initialised

and the next batch goes through the same process.

The target control problem was originally addressed in [12] and

mainly in [18] for hybrid systems with integrator continuous

dynamics. We extended this initial result to linear hybrid systems

in [19], where the continuous dynamics is governed by rectangular

inclusions. In this work we make a further extension to hybrid

systems with linear continuous dynamics of the form x= Ax +u .

The disturbance signal u is either constant or it has a set valued

uncertainty. We model the hybrid system using hybrid automata,

Le. finite state machines equipped with continuous variables. The

control synthesis is based on the notion of controllability for

hybrid automata, as defined in [18]. and backward reachability
analysis. In the case of integrators or rectangular inclusions,

"exact" backward reachability analysis is performed by employing

quantifier elimination techniques. However, this not the case for

systems with richer dynamics, where in general reachable sets

cannot be expressed in closed forms. The only exceptions so far

concern some special classes of linear [IS] and non-linear [17]

vector fields. Hence, for our purposes we resort to approximate

reachability analysis. Since our objective is control design, we are

interested in under-approximations of backward reachable sets.

Although there exist quite a few reliable techniques for over­

approximating reachable sets, both for linear and non-linear

systems [IJ, [2]. [3], [5J, [6], [IOJ, [16J, [20J, the under­
approximation problem has proved to be a lot harder. The results
in [11] and [20] are for linear systems and in discrete time only. In

this work, we present an under·approximation scheme adopting

the over·approximation techniques proposed in [1] and [4J.

The paper is organised as follows. In section 2 the hybrid automata

framework as wen as the target control problem are formally
defined. In section 3 we propose the solution to the target control

problem as the output of a semi-decidable algorithm. Next, in

section 4, we deal with the technicalities of that control design

algorithm and namely with the under-approximation of reachable

sets. In section 5 our results are applied to a simplified batch

control problem. Finally, in section 6 conclusions and directions

for further research are given.

2 Problem Statement
2.1 Modelling Framework
The hybrid automaton is the basic entity of our analysis.

Definition 1 A hybrid automaton is a tuple

A" (X,Q,lNV,j,T.c.G) where:

• X ｾ 9\n is the continuous state space defining the

continuous part of the plant state space x(t) EX.

• Q is the finite set of discrete control locations qE Q . The

pair Qx X gives the global or hybrid state of the system.

• INV : Q ｾ 2X assigns to each control location qE Q an

invariant set INV(q) eX. The continuous state must lie

in this set as long as the system resides in the corresponding

location q .
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• f :Qx x ｾ 2x assigns to each location a continuous

vector field x= Ax +u , with A E 9\llxn and u E U • where

U is in general a convex polyhedral set in 9\".

• T =Tc V Tu I:;: QxQ is the set of discrete transitions

between control locations. Tc is the set of controllable

transitions while Tu is the set of uncontrollable transitions.

• c :T ｾ 9\+ is a cost function that assigns a positive real

number to each transition.

• G: T -> 2X assigns to each (q,q')E T a guard set G(q,q')

such that G(q, q') (', INV(q),;, 0. Guards represent the

switching conditions that the continuous state must satisfy in
order for a transition to take place.

AU the sets involved in the above definition are considered closed
and compact. Uncontrollable transitions take place as soon as the
continuous state enters the corresponding guard set. For that

reason the involved guard set G(q,q') is defined as a hyper-surface

on the boundary of the invariant set INV(q) rather than a full

dimensional set in 9\Tl. Uncontrollable transitions model physical

requirements, such as safety and security, and we are not allowed
to ignore or modify them. They are intrinsic features of the system
and we have no control on them. In the case of controllable
transitions. the moment that the transition takes place is a design
variable. An external system (controller) orders the transition
when certain conditions, subject to design, are satisfied. If there is
no controller imposed on the automaton, we assume that the

transition takes place anytime while x E G(q, q') .

The introduction of the cost function c in the definition of the

hybrid automaton, provides us with greater design flexibility.
Having defined transition costs, we can penalise the use of certain
transitions. For instance, in a realistic system we may not want to
use a sensitive switch or valve very often. So during our design

process, by assigning costs to transitions, we take into account this
kind of requirement.

Finally. without loss of generality, we assume that there are no
resets or jumps in the values of the continuous variables when
transitions are taken. Of course the extension of our results to
automata that accept reset maps is straightforward at the price of
some extra notation.

2.2 Control Objective
Given the plant, modelled as a hybrid automaton, and a
specification for the desired behaviour our objective is to derive a
controller that guarantees the correct evolution of the system
dynamics according to the specification. For our purposes,
assuming full observability of the hybrid state. the controller is

considered to be a map C: L ｾ 2Q , where L is the set of all

control sequences l(i) = (n(i),Gj'(n(i),n(i +1))). n denotes a

sequence (path) of control locations q E Q, while G* is the

sequence of the control guards. The control guards

Gj(·,·) ｾ G(·,.) are the design parameters of the proposed

controller. As long as the continuous state x satisfies the

predicate G;(q,q') at the location q =1r(i) and given that

(q,q') E Tc ' the controller can either order the transition (q.q') to

the next location q'= 1r(i +1) or "idle" for some time and order it

later. In either case the idling period stops and the controller orders

the transition just before the condition xE Gj(q,q') becomes

false. The idling period reflects design margins. However, in our

framework we consider no restrictions over the duration of idling.
Following this strategy, the controller "drives" the system along

the path 1r. Note that there may be the case where

x E G(q, q") with q =n(i) and q",;, n(i + I). In this case the

controller prevents the transition (q,q") since q"-::t:. 1r(i + 1).

Finally, we cast the target control problem as follows: "Given a

hybrid automaton A, an initial set I =qO x Xo and a target set

F =qF x XF, design the control sequence such that all

trajectories initiating from I reach F with the least overall
transition cost".

3 The Solntion
3.1 Controllability Analysis
In this section we propose the semi-decidable algorithm for the
solution of the target control problem. The key notion behind the
algorithm is this of controllability for hybrid automata [18].

Definition 2 An acceptable path 1C =qO, ... ,qF of a hybrid

automaton A is a sequence of control locations, along which
there exists a switching strategy such that all trajectories initiating

from initial set I =qO x Xo reach the target set F =qF x XF .

Definition 3 A hybrid automaton A is controllable with respect

to the initial set I and the target set F. iff it has at least one
acceptable path 1C .

From the above definitions we infer that in order to derive a

switching strategy, that drives the system from I to F • it suffices
to check controllability along paths of A between the initial and
the target location. In essence checking controllability along a

path 1r is a backward reachability problem. Starting from the

target set F we ask to compute the set of states W • from which

F is reachable by the evolution of the continuous and discrete
dynamics. We iterate this computation over 1r till the initial

location qO is reached. If I ｾ W then 1r is acceptable. For the

computation of W the following two operators are required.

Definition 4 Given a set Y =qy x Xy, with qy E Q and

Xy ｾ X , and a vector field f, the continuous predecessor

operator prec : 2QxX ｾ 2QxX is defined as:

prec(Y) = {(q,X)E INV(q) 131;' O\1x' =x+ !fq(T)dT: (q,X')E Y}

Definition 5 Given a set Y =qy x Xy, with qy E Q and

Xy ｾ X , the discrete predecessor operator

pred : 2QxX -> 2QxX is defined as:

pred(Y) ={(q,X)E INV(q) 13q3xE G(q,q'): (q', x) E Y}

Intuitively, the continuous predecessor operator defines all the

states, which can reach a set Y by the evolution of the continuous
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dynamics only. Similarly. the discrete predecessor operator

defines all the states that can reach Y by discrete transitions only.

After these definitions. the algorithm that perfonns controllability

analysis along a path 1! is the following:

Controllability analysis along 1r

1r:= qO, ... ,qF • m:= length(1r)

W1r(m) := pree(F)

for i=m-l downto I

W1r(i) := pred(W1r(i+l»)

Gi := W1r(i)

W1r(i) := pree(W1r(i»)

end
if I\;;W

n : acceptable

end

3.2 Control Synthesis
Controllability analysis along a path n . is the main subroutine of

the algorithm for the solution of the target control problem. Before

presenting its steps we need to define the value v(n) of a path n .

Definition 6 Let 1r = qO•...• qF be a path of a hybrid automaton

A. Its value v(n) is defined by the sum

m-l

v(1r) = L c(1r(i),1r(i + I))

i=l

Hence, the logical diagram of the control synthesis algorithm is

depicted in figure I. while its steps are the following:

Step 1: The algorithm ranks the K shortest paths from the initial

location 90 to the target location qF in ascending order of value

v(·) and stores them in a list. For that reason. a generalisation of

the Dijkstra's shortest path algorithm [13J,[14J is employed.

Step 2: We check controllability along the first path 1C = qO•...• qF

of the list. If the path is acceptable the algorithm terminates

successfully. If not. 1C is removed from the list and we proceed to

step 3.

Figure 1: Control Synthesis Algorithm

Step 3: We iterate the steps 2 and 3 for all the identified paths of

step 1. If after testing the Kth path there is no acceptable path
found. the algorithm terminates with a negative output.

From a theoretical point of view. if the algorithm terminates in
step 3 and no acceptable path has been found. we can not claim

that the system is uncontrollable. unless the maximum number of

paths in the automaton is K. There may be the case where an

acceptable path with rank greater than K does exist but the K­
shortest paths algorithm naturally does not identify it. Therefore,

the proposed algorithm is semi-decidable in the sense that if the

system is controllable. it may identify an acceptable path. If not

then it gives no answer. Finally. for the control sequence l(i) of

the target control problem it holds:

Proposition 1 Given that an acceptable path n has been

identified, the control sequence for the target control problem is

defined as

l(i) = (1r(i),Gj(1r(i),1r(i + I)))

with Gj(1r(i),1r(i + I) = G;, i = l, ... ,m-I

4 Approximate Reachability Analysis
The major problem we have to overcome for an efficient

implementation of the control algorithm is the computation of the

continuous predecessor operator pree (.). For our purposes. as we

stated in the introduction. we need to under-approximate the

"backward" reachable sets defined by preeO. For that reason we

modify the approximation schemes. proposed in [1] and mainly in

[4].

4.1 Affine Systems
Let us consider the special class of affine dynamical systems with

state equation i = Ax +b • where A E 9t1JXlI and bE 9tn . The set

of states from which the target set Xf is reachable at time t is

defined as:

,
where ｘ Ｈ ｴ Ｇ ｘ ｦ Ｉ ］ ･ Ｍ ａ ｴ ｸ ｦ Ｍ ｦ ･ ｾ ａ Ｈ ｉ Ｍ ｔ Ｉ ｢ ､ ｔ T The set of states

o
from which the target set Xf is reachable in time t E [t,.t2] is

defined as:

Ｑ ｬ ｾ Ｑ Ｂ Ｒ Ｉ Ｈ ( f)" URr(X f)

IE[t1 '/2)

Given a convex polyhedral set Xf of initial states and a bound

t f for the time. our objective is to compute a polyhedral

approximation RIO" I J(X I) of the set RIO" I I(X f), such that:

RIO"I I(X f) \;; RIO"I J(X f)

To approximate the backward reachable set Rio,l! ](X f) we

divide it into segments. each of which corresponds to a time

interval. The k1h segment corresponding to the interval [tk-l' tk] is

the set R[- I(X f ). Then we approximate each segment
tk-Ih

separately and independently by a convex polyhedral set
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R[- J(XI) such that R[- J(XI)[;;R[- I(XI)' '1k.
'k-l ,tt ｴ ｫ ｾ ~ ,It It-I,lk

Clearly:

Rio"f I(X I)" ｕ ｒ ｛ ｾ Ｇ ｟ ｉ Ｌ Ｇ ､ Ｈ ( I) <;;; Rio.lf I(X I)
'1k

We describe now how to obtain the set R[- I(XI)' Let
'k-l,'k

R,- (XI) be the reachable set at time Ik-I and let us assume that
'-I

it is convex polyhedral. Then the reachable set R- (XI) isI,
obtained from R - (X I) by applying the affine transformation

tk-l

I,
Y =Tx +v, where T =e-A(tk-tk-l) and v = - fe-A(t-T')bdr .

tk-l

Bearing in mind that convexity is preserved under affine

transformations, we infer that the set R- (XI) is a convexI,
polyhedral set too. We define the set

C = conv(Rik_1 (X f) u Rik (X f»)' where convO is the convex

hull operator. C is neither an over nor an under-approximation of

le, I(XI)' In order to become an under approximation, we
1k-l,lk

have to "push" each of the faces of C inwards by an appropriate

amount d ｾ O. For that reason we define the operator

shrink(e, d) .

Definition 7 Let C be a convex polyhedron

me

e ｾ n{.: I(ai'x)'; b;}, and let dE 9\+ . We define:

j=O

me

shrink(e,d) " n{, I(ai. x),; bi -d ·llaill}
;=0

We obtain a sufficient pushing amount d by bounding the

Hausdorff distance ｻ Ｑ Ｑ ｾ ｫ ｟ ｬ ｬ ｫ ｝ Ｈ ( f)'C). For a thorough

definition of the Hausdorff metric h(',-) and its properties see [21].

Lemma 1[21J Given sets Xt, X2,YJ,Y2 in 9\n, if

h(Xt,YI)'; e and h(X2, Y2)'; e Ihen h(Xl u X2,Yt u Y2) ,; e.

We estimate J ｒ Ｎ . t I(X f ),c): The distance between an
''\. -1 k-I. k

arbitrary point xI E R,- (X I) and the point x(t,xI) for
'-1

t E [I k-1 ,tk] satisfies the inequality:

I,
Ilx(l,xI) - xIII = e-AIxI - Je-A(I-')bdr - xI

1k_1

,; lie-AIxI - x.rll + 1e-A(t-r)bdr - XI

',\;-1

Considering a "short" time interval [tk-I.td and after some

algebraic manipulation we obtain:

Ilx(t,x I )-xIII,; Mile-AS, -111+! Ｈ ｾ ｾ ｉ Ｚ ｬ ｾ ｉ ｉ ｾ ~
1=0

where M is a constant bounding xf and Ok = tk - 'k-l' From

lemma 1 it follows:

h(/irt'_I,ltJCXI),R'-k-l (XI))'; Mlle-
A8

, -111+! ｾ Ｘ ｕ ｾ Ｑ Ｑ
1=0

Since e = conv(R"_1 (XI) u Rik (X I)) it holds:

ｻ ｒ ｾ ｟ ｉ Ｈ ｘ ｉ Ｉ Ｌ ･ Ｉ Ｇ ［ ｍ ｬ ｬ ･ Ｍ ａ ｓ S -111+ Ａ Ｈ Ａ ｉ ｾ ｉ ｉ ＾ ｫ ｬ ｾ Ｑ Ｑ
1=0

Considering the triangle inequality we finally obtain the desired

bound for the Hausdorff distance or R.- I(XI),e):
'\ -11k-I,'k

ｻ ｊ ｔ ｾ Ｇ ｟ ｉ Ｎ ｴ ｫ ｐ ｉ Ｉ Ｌ ･ Ｉ Ｌ ［ ;Mile-AS, -111+ ｾ Ｈ Ａ ｾ ｉ Ｈ ｬ ｫ ｬ ｬ ｾ ｉ ｊ ］ =
Choosing d as the pushing amount. we conclude that

R[- ｉ Ｈ ｘ ｉ Ｉ ｾ ｳ ｨ ｲ ｩ ｮ ｫ Ｈ ･ Ｎ ､ d
'k-l,lk

Repeating the above procedure for all the segments, we obtain the

desired approximate reachable set RiO,1f ](X j) . Also it is clear

that each segment k,-, I I(X f) can be computed independently
-1 k-l' k

and in any order. This implies that we do not have error transfer

from one segment to another, i.e. the approximation error can

become arbitrarily small choosing arbitrarily short time intervals

8k ·

4.2 Linear Systems with Set Valued Disturbance

We consider now linear systems x= Ax + u with AE 9tllxn and

set valued disturbance u E U , where U is compact and convex

set in 9\11. The introduction of the uncertainty in u makes the

computation of the segment R[- I(XI) different. The main
Ik_I,lk

difference stems from the fact that even if R- (X I) is convex
tk_1

polyhedral, the set R- (XI) is an arbitrary smooth convex set.I,
Therefore, we need a polyhedral under-approximation

k- (XI) in order to apply the approximation technique of theI,
previous section. Varaiya in [20], proposes an approximation

scheme to compute i?- (XI)' based on the Maximum PrincipleI,
of optimal control.

Lemma 2[20] Let (Cj,x}:::; ri be hyperplanes supporting

R- (Xj)at xj,i=l, ...,j.l.Let xi'(s),).j(s),uj(s),05s:::;t, be
tk-l

solutions to the following three equalions
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ii(s)=-Axi(s)-ui(s),x'(O)=xi j
ii (s) = ATAi (s), Ai (0) = Cj

uj<s)e argmaxt;'i'(S),-Axj<s)-u)luE U

Let ri(s) =(.li(S),x·(sl). Then:

ir (Xf) =conv(xj (s), ... ,x;, (s)) c R- (Xf)'
lk r tk

Next. we estimate an ｡ ｰ ｾ ｲ ｯ ｰ ｲ ｩ ｡ ｴ t amount, by which

C =conv(R£'_I(X f)URt; (X f)) should be shrunk. For every

signal u E U , we define its mean value urn in the time interval

[tk-l,tkl as:

um =J... 'Iu(r)dr
'h

Ik_1

Lemma 3[4J Lei ii-, , j(X f) be Ihe reochable sel
-1 k-l. k

R:- j(Xf) under constant disturbance signal urn' as defined
-Vt-l.t/c

in (14). Then Vu E U and 'It E [Ik+tkl il holds

{ ｒ ｾ ｫ Ｍ Ｑ Ｌ Ｇ ｫ ｩ Ｈ ( f Ｉ Ｇ ｾ ｾ ｫ Ｍ Ｑ Ｂ ､ d f l)'; Ｒ ｍ ｵ Ｘ Ｑ ･ Ｑ ａ Ｘ ｫ k

where M u is a constant bounding Ilull·

Consequently. choosing d as the new pushing amount, we obtain

an" under approximation of the set R[- j(Xf) for the
(k-l,lt

considered class of systems as R[- I(Xf) =shrink(C, d).
IIc_l,tt

Unlike the case of affine systems, lemma 2 implies that we have
error propagation from one segment to another. Therefore, we

cannot consider each segment R[- J(X f) independently.
'k-l,tk

Besides, each segment has to be computed sequentially. Finally, it

is clear that the approximation error grows with time. So in order

to keep it in a desired level, both the time intervals [tk-l,lk] and

the time bound If must be relatively "small".

5 Application to a Batch Control Problem
We have applied the design algorithm of section 3 to a simplified
batch control problem. We consider the chemical-batch reactor
illustrated in figure 2. A similar version of this reactor has been
used in [7J for verification purposes.

First, a certain amount of dissolved substance B is fed into the

reactor by opening valve VB' After switching on the stirrer motor,

a solution of substance A is added through valve v A until its

concentration CA reaches an upper limit (0.6 Kmole 1m3) .

Figure 2: The Reactor and its Automaton Representation

Then the exothermic reaction A +B ｾ D starts properly. As a

result, the temperature TR inside the reactor rises. To avoid a

dangerous situation, the cooler must be switched on at an

appropriate instant during the warm-up phase of the reaction. The

cooler supplies the reactor with a cooling fluid through valve y c .

We denote its flow and its temperature by Fe and Tc . When the

product concentration cD reaches the desired value

(0.3 Kmolel m3) , the reactor is drained by opening the valve YO

and the stirrer is switched off. In case of emergency, due to

excessive temperature (310 K) , a stopper liquid can be discharged

into the vessel by opening the valve Y:,·wp. On the other hand,

when the temperature drops below a certain value (283 K) the

reaction fails and the reactor must be drained through valve vo.

Our control objective is to choose the temperature Ts, during the

warm-up phase, that the cooler must he switched on so that the
product reaches the desired concentration, avoiding overheating or

overcooling of the reactor. We express this batch control problem

as a target control problem on the hybrid automaton of figure 2:

In location ql substance A is fed in the reactor, in q2 the reaction

warms up, while in location q3 the cooler is switched on. The

continuous dynamics in each location qi' i ={l,2,3} is given by

x= Aqx +bq , where x = [cA,cD,TR, VRJT and

｛ ｾ ｾ ~ 0
o ｾ ｏ ｏ O ] [-00052]O. -0.0008 - O. O. 0.0062

AI"" 0.0003 0 _ 0.0022 _ 0.0113 hi "" 0.663

0 0 o 0 0.0008

ｬ Ｍ ｏ ｾ ~
0 0.0002 0 lｾ Ｐ Ｔ Ｙ 9

0.0001 0 - 0.0001 0 0.0246
A2 =

0 -0.0051 0 b2 "" 1.6136
Ｐ Ｎ ｾ Ｓ 3

0 0 0 0

｛ ｾ ｾ ~ 0 0 0

[ｾ ｏ ｏ Ｑ Ｖ 6O. 0 0 -0. 0.0008

A3"" Ｐ Ｎ ｾ Ｑ 1 0 -0.0073 0 bJ "" 2.0:57

0 0 0

1233



X3 ={D 2:0.3 Kmolel m3 }

VR denotes the volume of the fluid in the reactor. The initial set

J ='11 x XI and Ihe larget set F =q3 x X3 are defined by:

OSCASO.Ol Kmolelm 3

O$("D$o.ol Kmolelm3
XI'

290$TR $291 K

ISVR SI.OI m3

The transition (QI,q2) is uncontrollable with

G(%qZ) :cA "0.6 Kmolelm3 , while for the conlrollable

Iransition (QZ,Q3)ilholds G(Q2,Q3):3oo';;TR ,;;310 K. The

invariant set for every qj, ; ={I,2,3} is defined as:

O$CA SO.6 Kmolelm3

OScDSO.4 Kmolelm3
/NV(qj) =

283STR S310 K

lSVR SI.5 m3

Applying the control synthesis algorithm to the problem, we

obtain the control guard G* (Q2,Q3), depicted in figure 3. Finally,

the desired switching temperature TS is given by:

TS = ｾ Ｓ 3 xE G*(qz,Q3)}

Figure 3: 2D Representation of G*(Q2,Q3)

6 Conclusion
Although the results of our approach are very satisfactory at this
early stage, there is plenty of room for further research and
improvements. The proposed approximate reachability analysis is
rather conservative leading to large approximation errors.

Improved under-approximation schemes for systems with linear
dynamics should be further studied. Also, under-approximations

of reachable sets for non-linear continuous dynamics are needed

for extension of this work to more practical systems. Finally,
optimal target control with respect to both continuous and discrete

dynamics is another extension that deserves investigation in a

future work.
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