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Abstract —Previous investigations of the dynamic
organization of the lower brainstem and itsrelation to
peripheral and other central nervous sub-systems
were predominantly performed by linear methods.
These are based on time-averaging algorithms, which
merely can be applied to stationary signal intervals.
Thus the airrent concept of the cmmon brainstem
system (CBS) in the reticular formation (RF) of the
lower brainstem and basic types of its functional
organization have been developed. Here we present
experiments where neuronal activities of the RF and
the nucleus tractus solitarii (NTS, first relay station of
baroreceptor afferents) were remrded together with
related parameters of EEG, respiration, and
cardiovascular system. The RF neurons are part of the
CBS, which participates in regulation and
coordination of cardiovascular, respiratory, and motor
systems, and vigilance The physiological time series
thus acquired yield information about the internal
dynamic cordination of the participating regulation
processs. The major problem in evaluating these data
is the non-linearity and instationarity of the signals.
We used a set of espedally designed time resolving
methods to evaluate non-linear dynamic couplings in
the interaction between CBS neurons and
cardiovascular signals, respiration and the EEG, and
between NTS neurons (influenced by baroreceptor
afferents) and CBS neurons.

Index terms—instationarity, time series analysis,
physiological signals, brainstem system

I. INTRODUCTION

Living systems are exposed to permanent changing
of interna and external conditions. So it is a
prerequisite for their sufficient and succesdul
functioning that internal organisms processes are
able to adapt to these changes and to tune to eat
other. To achieve this, the organism has the
cgpability to initiate or stop, to acceerate or
decderate individual processes of subsystems.

From this, it follows that an organism must be
observed as a mplex, dynamic system with
predominantly  non-linea  and  instationary
properties. In life sciences, it has beaome apoint of
major interest how such continuous adaptations
operate and how they are adtieved. Physiologicd
signals can provide information about global and
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partial proceses in the organism and their
coordination. Espedaly in times of systems
adaptation they are daraderized hy transients,
phase transitions, or persistent instationarities.
These properties can be investigated by analyticd
methods, which do not require stationarity or permit
the pursuit of instationarities, respedively. Time-
resolving procedures are the gpropriate toals, since
they do not charaderize time series by static
quantiti es but by time-dependent functions instead.
In this paper, severa agorithms for multiple time
series analysis based on the theory of dynamic
systems, statistics and time-frequency analysis are
applied to biosignals representing the mmplex
couplings of physiologicd subsystems. In
physiologicd experiments, neuronal adivities of the
reticular formation (RF) of the lower brainstem and
of the nucleus tradus solitarii (NTS) were recorded
together with related perameters of EEG,
respiration, and the cadiovascular system.

The RF neurons are part of a common brainstem
system (CBS) for basic regulation and coordination
of several functiona systems of the organism. They
exert influences on e.g. respiration, heat, vessls,
motor systems and vigil ance thus redizing behavior
patterns [1,17,34]. Furthermore they receve
afferent influences from somatosensory receptors,
viscaa recetors - cardiovascular and respiratory
systems - and from higher brain structures
[27,31,40], i.e. the CBS has manifold feedbadk
loops. The @mplex anatomicd and functional
organizaion of the RF has already been described
in detail aswell asinterconnedions with other brain
areas (1,17,31,34,35,39). Some of the important
interrelationships of the CBS neurons in the RF are
given in the scheme of Fig. 1. Results concerning
the different types of dynamic organizaion of
neurons in the CBS network have been published in
detail (4,18,19,23,26,27,28,29,40,41).

Activity levels of the peripheral vegetative and
somatic systems and of the CNS are alapted to
behavior patterns as regulated by the CBS neurons.
From the numerous afferent inflows to the CBS the
barorecetor afferents are the most important
inhibitory ones. Baroreceptor adivation in the
caotid sinus or in the aortic ach leals to an
adivation of neurons in the NTS [20,30], which is
the first relay station for baroreceptor afferents in
the CNS. From here CBS neurons are inhibited
[21,26,30]. This inhibition induces a deaease in
sympathetic adivity, blood pesarre,
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Fig. 1. Scheme of some important relationships between reticular formation neurons of the common
brainstem system (CBS) and ather functional systems of the organism (NTS: nucleus tractus solitarii).

and heat rate. At the same time, respiration, muscle
tone and vigilance ae reduced also [27], Sleg can
be induced [14]. This is a generad adivity-
dampening effed that can initiate and maintain the
so-cdled trophotropic functional organizaion
[11,26,31] of the organism. The oppaite dfed is
attained by adivation of arterial chemoreceptors,
which adivate the CBS neurons. This leads to
excitation in vegetative and somatomotor systems
and in the CNS. Sleg can be interrupted and
chemoreceptor adivation induces ergotropic
behavioral patterns [11,26,31]. The adua
functional organizaion of neurona structures is
then charaderized not only by the asolute adivity
level, but also by spedfic discharge patterns of the
CBS neurons [26,27,40,41].

The &ove dready mentioned Neurons of the
dorsomedial part of the NTS recave further
afferents from other visceral receptor, e.g.
pulmonary recetors and chemoreceptors. In
addition, they are influenced by neurons of other
CNS dtructures, e.g. the CBS, hypaothalamus, or the
amygdala omplex. All these inputs together
influence the processng of baroreceptor afferent
signals by these NTS neurons[20,30,43,44].

Our concept of the dynamic organizaion of the
CBS neurons under influence of adualy effedive
afferents [26,27,31,40,41], and of processng and
transfer of afferent signals is described in former
publicaions [21,2223]. Temporarily occurring
rhythms in neuronal adivities are charaderistic for
distinct changes in functional organizaion of CBS
neurons. The discharging of CBS neurons exhibit
rhythms of different time ranges as mainly
expresed in respiratory, in EEG delta-theta band
and cadiac adivity [21,2324,2526,27,28,29].

These rhythms occur as well in subsystems
influenced by the CBS, e.g. in efferent sympathetic
and parasympathetic nerves, in motoneurons and in
neuronal adivity of higher brain structures, e.g. the
amygdala womplex [21,22,23]. Certain links
between cardiovascular and respiratory rhythms
have been shown [9,10,12,15,16,23,28,29,31,36,37,
4344]. Appeaance ad dsappeaance of such
rhythms as well as the dange in phase relations of
‘relative cordination’ are expresson of continuoudly
atering coordination of subsystems of the organism.
This was own by a study published recently [23],
which is based on the dtentive analysis of the
adivity of 598 lrainstem neurons and their relation
to peripheral systems.

We will show how suitable methods can be used for
the analysis of this kind of instationary dynamics
and of phase transitions appeaing due to changing
interrelationship of subsystems. The results of the
present paper fit very well to former ones obtained
from numerous experiments evaluated by other
analyticd methods[4,20-31,40,41,43,44].

Il. SIGNAL PROCESSING

A. ReaurrencePlotsfor testing nonstationarity

Some of the computations described in this sdion
need the phase space enbedding of the signals. This
was done acording to Takens' theorem [45] using
the embedding dimension m and the lag 1. T is
determined by the pasition of the first minimum of
the first derivative of the signals autocorrelation
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function, and m is determined using the False
Neaest Neighbors algorithm [21,43].

In analyzing dynamic systems -cdled Reaurrence
Plots (RPs) introduced by Eckmann et a. [6] are
most suitable for the detedion of non-stationarities.
This method generates graphicd point patterns to
give avisua demonstration of stationarity breeks
and ather dynamic properties of a time series. The
RP consist of NxN matrix of points ead of which
can be ather set (bladk) or not set (white). For
setting a point (i,j) in this matrix a radius r must be
seleded (usualy 0.05< r < 0.2) for the seach
neighborhood in the phase space & well as the
maximum number M (usualy 10 £ M < 50) of
considered neaest neighbors. As the mordinates
(i,j) represent points in time, the RP provides
information about the temporal correlation of phase
spacepoints. In stationary signals these should not
depend on the distance i-j, and consequently the
texture of the plot as a whole should (at least on a
rough scde) appea homogenous. In contrast,
inhomogeneiti es occur in the texture of RPs of non-
stationary signals. An aggregation of points close to
the main diagona indicaes, e.g., continuous
instationarities. A sequence of redanguar blocks of
incressed pdnt density, on the other hand,
represents a phase transition between different
modes of operation (e.g. two attradors). If the
texture is homogeneous within such a block, a
stationary behavior can be aaumed for the
corresponding sub-period.

Thus, RPs prove to be a useful tool for the
preprocessng of experimental time series, and
provide a ©omprehensive image of the dynamic
course & aglance

B. Time-frequency distributions and scalograms

The @m of atime-dependent spedral representation
is to indicae the intensity P(t,c) of a cetan
frequency w inasignal x(t) at agiventimet. Thisis
cdled a timefrequency distribution (TFD), the
most well known of which is the Wigner-Ville
distribution [2,46].

Even so a useful toal for time-dependent spedral
analysis, it exhibits ©me disadvantages as e.g.
occasiona negative values [3]. To overcome this
we gply a window function h(7). Furthermore we
scde the window function with the frequency to get
a fix relation Aw /w instead of the frequency
uncertainty Aw This can be adieved, i.e. by

repladng h(t) by /|w| h(cwr) :
. 2
P(tu)= U’dr x(1) e"""\/m h(u (r —t)] 1)
=< x@ >
This is cdled a scalogram, which can be taken as
the @solute square of a wavdet transform.

Wavelets of this kind are cdled Morlet Wavdets
[33]. The mmputational expense of this procedure

is propational to the length of the time series and
the number of sample points in the frequency
domain. Concerning its frequency-dependent time
resolution, the scdogram is superior to the Wigner-
Ville digtribution as well as to the m@nventional
spedrogram. Compared to ARMA spedra it is
more robust [47].

C. Instantaneous Phase

If an oscillating system has a dea (athough
possbly fluctuating) dominant frequency and a
sufficiently narrow band spedrum the cncept of an
instantaneous frequency and an instantaneous
phase1 (IP) can be well defined [38], i.e. the signal
&(t) can be represented as

&(t) = REAME™] = Rgw(t)]. 2
@t) is the instantaneous phase and dgt)/dt the
instantaneous frequency [7]. With resped to the
preservation of the system dynamics the cdculation
of the analyticd signal w(t) can be performed by the
Hilbert transform n=H (&) [47], which delivers

w(t) =&(t) +in(t) and
o) = arctan% (3)

An appropriate bandpass filtering is necessry as
preprocessng. Furthermore, the phase ¢ is not a
continuous function becaise the arctan is
“wrapped” into the interval from O to 2t This
problem can be solved with an unwrapping
algorithm based on a @ntinuity criterion as
postprocessng. A further applicaion of the IP isthe
use for detedion of phase or frequency
synchronization of two signals by cdculating the
Instantaneous Phase Difference (1PD)

Ag(t) =@ () - ) 4
or the Instantaneous Frequency Ratio (IFR)

- [da(/dq

[dp,t)/d]’
respedively. This permits a dired visualizaion of
the phase relation. E.g., horizontal plateaus in the
time ourse of the IPD Ag () indicae the
occurrence of phase locking.

(®)

D. Couping measures

In order to investigate the temporal dynamics of the
adaptation processes more dosely we gply as
coupling measures the Pointwise Transinformation
(PTI) and the Pointwise Condtiond Couging
Divergence (PCCD) [47]. The PTI is defined
acording the Transinformation I(7) [8] for two

! The expresson «phase» here describes a property
of the signal’s course in time and must not be
confused with the expresson «phase» being part of
«phase space> or «phase transition» describing the
state of a system.



observable quantities & and x as derived from
Shannon's information concept [42]. We use an
estimation of the phase space densities by the
cdculation of empiricd point densities P(r). The
Pi(r) are determined within balls of the radius r
around the points x; of the remnstructed trajedory
in the phase space Thus, we obtain the PTI for the
i-th time step, lag 1, and the neighborhood with the
radiusr by

R¥(x,r)
RE(NRY ()
The increase or deaease of the mean PTI level over
the time gives information about changes in the
coupling behavior of the investigated systems. The
time resolution of the PTI is principaly limited
merely by the sampling rate. Thus, one is able to
pursue dso very fast changes in the mupling
behavior, which is not possble with conventional
methods (e.g. short time aosscorrelation) [47].
However, only static attractor properties are taken
into acount and that normalizaion (eg. to a
measure between 0 and 1000) is difficult. In
addition, there is no dired analytic relation to the
coupling strength of the interading subsystems.
That is why we introduced as a dynamic measure
for the coupling of two subsystems the Condtiond
Couping Divergence (CCD). Like the PTI it makes
use of asimple phase spacerecnstruction.
Two pdnts (&,x;)and (&;,x;) of coupled

PTI(t,r,i) =log (6)

systems lying close together in the common phase
spaceshould till be neighbors after a short period
t, = [,. Therefore the CCD is defined as the

expedation of the conditional probability for one
point located in a neighborhood d radius r around a
reference trgjedory in the @mmon phase space &
time ty being still in this neighborhood after | time
steps[47], i.e

CCD(r,1) = CP[(& 41+ X 1)

OB (ivrs Xiet) 15, X)) BB (&5 Xi)IE
where B, (2) ={zy:llz -2 K1}
Thus, the CCD is normalized to values between 0
and 1 Applying the ergodic theorem [5] the CCD
can be cdculated empiricdly, similar to the

transinformation, as an average of locd point
densities in the reconstructed phase space i.e.

ceo(r.l) =+ S Peeoq i) (8)
N

()

with Pointwise CCD (PCCD)
pPcCcOr,l,i)=

S 0118, DBE-118, 0 1) (g
1=0

ze(r—uAk,i 0

where A =(Xj,yj )_(Xiayi)

and O is the Heaviside function. Since the
numericd cdculation requires only simple
arithmetic and logicd operations, it can be
implemented efficiently.

Compared to ather phase spacemeasures the PCCD
is relatively robust against changes of the ntrol
parameter r becaise the scding behavior of the
attractorsis of minor importance

I1l. METHODS

A. Experiments

The methods used in the animal experiments are
described in detail a previous publication [23]. In
short: Experiments were performed in adult
mongrel  dogs anesthetized with chloralose-
urethane. The dogs were intubated and breahed
room air spontaneously. The medulla oblongata was
exposed from the dorsal side, musculature removed
layer by layer and the squama ocdpitalis removed
osteoclasticdly. The ceebdlum remained, the
exposed medulla was covered by minerd oil a body
temperature. Brainstem neurons were recorded
extracdlularly  with  dassinsulated  patinum
eledrodes of 10um diameter riding fredy in the
tisaue, which avoids artifads due to movements of the
brain.

Two RF neurons were recorded in the adua
experiment via one dedrode (1.1mm rostral and
2.15mmright lateral to the obex) and a NTS neuron
by another one (0.15mm rostral and 13mm left
lateral to the obex). In addition, measures of blood
presare (via a ctheter in the eorta), intrapleural
presare (IPP as a meaure of respiration, ECG,
parieto-ocdpital EEGs left and right, and efferent
renal sympathetic nerve adivity (symp) were taken.

B. Processng d the physiological signds

The recorded signals were stored on polygraph and
magnetic tape. Neuronal spikes and R-waves of the
ECG were mnverted into sequences of redanguar
pulses by means of window discriminators (shapes
and amplitudes of the neuronal spikes were watched
by superposition on storage oscill oscopes, using
eledronic delay circuits). This procedure provides
separated sequences of redanguar pulses for the
different neuronal adivities and the ECG. They
were digitized and stored on computer as event
trains (acaracgy 0.1 ms). From these event trains,
equidistant time series of the instantaneous heat
frequency and the instantaneous discharge
frequencies of the neurons were cmputed.

Before digitizing (sample rate 1kHz) the signals
were filtered to avoid diasing (stop band above
500Hz, < -60dB). The EEGs were filtered (0.1-
30H2z), the renal sympathetic adivity was full wave
redified and filtered (0 - 15Hz). For sample rate
reduction (to 10(Hz) all data were digitaly low
passfiltered (FIR, 50Hz). From the aterial blood
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discharge frequency of the NTS neuron, which was
computed from the event trains as described in
lII.B. A phase trandtion is to be seen at 118Gs
(parameters: m=5, M=50, r=0.18).

presare the elwvelopes of systolic maxima and
diastolic minima were mmputed by interpaation.
By FIR-filtering, EEGs were split into three
frequency bands, 0.6 - 2Hz (»d-band»), 2.5 - 7Hz
(»0-band»), and 7.5 - 12Hz (»0- band»). The
stegpnessof the FIR-filter roll off was 40dB / 0.5Hz,
so there was no overlapping of frequency bands.
From these signals envelopes of their minima ad
maxima were @mputed, and afterwards the
differences »A» of these envelopes resulted in time
series of A(»d-band»), A(»B-band»), and A(»a-
band»). For the analysis of the EEGs only these A-
series were used. For a further (stepwise) sample
rate reduction (to 5Hz), all time series were digitally
low passfiltered (FIR, 2.5Hz).

IV. RESULTS

The entire registration of this experiment lasted 42
minutes. Only a short interval of 400s duration was
chosen for the here presented evaluation, because it
exposes a spontaneously occurring phase transition.
This phase transition can be identified more or less
in al signals by Reaurrence Plots. In Fig. 2 an
exampleis given for the adivity of the NTS neuron.
The transition can be remgnized here by the
dteration of the texture in the reaurrence plot at
approximately 1180s. However, the transition does
not occur simultaneously in all sub-systems. Three
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Fig. 3: Contour line plots of various Morlet
wavelet spedra. (@) Time-dependent relative
spedral density of the retN adivity, (b) time-
dependent relative spedral density of IPP, (c)
time-dependent amplit ude spedrum of systBP.

(©

epochs can be distingushed for the tempora

clasdgfication of the dynamic processes:

I. Epoch 10001140
The first stationary epoch distinguishes itself by
striking rhythmic deviations of approximately
0.18Hz in the NTS neuron (ntsN), the renal
sympathetic neurons (symp), and in the
cadiovascular parameters (heat frequency
(HF), systolic (systBP) and dastolic blood
presaure (diastBP)). One of the reticular
neuronal adivities acquired (retN) is presented
here. It shows a rhythm with a dominant
frequency of 0.16Hz.

II. Epoch 114012406
In this epoch, the phase transition adually
happens. The strong rhythmicity at 0.18Hz in
the cadiovascular parameters HF, systBP,
diastBP as well as in the ntsN and in the symp
vanishes after a temporary coordination of this
rhythm (116012005 with that of retN at
0.16Hz. Afterwards, the frequency of the
rhythms increases further. The frequency of retN
oscillations rises and converges with the
frequency of the other reticular neuron (not
shown).

lll.Epoch 12401400
In this epoch, again being relatively stationary,
the respiratory frequency is approximately
0.28Hz. It is now well coordinated with the
rhythms in the systBP, diastBP, HF, and in the
ntsN. The amplitudes of their rhythms, however,
are now strongy reduced compared to epoch I.
The ommon rhythm in the retN’s is now
0.215Hz.

The described transitional behavior becomes

evident also by the contour line plots of various

Morlet wavelet spedra of retN, IPP and systBP

represented in Fig. 3.

Due to the distinct rhythmic behavior of the

measured signals, the phase wordination between

the different sub-systems can be well described by

the diff erences of the instantaneous phases (Fig. 4).
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Fig. 4. Time-dependent phase differences A® of
various sgnals. Differences of instantaneous phases
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ntsN). Ordinates are scded in radians.
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Althoughthisis not recognizable & first sight from
the time-resolved spedrain Fig. 3, it becomes clea
now that the rhythms of respiration and
cadiovascular parameters do not show any phase-
locking in epoch I, but only later in epoch 111 after
the phase transition. This is different, e.g., in the
coordination between symp and HF, or systBP and
ntsN adivity. Here, a phase locking occurs in epoch
I, which, however, has vanished in epoch Il after
the phase transition. This points adready to a
rearangement of the functional organizaion of the
organism, which is charaderized at first by a just
dightly changing processng of baroreceptor
afferents in the central nervous gdructures, and later
by the rhythmicd coordination between respiratory
and cardiovascular systems.

The wordination between retN and the
cadiovascular parameters (systBP, diastBP, HF),
which show a phase locking merely in the
transitional epoch Il (1150121Gs), indicaes that
neurons of the RF seem to play an important rolein
this transiti on.

This can be remgnized by the aurse of AD(systBP,
retN) in Fig. 5a. In the other epochs, the frequency
relations are canging. At some poaints integer
frequency ratios occur which results in
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Fig. 6: Pointwise Transinformation (PTI) of time
serie (@) PTI(systBP - ntsN) m=4, 1=6, r=0.18; (b)
PTI(ntsNoretN) m=5, 1=6, r=03; (¢
PTI(retN o systBP) m=5, 1=6, r=0.3. Results
locdly smoaothed: low pass(FIR 0.5Hz).
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corresponding levels of the synchronizaion
diagram of Fig. 5b. Applying PTI to our data we
find before the phase transition in epoch | that the
PTI(systBP- ntsN) shows a distinctly stronger
coupling than in epoch Il (Fig. 6a) which supparts
the @ove mentioned presumption that the
transmisson of barorecetor afferent input is
reduced at the NTS after the phase transition.

The deaeae begins around 118G and is not
completely finished before 1240 A similar
deaease of coupling is found aso in
PTI(diastBP - ntsN) and PTI(symp - ntsN)
(without figure). However, thisis dightly shifted in
time, and in PTI(HF - ntsN) even a temporary
increase occurs between 1210 and 122%. This
confirms the assumption that there ae different
pathways for the dfeds of baroreceptor aff erents on
blood pesare and heat rate (cf. Discusson in
[20]).

The @upling between reticular neurons (retN) and
cadiovascular parameters and ntsN, respedively,
has relatively low levels in epochs | and I,
wheress it is distinctly increesed in the transitional
period between 114Gsand 119G (Fig. 6b,c).
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Fig. 8: Stages of the phase trangition. () Firgtly, parameters of the cadiovascular system are highly coordinated in a
rhythm of about 6s period duration. (b) The phase trangtion is initiated by mutua influences between CBS and
higher brain structures (1) and a dhange of the processng of baroreceptor afferent input at the NTS (2). (c) After the
phase trangtion only a we&k coordination between cardiovascular and respiratory systems remains, which is
indicaed by the lighter boxesin (¢) compared to the darker onesin (a) and (b).

This confirms the influence of the RF on the
transitional process aready stated above. The
highest values of the PTI(ntsN«retN) and
PTI(retN  syssBP) (Fig. 6b,c) are readed just
before the beginning of epoch Il at approximately
1140s, which indicates that neurons of the RF are
implicated in initi ating the phase transiti on.
Evaluation of the EEG as an indicaor of higher
brain structures adivities provides additional
information about the mecdhanisms of this re-
organizaion of the CBS. Evidence for a stee
incresse in coupling strength between the EEG
adivities and the RF a 1140 s is given by
PCCD{retN « A(»8-band», EEG))} and PCCD{retN
~ A(»>-band», EEG))} (Fig. 7b,c). This pronounced
increase in coupling occurs around 0.3s before the
increase in coupling of PTI(retN o ntsN) and
PTI(retN o systBP), respedively. Thus, the trigger
event for the phase transition may be considered as
identified. Either higher brain structures sgnalize
the beginning of the phase transition to the RF or -
even more probable - the CBS in the RF induces
general adivation in the CNS via its ascending
pathways (cf. ARAS N [34], [23]).

To sum up, the dynamic ocourse of the phase
transition observed here can be represented as
follows. At first, the cadiovascular parameters and
the adivities in the NTS and symp in epoch | are
well coordinated with a marked rhythm of
approximately 0.18Hz (Fig. 8a).

At the beginning of epoch Il the phase transition is
initiated by a short-time interadion between CBS
and higher brain structures, probably by an
adivation of the CNS initiated by the CBS (or
ARAS, respedively, (1) in Fig. 8b). Almost
simultaneously, a strong coupling of reticular
neurons to the NTS is initiated, which effeds a
changing in the processng of baroreceptor aff erent

input there ((2) in Fig. 8b). This period lasts about
one minute. During this time, when adua re-
organisation occurs, there is not only a strong phase
coupling between CBS and NTS (in the sense of an
influence on the processng of baroreceptor
afferents), but also on the dferent side between
CBS and cadiovascular system (Fig. 8b). This
"latching" temporarily goes aong with a
decderation of cardiovascular rhythms and a dlight
accéeration of the reticular rhythm. During the
phase locking, however, the common frequency is
not stable, but increases permanently.

Here, the phenomenon of "relative cordination”
appeas as described already by E. von Holst as
typicd for the transitional dynamics of rhythmicdly
adive systems [13]. A similar behavior in the
rhythmic  ooordination of CBS, respiration,
circulation, and higher brain structures has recently
been described by Lambertz end Langhorst [23)].

In epoch Il the re-organizaion has been finished.
The influence of the CBS on the cadiovascular
system is clealy reduced. The processng of the
baroreceptor afferent input in the NTS has now
been modified. This bemes obvious by the dealy
reduced coupling between blood pesaire and NTS
adivity. The sub-systems participating in the
cadiovascular regulation do not expose the
common "6s rhythm" any longer. Now, below
0.5Hz, only frequency components common with
those of respiration are found, i.e. we find a
coordination of respiration and cardiovascular
parameters, athough with considerably smaller
oscill ation amplitudes (Fig. 8c).

V.

The presented results sow that applicaion of
advanced toadls of time series analysis can deliver
useful information here @ncerning brainstem
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dynamics and systems dates identification. We
think it is noteworthy how the distinct results from
the different applied algorithms suppat ead other
mutualy in charaderizing the phase transition and
fit entirely to the results of ealier, extensive
investigations.

Previous investigations in dynamic organizéion of
the RF in the lower brainstem and its relation to
peripheral and ather central nervous sub-systems
have been performed predominantly by linea
methods, as auto- and crosscovariance functions,
post-event-time histograms, amplitude and power
spedra. Due to their time-averaging properties,
these methods could be gplied merely to stationary
signal intervals. Hence, only indired investigations
of phase transitions in coordination in physiologicd
sub-systems had been possble by concluding from
results gained from sequences of relatively stable
sub-epochs. These former investigations led to the
concept of the CBS in the RF of the lower
brainstem and the basic types of its functional
organizaion [4,18,19,27,31,40,41].

The phase transition analyzed here was taken from
an experiment not used for the previous gudies.
However, the results confirm these former
investigations on the dynamic organizetion of the
RF in the lower brainstem and their changing
relations to periphera and other central nervous
sub-systems. The spedal capabiliti es of the gplied
analyticd methods in investigating dynamic
processs is elucidated by the fad that only one
single, relatively short phase transition has been
necessary to confirm the results (gained by much
more expense) of the investigations obtained up till
now. This demonstrates that it bewmmes now
posdble to investigate systems dynamics diredly as
has not been posdble with the methods, applied
previously or merely with grea experimental and
temporal expenditure. Espedaly the finding that
during phase transitions the way of processng of
afferent information in the NTS is changed, is
complementary to results of ealier studies obtained
by means of other methods [20,23,30,43,44].
Previous investigations on rhythmic coordination of
different peripheral and central sub-systems[23,29]
have been confirmed and complemented by these
analyses as well. The rhythmic ooordination
between CBS neurons and the respiratory and
cadiovascular system, respedively, were described
as longer lasting and of other quality than the short-
time ouplings between the adivities of CBS
neurons and the EEG [23]. The latter are short-time
phenomena [23] occurring mainly when reticular
rhythms in CBS neurons appea or vanish,
respedively. These older results, obtained from
numerous experiments, are dealy confirmed here,
most of al by the PCCDs of reticular neuronal
adivities and the EEGs.

The more important result, however, is that the
analyses yield a quasi-continuous complex

description of the functional reorganizetion in this
multi-functional system with its manifold feedbadk
loops. To the best of the knowledge of the aithors,
this has not been presented in the lit erature before.
Moreover, the phase transition analyzed here is
interesting rot only for demonstrating the presented
methods of non-stationary time series analysis, but
can aso be very informative from a genera
physiologicd point of view. To what extent the
andyzed phase transtion is typicd for
reorganizaion processes in the CNS, and whether it
might be similar to transitions between trophotropic
and ergotropic functional statesin general [11], will
be subjea of further investigations. Nevertheless
the physiologicd relevance of the presented phase
trangition is indisputable becaise it is not the result
of external interventions but rather appeaed
spontaneoudly in the organism under physiologicd
conditi ons.
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