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OFDM-Based Turbo-Coded Hierarchical and
Non-Hierarchical Terrestrial Mobile Digital
Video Broadcasting
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Abstract—The feasibility of terrestrial Digital Video Broadcast ~environment of the terrestrial system requires concatenated
(DVB) to mobile receivers is studied and turbo coded perfor- Reed-Solomon [4], [5] (RS) and rate compatible punctured
mance enhancements are proposed. Initially, the MPEG-2 codec convolutional coding [4], [5] (RCPCC) combined with Or-

is subjected to a rigorous bit error sensitivity investigation, in . ) :
order to assist in designing various error protection schemes for thogonal Frequency Division Multiplexing (OFDM) based

wireless DVB transmission. The turbo codec is shown to provide Modulation [6]. By contrast, the more benign cable and satellite
Signal-to-Noise Ratio (SNR) performance advantages in excessbased media facilitate the employment of multi-level modems
of 5-6 dB over conventional convolutional coding both in terms ysing up to 256-level quadrature amplitude modulation (QAM)
of bit error rate and video quality. Our experiments suggested [6]. These schemes are capable of delivering high-definition

that—despite our expectations—multi-class data partitioning . . . . .
did not result in error resilience improvements, since a high video at bitrates of up to 20 Mbits/s in stationary broad-

proportion of relatively sensitive video bits had to be relegated to cast-mode distributive wireless scenarios.

the lower integrity subchannel, when invoking a powerful low-rate Recently, there has been a range of DVB system performance
channel codec in the high-integrity protection class. Nonethe- studies in the literature [7]-[10]. Against this background, in
less, DVB transmission to mobile receivers is feasible, whenyis contripution we have proposed turbo-coding based im-
using turbo-coded OFDM transceivers at realistic power-budget . . .
requirements under the investigated highly dispersive fading provements to the terrestna} bvB S.yStem [1] and 'n\_/?sngated
channel conditions. It is interesting to note furthermore that itS performance under hostile mobile channel conditions. We
the 5-6 dB SNR improvement due to turbo coding allows us to have also studied various video bitstream partitioning and
invoke for example the double-throughput 16-level Quadrature channel coding schemes both in the so-called hierarchical and
Amplitude Modulation (16-QAM) mode instead of the standard  ,,npierarchical transceiver modes to be discussed during our
convolutional-coded 4-QAM mode. This facilitates doubling the . .

bit rate and hence improving the video quality. further discourse and cornpa_lrt_ad thglr performanqe. .

Index Terms—bVB, DVB-T, error sensitivity, hierarchical video The rest of the paper is divided into the following sections.
transmission, mobile video broadcast, MPEG-2, OFDM, QAM, In Section Il the t.)lt error Sen.SItIVIty of the MPEG. 2 coding
terrestrial video broadcast, wireless video broadcast. parameters [11] is characterized. A brief overwe_w of the

enhanced turbo-coded and standard DVB terrestrial scheme
is presented in Section lll, while the channel model is de-
|. BACKGROUND AND MOTIVATION scribed in Section IV. Following this, in Section V the reader

OLLOWING the standardization of the Pan—Europeaﬁ introduced to the MPEG-2 data partitioning scheme [12]
Digital Video Broadcasting (DVB) systems, we hava!ised to split the input MPEG-2 video bitstream into two error
begun to witness the arrival of digital television services to tHgotection classes, which can then be protected either equally
home. However, for a high proportion of business and leisufé unequally. These two video bit protection classes can then be
travellers it is desirable to have access to DVB services whipoadcasted to the receivers using the so-called DVB terrestrial
on the move. Although it is feasible to access these servidé§rarchical transmission format [1]. The performance of the
with the aid of dedicated DVB receivers, these receivers méta partitioning scheme was investigated by corrupting either
also find their way into the laptop computers of the near futuré€ high or low sensitivity video bits using randomly distributed
These intelligent laptops may also become the portable D\ASOrS for a range of system configurations in Section VI and
receivers of wireless in-home networks. their effects on the overall reconstructed video quality were
In recent years three DVB standards have emerged §ialuated. Following this, the performance of the improved
Europe for terrestrial [1], cable-based [2], and satellite-orient&)/B terrestrial system employing the so-called nonhierar-

[3] delivery of DVB signals. The more hostile propagatioghical and hierarchical format [1] is examined in a mobile
environment in Sections VII and VI, before our conclusions

and future work areas are presented in Section IX. We note
Manuscript received July 7, 1999; revised February 24, 2000. This work vvgérthermore that readers m_amly 'mereSteq inthe ove_rall system
supported in part by EPSRC, U K. in the framework of the Contract GR/K 7404Brformance may opt for directly proceeding to Section Ill. Let

and the European Commission. . __us commence our discourse in the next section by describing an
The authors are with the Department of Electronics and Computer Smenc%. . hod of e . h L fthe MPEG-2
University of Southampton, SO17 1BJ, U.K. (e-mail: Ih@ecs.soton.ac.uk). Objective method of quantifying the sensitivity of the -
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whereA is the difference between the uncoded pixel value and
the reconstructed pixel value, while the variaklésandN refer
to the dimension of the image. The maximum possible 8-bit

W
(3]

~~ 30
% pixel luminance value of 255 was used in (1) in order to mit-
§2° igate the PSNR’s dependence on the video material used. The
s 20 PSNR degradation is the difference between the PSNR of the de-
g coder’s reconstructed image in the event of erroneous decoding
315 and successful decoding. The average PSNR degradation is then
< the mean of the PSNR degradation values computed for all the
g image frames of the video test sequence.
5 ® MSB of intra_dc_precision (Frame 28) Most MPEG-2 parameters are encoded by several bits and
A LSB of intra_dc_precision (Frame 28) . . . . .
& MSB of intra_dc_precision (Frame 73) they may occur in different positions in the video sequence. In
O T ™ o o0 om0 oo oo these different positions they typically affect the video quality
Frame Index differently, since corrupting a specific parameter of a frame

o 1 PSNR dearadat e for the different bit it § tclose to the commencement of a new picture start code inflicts
scl)g-;:alied intra_dce_%rrezzc?s:gz [farl(r)a:n?etzrr [1?] ir: deifrfizr:entI csotjrii)tedov(iedngg frzm%eslesser degradation, than 'cor.ruptlng an equivalent pargmeter
for the “Miss America’ QCIF video sequence encoded at 30 frame/s and 1.ftsrther from the resynchronization point. Hence the sensitivity
Mbit/s. of the MPEG-2 parameters is position-dependent. Furthermore,
different encoded bits of the same specific MPEG-2 parameter
Il. MPEG-2 BT ERROR SENSITIVITY may exhibit different sensitivity to channel errors. Fig. 1 shqws
such an example for the parameter known as intra_dc_precision
At this stage we have to note again that a number of differeiti], which is coded under the so-called Picture Coding Exten-
technigues can be used in order to quantify the bit error sension [12]. In this example, the PSNR degradation profiles due
tivity of the MPEG-2 bits. The outcome of these investigation® bit errors being inflicted on the parameter intra_dc_precision
will depend to a degree on the video material used, the out@itFrame 28 showed that the degradation is dependent on the
bit rate of the video codec, the objective video quality meaignificance of the bit considered. Specifically, errors in the
sures used and the averaging algorithm employed. Perceptuailtyst significant bit (MSB) caused an approximately 3 dB
motivated, subjective quality based sensitivity testing becomigigher PSNR degradation, than the least significant bit (LSB)
simply infeasible due to the large number of associated test sggrors. Furthermore, the PSNR degradation due to a MSB error
narios. Hence in this section a simplified objective video qualityf the intra_dc_precision parameter in Frame 73 is similar to
measure based bit-sensitivity evaluation procedure is proposg@ PSNR degradation profile for the MSB of the intra_dc_pre-
which attempts to take into account all the major factors iision parameter of Frame 28. Due to the variation of the
fluencing the sensitivity of MPEG-2 bits. Specifically, the proPSNR degradation profile for the bits of different significance
posed procedure takes into account the position and the rejea particular parameter, as well as for the same parameter
tive frequency of the MPEG-2 parameters in the bitstream, theits different occurrences in the bitstream, it is necessary to
number of the associated coding bits for each MPEG-2 paragetermine theaveragePSNR degradation for each parameter
eter, the video bit rate and the effect of loss of synchronizatigmthe MPEG-2 bitstream.
or error propagation due to corrupted bits. Nonetheless, we not@ur approach in obtaining the average PSNR degradation was
that a range of similar bit sensitivity estimation techniques eximilar to that suggested in [13] and [14]. Specifically, the av-
hibiting different strengths and weaknesses can be devised apralge measure used here takes into account the significance of
no doubt future research will produce a variety of similarly mahe bits corresponding to the MPEG-2 parameter concerned, as
tivated techniques. well as the occurrence of the same parameter at different lo-
In this section we assume familiarity with the MPEG-Zations in the encoded video bitstream. In order to find the av-
standard [11], [12]. The aim of our MPEG-2 error resiliencerage PSNR degradation for each MPEG-2 bitstream parameter,
study was to quantify the average PSNR degradation inflicteisk different bits encoding a specific parameter, as well as the
by each erroneously decoded video codec parameter in Big of the same parameter but occurring at different locations in
bitstream, so that appropriate protection can be assignediie MPEG-2 bitstream were corrupted and the associated PSNR
each parameter. First, we will define three measures, namebgradation profile versus frame index was registered. The ob-
the peak signal-to-noise ratio (PSNR), the PSNR degradatissrved PSNR degradation profile generated for different loca-
and the average PSNR degradation, which are to be used intwis of a specific parameter was then used to compute the av-
subsequent discussions. The PSNR is defined as follows: erage PSNR degradation. As an example, we shall use the PSNR
degradation profile shown in Fig. 1. In this figure there are three

N degradation profiles. The average PSNR degradation for each

Z Z 9552 profile is first computed in order to produce three average PSNR
= = degradation values corresponding to the three respective pro-
PSNR= 10 log,o ——,— (1) files. The mean of these three PSNR averages will then form
Z Z A2 the final average PSNR degradation for the intra_dc_precision

parameter. The same process is repeated for all MPEG-2 param-

n=0m=0
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Fig. 2. Average PSNR degradation for the various MPEG-2 parameters in (a) Picture Header Information, (b) Picture Coding Extension, and (c) Slice-,
Macroblock-, and Block-Layers for the “Miss America” QCIF video sequence encoded at 30 frame/s and 1.15 Mbit/s.

eters from the Picture Layer up to the Block Layer. The diffedifferent numbers of bits. Therefore, the average PSNR degra-
ence with respect to the approach adopted in [13], [14] was thigttion registered in Fig. 2 for each MPEG-2 parameter was
while in [13], [14] the average PSNR degradation was acquirealltiplied with the long-term probability of this MPEG-2
for each bit of the output bitstream, we have adopted a simpfgrameter occurring in the MPEG-2 bitstream and with the
approach in this contribution due to the large number of differerglative probability of bits being allocated to that MPEG-2
parameters within the MPEG-2 bitstream. Fig. 2 shows the typarameter. Figs. 3 and 4 show the probability of occurrence of
ical average PSNR degradations of the various MPEG-2 pihe various MPEG-2 parameters characterized in Fig. 2 and the
rameters of the Picture Header Information, Picture Coding Eprobability of bits allocated to the parameters in the Picture
tension, Slice Layer, Macroblock Layer, and Block Layer [12Header Information, Picture Coding Extension, as well as in
which were obtained using th&6 x 144 quarter common inter- the Slice-, Macroblock- and Block-Layers [12], respectively,
mediate format (QCIF) “Miss America” (MA) video sequencdor the QCIF MA video sequence encoded at 1.15 Mbit/s.
at 30 frames/s and a high average bitrate of 1.15 Mbits/s. We shall concentrate first on Fig. 3(a). It is observed
However, the different MPEG-2 parameters or codewordsat all parameters—except for the full_pel forward vector,
occur with different probabilities and they are allocatetbrward f code, full_pel backward_vector, and back-
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roblocks and 44 blocks per video frame slice for the QCIF Miss
America video sequence considered in our experiments. The
AC Discrete Cosine Transform (DCT) [15] coefficient param-
eter had the highest probability of occurrence, exceeding eighty
percent.

Fig. 4 shows the probability of bits being allocated to the
various MPEG-2 parameters in the Picture Header Infor-
mation, Picture Coding Extension, Slice-, Macroblock-, and
Block-Layers [12]. Fig. 5 was included to more explicitly
illustrate the probability of bit allocation seen in Fig. 4(b),
with the probability of allocation of bits to the AC DCT
coefficients being omitted from the bar-chart. Considering Fig.
4(a), the two dominant parameters, with the highest number
of encoding bits requirement, are the picture start code (PSC)
and the picture coding extension start code (PCESC). However,
comparing these probabilities with the probability of bits being
allocated to the various parameters in the Slice-, Macroblock-,
and Block-Layers, the percentage of bits allocated can still be
considered minimal due to their infrequent occurrence. In the
Block-Layer, the AC DCT coefficients require in excess of
85 percent of the bits available for the whole video sequence.
However, at bit rates lower than 1.15 Mbit/s the proportion
of AC-coefficient encoding bits was significantly reduced,
as illustrated by Fig. 6. Specifically, at 30 frames/s and 1.15
Mbit/s, the average number of bits per video frame is about
38 000 and a given proportion of these bits is allocated to
the MPEG-2 control header information, motion information
and to the DCT coefficients. Upon reducing the total bitrate
budget—since the number of control header bits is more or
less independent of the target bitrate—the proportion of bits
allocated to the DCT coefficients is substantially reduced. This
is explicitly demonstrated in Fig. 6 for bit rates of 1.15 Mbit/s
and 240 kbit/s for the “Miss America” QCIF video sequence.

The next process, as discussed earlier, was to normalize the
measured average PSNR degradation according to the proba-
bility of occurrence of the respective MPEG-2 parameters in the
bitstream and the probability of bits being allocated to this pa-

®) rameter. The normalized average PSNR degradation caused by
F;]g- 3-t Prodbé_lbilgy 0; OCCPU_fftencerOYdthel }/afiouf MPE(?;DZ_ tD?ﬂfagmde_t?orrupting the parameters of the Picture Header Information and
e S e Header informaton and Pitre Co0fSicture Coding Extension [12] i portrayed in Fig. 7(a). Simi-
America” QCIF video sequence encoded at 30 frame/s and 1.15 Mbit/s.  larly, the normalized average PSNR degradation for the param-

eters of the Slice-, Macroblock-, and Block-Layers is shown in

ward_f_code—have the same probability of occurrence, sinktg. 7(b). In order to visually enhance Fig. 7(b), the normal-
they appear once for every coded video frame. The parametégsl average PSNR degradation for the AC DCT coefficients
full_pel_forward_vector and forward_f code have a highavas omitted in the bar-chart shown in Fig. 8.
probability of occurrence than full_pel_backward_vector The highest PSNR degradation was inflicted by the AC DCT
and backward_f _code, since the former two appear in bathefficients, since these parameters occur most frequently and
P-frames andB-frames, while the latter two only occur inhence are allocated the highest number of bits. When a bit
B-frames. For our experiments, the MPEG-2 encoder wasor occurs in the bitstream, the AC DCT coefficients have
configured such that for every encodétdframe, there were a high probability of being corrupted. The other parameters,
two encodedB-frames. However, when compared with theuch as the DC_DCT_size and DC_DCT_differential, though
parameters from the Slice-Layer, Macroblock-Layer anekhibiting high average PSNR degradations when corrupted,
Block-Layer, which are characterized by the bar chart of Figegistered low normalized average PSNR degradations since
3(b), the parameters of the Picture Header Information and Pibeir occurrence in the bitstream is confined to the infrequent
ture Coding Extension appeared significantly less frequentlyintra-coded frames.

If we compare the frequency of occurrence of the parametersThe end-of-block MPEG-2 parameter exhibited the second
in the Slice-Layer with those in the Macroblock- and Blockhighest normalized average PSNR degradation in this study. Al-
Layers, the former appeared less often, since there were 11 nthough the average number of bits used for the end-of-block is
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@) Fig. 5. Probability of bits being allocated to the various MPEG-2 Slice-,
90 Macroblock-, and Block-Layer parameters, as seen in Fig. 4(b), where the
—_ probability of bits allocated to the AC DCT coefficients was omitted, in
32 80 order to show the allocation of bits to the other parameters more clearly. This
£ probability of bits allocation to the various MPEG-2 parameters is associated
- 70 with the “Miss America” QCIF video sequence encoded at 30 frame/s and 1.15
o Mbit/s.
% 60
o
8 50
5} _ . .
g40 highest normalized average PSNR degradation. Although most
2 5 of the parameters here occur with equal probability as seen in
< . . . . .
8 Fig. 3(a), the picture start code requires a higher portion of the
=% bits compared to the other parameters, with the exception of
g 10 the extension start code. Despite having the same probability of
o o - u occurrence and the same allocation of bits, the extension start
5 B 8835888 3258 ££835 2% 2 code exhibits a lower normalized PSNR degradation than the
s = w JES =Rt K] o = = . . . . .
5 22 gl,él fo,é%g o 33 glg' 52z 3%% picture start code, since its average un-normalized degradation
5580852385 5885 588 B2 E is lower, as shown in Fig. 2.
= ocw o = = = . .
5% 3 §§ g E g 3 e ® ® s From Figs. 7 and 8, we observe that the video PSNR degrada-
[z . . .
2 8 TE € tion was dominated by the erroneous decoding of the AC DCT
5 @

coefficients, which appeared in the MPEG-2 video bitstream in
(b) the form of variable length codewords. This suggests invoking
Fig. 4. Probability of bits being allocated to parameters in (a) Picture Headgnequal error protection techniques for protecting the MPEG-2
Information and Picture Coding Extension (b) Slice-, Macroblock-, andgrameters during transmission. In a low complexity implemen-
Block-Layers for the “Miss America” QCIF video sequence encoded at 30 .. . . . .
frame/s and 1.15 Mbit/s. ation, two protection classes may be envisaged. The higher pri-
ority class would contain all the important header information
and some of the more important low-frequency variable-length

coded DCT coefficients. The lower priority class would then

only approximately 2.17 bits, the probability of occurrence arEjontain the remaining less important, higher frequency variable

the probability of bits being allocated to it is higher than tho%%ngth coded DCT coefficients. This partitioning process will be

°_f .other parameters, W'th the exception of the AC DCT Cc?e&’etailed in Section V together with its associated performance
ficients. Furthermore, in general, the parameters of the Slic

M block d Block-L hibit hiah 1'the context of the hierarchical DVB [1] transmission scheme
acroblock-, and Block-Layers exhibit higher average normaly gection i, Let us, however, first consider the architecture

ized PSNR degradations due to their more frequent occurrenGe, investigated DVB system in the next section
in the bitstream compared to the parameters, which belong to '

the Picture Header Information and to the Picture Coding Ex-
tension. This also implies that the percentage of bits allocated
to these parameters is higher. The block diagram of the DVB terrestrial (DVB-T) trans-
Comparing the normalized average PSNR degradationsnaitter [1]is shown in Fig. 9, which consists of an MPEG-2 video
the parameters in the Picture Header Information and Pictumecoder, channel coding modules and an Orthogonal Frequency
Coding Extension, the picture start code (PSC) exhibits tivision Multiplex (OFDM) modem [6], [16]. The bitstream

[ll. DVB T ERRESTRIAL SCHEME
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If only one of the two branches of the transmitter in Fig. 9 is
utilized, the DVB-T modem is said to be operating in its non-
hierarchical mode. In this mode, the modem can have a choice
of QPSK, 16-QAM, or 64-QAM modulation constellations [6].
40000 A second video bitstream can also be multiplexed with the
first one by the inner interleaver, when the DVB modem is in its
so-called hierarchical mode [1]. The choice of modulation con-
stellations in this mode is between 16-QAM and 64-QAM. We
shall be employing this transmission mode, when the so-called
data partitioning scheme, of Section V, is used to split the in-
coming MPEG-2 video bitstream into two video bit-protection
classes with one class having a higher grade of protection or pri-
0 20 40 60 80 100 120 140 ority than the other one. The higher priority video bits will be

Frame Index mapped to the MSB'’s of the modulation constellation points and

@) the lower priority video bits to the LSB’s of the QAM-constel-

25000 lation [6]. For 16-QAM and 64-QAM, the two MSB's of each
4- or 6-bit QAM symbol will contain the more important video
data. The lower priority video bits will then be mapped to the
lower significance 2 bits and 4 bits of 16-QAM and 64-QAM,
respectively [6].
15000 These QPSK, 16-QAM, or 64-QAM symbols are then dis-
tributed over the OFDM carriers [6]. The parameters of the
OFDM system are presented in Table II.

Beside implementing the standard DVB-T system as a bench-
mark, we have improved the system by replacing the convolu-
tional coder by a turbo codec [17], [18]. The turbo codec’s pa-
rameters used in our investigations are displayed in Table Il

% 20 40 50 8 100 120 140 The block diagram of the turbo encoder is shown in Fig. 10.
Frame Index The turbo encoder is constructed of two component encoders.
(b) Each component encoder is a half-rate convolutional encoder,
Fig. 6. Profile of bits allocated to the DCT coefficients, when the 34vhose parameters are listed in Table Ill. The two component en-
frame/s QCIF Miss America video sequence is coded at (a) 1.15 Mbi¢gpders are used to encode the same input bits, although the input
(It%%’a;%g)? 1343035b;3t/§1§b223r:2{ oan.]e sequence of frames is in the ordgfiq of the second component encoder are interleaved before en-
coding. The output bits of the two component codes are punc-
tured and multiplexed, in order to form a single output bitstream.
STélfe component encoder used here is known as a half-rate recur-

generated by the MPEG-2 encoder is packetized into frame ) .
188-byte long. The video data in each packet is then randofive systematic convolutional encoder (RSC) [19]. It generates

ized by the scrambler of Fig. 9. The specific details concernifiy'® parity bit and one systematic output bit for every input bit.

the scrambler have not been included in this paper, since th grder_to provide an overall coding rate fif= 1/2, half the
may be obtained from the DVB-T standard [1]. oquut bits from the two en_coders musF be puncturgd. The punc-
Due to the poor error resilience of the MPEG-2 videdHring arrangement used in our work is to transmit all the sys-
codec, powerful concatenated channel coding is employed. ftgeatic bits from the first encoder and every other parity bit from
concatenated channel codec of Fig. 9 comprises a shorteR€H €ncoders [20]. We note here that one iteration of the turbo
Reed—-Solomon (RS) outer code and an inner convolutiorfgcoder involves two so-called Logarithmic MaximuxPos-
encoder. The 188-byte MPEG-2 video packet is extended tgfiori (LogMAP) [21] decoding operations, which we repeated
the Reed—Solomon encoder [4], [5] with parity information téor the 8 iterations. Hence, the total turbo decoding complexity
facilitate error recovery in order to form a 204-byte packet. THe about 16 times higher than a constraint lenth= 3 con-
Reed-Solomon decoder can then correct up to eight erronestitient convolutional decoding. Therefore the turbo decoder ex-
bytes for each 204-byte packet. Following this, the RS-codédbits a similar complexity to th& = 7 convolutional decoder.
packet is interleaved by a convolutional interleaver and furtherin this section, we have given an overview of the standard
protected by a half-rate inner convolutional encoder usingamd enhanced DVB-T system, which we have used in our ex-
constraint length of 7 [4], [5]. periments. Readers interested in further details of the DVB-T
Furthermore, the overall code rate of the concatenated codsygtem are referred to the DVB-T standard [1]. The performance
scheme can be adapted by variable puncturing which suppartghe standard DVB-T system and the turbo coded system is
code rates of /2 (no puncturing) as well a&/3, 3/4, 5/6, and characterized in Sections VIl and VIII for nonhierarchical and
7/8. The parameters of the convolutional encoder are sumnterarchical transmissions, respectively. Let us now briefly con-
rized in Table I. sider the multipath channel model used in our investigations.
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Fig. 8. This bar chartis the same as Fig. 7(b), although the normalized average
PSNR degradation for the AC DCT coefficients was omitted in order to show the
average PSNR degradation of the other parameters. This bar chart is presented
for the “Miss America” QCIF video sequence encoded at 30 frame/s and 1.15
Mbit/s case.
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depicted in Fig. 11. For the sake of completeness we note that
the standard COST 207 channel model was defined in order to
facilitate the comparison of different GSM implementations
[4] under identical conditions. The associated bit rate was 271
kbit/s, while in our investigations the bit rate of DVB-quality
transmissions can be as high as 20 Mbit/s, where there is a
higher number of resolvable multipath components within
the dispersion-range considered. However, the performance
of various wireless transceivers is well understood by the
research community over this standard COST 207 channel and
hence its employment is beneficial in benchmarking terms.
Furthermore, since the OFDM modem has 2048 subcarriers,
the subcarrier signaling rate is effectively 2000-times lower
than our maximum DVB-rate of 20 Mbit/s, corresponding to 10
kbit/s. At this subchannel rate, the individual subchannel can be
(b) considered nearly frequency-flat. In summary, in conjunction
Fig. 7. Normalized average PSNR degradation for the various parameter®¥ifh the 200 km/h vehicular speed the investigated channel
(a) Picture Header Information and Picture Coding Extension and (b) Slicegnditions constitute a pessimistic scenario.
Macroblock-, and Block-Layers, normalized to the probability of occurrence In order to facilitate unequal error protection, the data parti-

of the respective parameters in the bitstream and the probability of bits being . . . . .
allocated to the parameter for the “Miss America” QCIF video sequendifONing procedure of the MPEG-2 video bitstream is considered

encoded at 30 frame/s and 1.15 Mbit/s. next.
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IV. CHANNEL MODEL V. DATA PARTITIONING SCHEME

The channel model employed in this study was the Efficient bitstream partitioning schemes for H.263-coded
twelve-path COST 207 [22] hilly terrain (HT) type impulsevideo were proposed for example by Gharavi and Alamouti
response, with a maximal relative path delay of 189 This [23], which were evaluated in the context of the third-gen-
channel was selected in order to provide a worst-case propageaation mobile radio standard proposal known as IMT-2000.
tion scenario for the DVB-T system employed in our study. As portrayed in Figs. 7 and 8, the corrupted variable-length

In the system characterized here, we have used a cardeded DCT coefficients inflict a high video PSNR degradation.
frequency of 500 MHz and a sampling rate of 7j@&l Each of Assuming that all MPEG-2 header information is received
the channel paths was faded independently obeying a Rayletgirectly, the fidelity of the reconstructed images at the receiver
fading distribution, according to a normalized Doppler freis dependent on the number of correctly decoded DCT coef-
guency ofl0—? [4]. This corresponds to a worst-case vehiculdicients. However, the subjective effects of the loss of higher
velocity of about 200 km/h. The unfaded impulse responsespatial frequency DCT coefficients are less dramatic compared



8 IEEE TRANSACTIONS ON BROADCASTING, VOL. 46, NO. 1, MARCH 2000

MPEG-2 Outer Outer Inner Coder| ) — Inner Mapper OFDM
Variable channel
source (| Scrambler > Coder | Interleaver sconv. / turbo Interleaver - —
coder RS(204,188) conv. 1/2 rate Puncturer ~  block 4/16/64 QAM| | 2K mode
« Borambler b
Fig. 9. Schematic of the DVB terrestrial transmitter functions.
Input bits Convolutional priority breakpoint (PBP) [12]. The PBP can be adjusted at
Encoder the beginning of the encoding of every MPEG-2 image slice,

based on the buffer “occupancy” or “fullness” of the two output
! Turbo " Output Bits buffers. qu (_axample,'if the high-priority buffer is 80% full and
| Interleaver Puncturer [ the low-priority buffer is only 40% full, the rate control module
‘ would have to adjust the PBP such that more data is directed
T to the low-priority partition. This measure is taken to avoid
Convolutionat | high-priority buffer overflow and low-priority buffer underflow
events. The valid values for the MPEG-2 PBP are summarized

in Table 1V [12].

There are two main stages in updating the PBP. The first stage
involves the rate control module of Fig. 12 in order to decide

o

Fig. 10. Block diagram of turbo encoder.

TABLE | o )
PARAMETERS OF THEC'C(n, k, K') CONVOLUTIONAL on the preferred new PBP value for each partition based on its
INNER ENCODER OF THEDVB-T M ODEM individual buffer occupancy and on the current value of the PBP.
- The second stage then combines the two desired PBP’s based on
Convolutional Coder Parameters .
Code Rate 172 the buffer occupancy of both buffers in order to produce a new
Constraint Length 7 PBP.
n 2 The updating of the PBP in the first stage of the rate control
k ) 1 module is based on a heuristic approach, similar to that sug-
Generator Polynomials (octal format) | 171, 133 gested by Aravinat al.[24]. The update procedure is detailed
in Algorithm 1, which is discussed below and augmented by a
TABLE I numerical example at the end of this section.
PARAMETERS OF THEOFDM MODULE USED IN THE DVB-T MODEM [1] The variable “sign”is used in Algorithm 1, in order to indicate
OFDM Paramtors how the PBP_ has to be adjustgd in the h|gh—.and low-priority
- MPEG-2 partitions, so as to arrive at the required target buffer
Total number of subcarriers 2048 (2K mode) . . e -
Number of effective subcarriers 1705 occupancy. More explicitly, the variable “sign” in Algorithm
OFDM symbol duration T 224 us 1 is necessary, because the MPEG-2 PBP values [12] shown
Guard Interval T,/4 = 56us in Table 1V indicate the amount of information which should
Total symbol duration 280 ps be directed to the high-priority partition. Therefore, if the low-
(inc. Guard Interval) . priority partition requires more data, then the new PBP must be
Consecutive subcarrier spacing 1/T, 4464 Hz lower than the current PBP. By contrast, for the high-priority
DVB channel spacing 7.61 MHz titi higher PBP impli btaini dat
QPSK and QAM symbol period 7/64 ps partition a higher implies obtaining more data.

Once the desired PBP’s for both partitions have been acquired
with the aid of Algorithm 1, Algorithm 2 is invoked to com-
to that of the lower spatial frequency DCT coefficients. Thpute the final PBP for the current MPEG-2 image slice. The
splitting of the MPEG-2 video bitstream into two different ininner working of these algorithms will be augmented by a nu-
tegrity bitstreams is referred to as data partitioning [12]. Recatlerical example at the end of this section. There are two main
from Section Il that the hierarchical 16- and 64-QAM DVB-Tcases to consider in Algorithm 2. The first one, occurs when
transmission scheme enables us to multiplex two unequaligth partitions have a buffer occupancy of less than 50%. By
protected MPEG-2 video bitstreams for transmission. Thissing the reciprocal of the buffer occupancy in Algorithm 2 as
section describes the details of the MPEG-2 data partitioniagweighting factor during the computation of the PBP adjust-
scheme [12]. ment value “delta,” the algorithm will favor the new PBP deci-

Fig. 12 shows the block diagram of the data partitioningion of the less occupied buffer in order to fill the buffer with
scheme, which splits an MPEG-2 video bitstream into twmore data in the current image slice. This is simply because the
resultant bitstreams. The position at which the MPEGHauffer is closer to underflow and hence increasing the PBP ac-
bitstream is split is based on a variable referred to as therding to its instructions will assist in preventing the particular
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TABLE Il

PARAMETERS OF THEINNER TURBO ENCODER USED TO REPLACE THE
DVB-S SysTEM'S [ = 7 CONVOLUTIONAL ENCODER OFTable | (RSC:
RECURSIVE SYSTEMATIC CODE)

Turbo Coder Parameters

Turbo Code Rate 1/2
Input Block Length 17952 bits
Interleaver Type Random
Number of Turbo Decoder Iterations 8
Turbo Encoder Component Code Parameters
Component Code Encoder Type Recursive
Systematic
Convolutional
(RSC)
Component Code Decoder Type Log-MAP|[21]
Constraint Length 3
n 2
k 1
Generator Polynomials (octal format) 7,5

The new PBP value is then compared to its legitimate range
tabulated in Table IV. Furthermore, we restricted the minimum
PBP value such thdt, P-, andB-pictures have minimum PBP
values of 64, 3, and 2, respectively. SinBepictures are not
used for future predictions, it was decided that their data need
not be protected as strongly as that of lr@nd P-pictures. As
for P-pictures, Ghanbari and Seferidis [25] showed that cor-
rectly decoded motion vectors alone can still provide a subjec-
tively pleasing reconstruction of the image, even if the DCT co-
efficients were discarded. Hence, the minimum MPEG-2 bit-
stream splitting point or PBP faP-pictures has been set to
be just before the coded block pattern parameter, which would
then ensure that the motion vectors would be mapped to the
high-priority partition. Upon receiving corrupted DCT coeffi-
cients they would be set to zero, which corresponds to setting
the motion-compensated error residual of the macroblock con-
cerned to zero. Faf-pictures the fidelity of the reconstructed
image is dependent on the number of DCT coefficients that can
be decoded successfully. Therefore, the minimum MPEG-2 bit-
stream splitting point or PBP was set to include at least the first
runlength coded DCT coefficient.

Below we demonstrate the operation of Algorithms 1 and 2
with the aid of a simple numerical example. We shall assume
that the PBP prior to the update is 75 and the buffer occupancy
for the high- and low-priority partition buffers is 40% and 10%,
respectively. Considering the high-priority partition, according
to the buffer occupancy of 40% Algorithm 1 will set the desired
PBP update difference denoted by “diff’ for the PBR#® and
this desired update is referred to as giff. priority IN Algo-
rithm 2. For the low-priority partition, according to the buffer
occupancy of 10% Algorithm 1 will set the desired update for
the PBP to—2, since the sign of diff is changed by Algorithm
1. The desired PBP update for the low-priority partition is re-
ferred to as diff o Priority IN Algorithm 2. Since both parti-
tion buffers’ occupancy is less than 50%, Algorithm 2 will use
the reciprocal of the buffer occupancy as the weighting factor,
which will then favor the desired update of the low-priority par-
tition due to its 10% occupancy. The final update value—which
is denoted by delta in Algorithm 2—is equal t& (after being
rounded up). Hence, according to Step 2 of Algorithm 2 the
new PBP is 73. This means that for the current MPEG-2 image
slice more data will be directed into the low-priority partition, in
order to prevent buffer underflow since PBP was reduced from
75 to 73 according to Table IV.

Apart from adjusting the PBP values from one MPEG-2
image slice to another to avoid buffer underflow or overflow,
the output bitrate of each partition buffer must be adjusted such
that the input bit rate of the inner interleaver and modulator in
Fig. 9 is properly matched between the two partitions. Specifi-
cally, in the 16-QAM mode the two modem subchannels have
an identical throughput of 2 bits per 4-bit symbol. By contrast,

buffer from underflowing. On the other hand, when both buffelis the 64-QAM mode there are three 2-bit subchannels per 6-bit
experience a buffer occupancy of more than 50%, the buffer @4-QAM symbol, although the standard [1] recommends using
cupancy itself is used as a weighting factor instead. Now, thehigher-priority 2-bit and a lower-priority 4-bit subchannels.

algorithm will instruct the buffer having a higher occupancy télence, it is imperative to take into account the redundancy
have its desired PBP adjusted such that less data is inserted auded by forward error correction (FEC), especially when the
it in the current MPEG-2 image slice. Hence, buffer overflowwo partition’s FEC’s operate at different code rates. Fig. 13

problems are alleviated with the aid of Algorithms 1 and 2.

shows a block diagram of the DVB-T system operating in the
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Fig. 13. Video partitioning scheme for the DVB-T system operating in hierarchical mode.

hierarchical mode and receiving its input from the video par-
titioner. The FEC module represents the concatenated coding
system, consisting of a Reed—Solomon codec [4] and a convo-
lutional codec [4]. The modulator can invoke both 16-QAM
and 64-QAM [6]. We shall now use an example to illustrate the
choice of the various partitioning ratios summarized in Table V.

We shall assume that 64-QAM is selected and the high- and
low-priority video patrtitions employ rate 1/2 and 3/4 convolu-
tional codes, respectively. This scenario is portrayed in the third
line of the 64-QAM section of Table V. We do not have to take
the Reed—Solomon code rate into account, since both partitions
invoke the same Reed—Solomon codec. Based on these facts and
upon referring to Fig. 13, the input bitraté and B, of the
modulator must be in the ratio 1: 2, since the two MSB’s of the
64-QAM constellation are assigned to the high-priority video
partition and the remaining four bits to the low-priority video
partition.

At the same time, the ratio @3 to B, is related to the ratio
of By to B, with the FEC redundancy taken into account, re-

Q2 0A 08 08 A0
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o
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o 2 DBs 2
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If, for example, the input video bitrate to the data partitioner

module is 1 Mbit/s, the output bitrate of the high- and low-pri-
ority partition would beB; = 250 kbit/s andB, = 750 kbit/s,
respectively, according to the ratio indicated by (2).

In this section, we have outlined the operation of the data
partitioning scheme, which we used in the DVB-T hierarchical
transmission scheme. Its performance in the context of the
overall system will be characterized in Section VIII. Let us,
however, first evaluate the BER-sensitivity of the partitioned
MPEG-2 bitstream to randomly distributed bit errors using
various partitioning ratios.

02 04 Q% 08

Pronapiiy of Ocourence

o

S VI. PERFORMANCE OFDATA THE PARTITIONING SCHEME

(b) .

) ) . Let us consider here the 16-QAM modem and refer to the
Fig. 14. Evolution of the probability of occurrence of PBP values from one . . . .
equally split rate-1/2 convolutional coded high- and low-pri-

picture to another of the04 x 576-pixel “Football” video sequence for Scheme =™ :
1 of Table VI. ority scenario as Scheme 1. Furthermore, the 16-QAM rate-1/3
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Definition Television (HDTV) video sequence was used in
these investigations.

Figs. 14-16 show the relative frequency at which a partic-
ular PBP value occurs for each image of the “Football” video
sequence for the three different schemes of Table VI mentioned
earlier. The reader may recall from Table 1V that the PBP values
indicate the proportion of encoded video parameters, which are
to be directed into the high-priority partition. As the PBP value
increases, the proportion of video data mapped to the high-pri-
ority partition increases and vice versa. Comparing Figs. 14-16,
we observe that Scheme 3 has the most data in the high-priority
partition associated with the high PBP’s of Table 1V, followed
by Scheme 1 and Scheme 2. This observation can be explained
as follows. We shall consider Scheme 3 first. In this scheme, the
high-priority video bits are protected by a rate-2/3 convolutional
code and mapped to the higher-integrity 16-QAM subchannel.
By contrast, the low-priority video bits are encoded by arate-1/3
convolutional code and mapped to the lower-integrity 16-QAM
subchannel. Again, assuming that 16-QAM is used in our ex-
periment according to line 3 of Table VI, 2/3 of the video bits
will be placed in the high-priority 16-QAM partition and the

@ remaining video bits in the low-priority 16-QAM partition, fol-
lowing the approach of (2). The BER difference of the 16-QAM
subchannels depend on the channel error statistics, but the asso-
ciated BER's are about a factor of 2—3 different [6]. In contrast
to Scheme 3, Scheme 2 will have 1/3 of the video bits placed
in the high-priority 16-QAM patrtition and the remaining 2/3 of
the video bits mapped to the low-priority 16-QAM partition, ac-
cording to line 2 of Table VI. Lastly, Scheme 1 will have half of
the video bits in the high- and low-priority 16-QAM partitions,
according to line 1 of Table VI. This explains our observation in
the context of Scheme 3 in Fig. 16, where a PBP value as high as
80 is achieved in some image frames. However, each PBP value
encountered has a lower probability of being selected, since the
total number of 3600 occurrences associated with investigated
3600 MPEG-2 video slices per 100 image frames is spread over
a higher variety of PBP’s. Hence, Scheme 3 directs about 2/3 of
the original video bits after 2/3-rate coding to the high-priority
16-QAM subchannel. This observation is in contrast to Scheme
2 of Fig. 15, where the majority of the PBP’s selected are only
up to the value of 65. This indicates that about 2/3 of the video
bits are concentrated in the lower-priority partition, as indicated

L in line 2 of Table VI.
(b) Figs. 17(a) to 19(a) show the average probability at which
Fig. 15. Evolution of the probability of occurrence of PBP values from on@ particular PBP value is selected by the rate control scheme,
picture to another of the04 x 576-pixel “Football” video sequence for Scheme gs discussed in Section V, during the encoding of the video se-
2 of Table V1. quence. Again, we observe that Scheme 3 encounters the widest
range of PBP values, followed by Scheme 1 and Scheme 2, re-
spectively, since according to Table VI these schemes map a
convolutional coded high-priority data and rate-2/3 convolulecreasing number of bits to the high-priority partition in this
tional coded low-priority data based scenario is referred twder.
here as Scheme 2. Lastly, the 16-QAM rate-2/3 convolutionalWe then embarked on quantifying the error sensitivity of the
coded high-priority data and rate-1/3 coded low-priority dafaartitioning Schemes 1 to 3 characterized in Table VI, when
based partitioning scheme is termed as Scheme 3. We tl@ch partition was subjected to randomly distributed bit errors,
programmed the partitioning scheme of Fig. 13 for mairalthough in practice the error distribution will depend on the
taining the required splitting rati®; / B-, as seen in Table VI. fading channel’s characteristics. Specifically, the previously de-
This was achieved by continuously adjusting the PBP usifiged average PSNR degradation was evaluated for given error
Algorithms 1 and 2. The&r04 x 576-pixel “Football” High probabilities inflicting random errors imposed on one of the par-
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2 x 10~2, Scheme 3 experienced approximately 8.8 dB average
video PSNR degradation, while Schemes 1 and 2 exhibited ap-
proximately 5 dB degradation. This trend was expected, since
Scheme 3 had the highest portion of the video bits—namely
2/3—residing in the high-priority partition, followed by Scheme

1 hosting 1/2 and Scheme 2 having 1/3 of the bits in this parti-

tion.

On the other hand, we can observe a significant difference
in the average PSNR degradation measured for Schemes 1 to 3
of Table VI, when only the low-priority partitions are corrupted
by comparing the curves shown as broken lines in Figs. 17(b)
to 19(b). Under this condition, Scheme 2 experienced approx-
imately 16 dB average video PSNR degradation at a BER of
2 x 1073, By contrast, Scheme 1 exhibited an approximately 4
dB average video PSNR degradation, while Scheme 3 experi-
enced about 7.5 dB degradation at this BER. The scheme with
the highest portion of video bits in the lower-priority partition,
i.e., Scheme 2, experienced the highest average video PSNR
degradation. This observation correlates well with our earlier
findings in the context of the high-priority partition scenario,
where the partition holding the highest portion of the video bits

@) in the error-impaired partition, exhibited the highest average
PSNR degradation.

Having discussed our observations for the three schemes of
Table VI from the perspective of the relative amount of video
bits in one partition compared to the other, we shall now ex-
amine the details of the data partitioning process further, in order
to relate them to our observations. Fig. 20 shows a typical ex-
ample of an MPEG-2 video bitstream both prior to data par-
titioning and after data partitioning. There are two scenarios
to be considered here, namely intra-frame coded macroblock
partitioning and inter-frame coded macroblock partitioning. We
have selected the PBP value of 64 from Table IV for the intra-
frame coded macroblock scenario and the PBP value of 3 for
the inter-frame coded macroblock scenario, since these values
have been selected frequently by the rate control arrangement
for Schemes 1 and 2. This is evident from Figs. 14 and 15
as well as from Figs. 17(a) and 18(a). This implies, with the
aid of Table VI and Fig. 20, that only the macroblock (MB)
header information and a few low-frequency DCT coefficients
will reside in the high-priority partition, while the rest of the
DCT coefficients will be stored in the low-priority partition.

These can be termed as base-layer and enhancement-layer, as
®) seen in Fig. 20. In the worst-case scenario, where the entire en-
Fig. 16. Evolution of the probability of occurrence of PBP values from onhancement-layer or low-priority partition data is lost due to a
pictfu;ett;l) a\r}(l)therofthé(%l % 576-pixel “Football” video sequence for SChemetransmission error near the beginning of the associated low-pri-
3 of Table V. ority bitstream, the MPEG-2 video decoder will only have the
bits of the high-priority partition in order to reconstruct the en-
titions, while keeping the other partition error-free. These reoded video sequence. Hence, the MPEG-2 decoder certainly
sults are portrayed in Figs. 17(b), 18(b), and 19(b), for Schem&mnot reconstruct good quality images. Although the results re-
1 to 3, respectively. ported by Ghanbari and Seferidis [25] suggested that adequate

Comparing Figs. 17(b) to 19(b), we observe that the averageeo reconstruction is possible, provided that the motion vec-
PSNR degradation exhibited by the three schemes of Table ¥drs are correctly decoded, this observation is only true if the
when only their high-priority partitions are corrupted, is simprevious intra-coded frame is correctly reconstructed. If the pre-
ilar. The variations in the average PSNR degradation in thegeus intra-coded frame contains artifacts, these artifacts will
cases are caused by the different quantity of sensitive video biis,further propagated to forthcoming video frames by the mo-
which resides in the high-priority partition. If we compare th&on vectors. By attempting to provide higher protection for the
performance of the schemes summarized in Table VI at a BER§h-priority partition or base-layer, we have indirectly forced
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02 04 Q08 08 A0

o

A

M Mdlhﬂl

—

Probahiiyy of Occurence
02 04A Q8% 08 AN

N




LEE et al.TERRESTRIAL MOBILE DIGITAL VIDEO BROADCASTING 13

TABLE IV
PRIORITY BREAKPOINT VALUES AND THE ASSOCIATEDMPEG-2 RRRAMETERS THAT WILL BE DIRECTED TO THEHIGH-PRIORITY PARTITION [12]. A HIGHER PBP
DIRECTS MORE PARAMETERS TO THEHIGH-PRIORITY PARTITION. BY CONTRAST, FOR THE LOW-PRIORITY PARTITION A HIGHER PBP
IMPLIES OBTAINING LESSDATA

| PBP Syntax elements in high-priority partition

Low-priority partition always has its PBP set to 0.

Sequence, GOP, Picture and Slice layer information upto extra bit slice.
Same as above and upto macroblock address increment.

Same as above plus including macroblock syntax elements, but excluding
coded block pattern.

4 ...63 | Reserved for future use.

Wi =Oo

64 Same as above plus including DC DCT coeflicient and the first runlength
coded DCT coeflicient.
65 Same as above and up to the second runlength coded DCT coeflicient.
64 + x | Same as above and up to x runlength coded DCT coefficient.
127 Same as above and up to 64 runlength coded DCT coefficient.
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Fig. 17. (a) Histogram of the probability of occurrence for various priorityid- 18. (&) Histogram of the probability of occurrence for various priority
breakpoints and (b) average PSNR degradation versus BER for rate-jgakpoints and (b) average PSNR degradation versus BER for the rate-1/3
convolutional coded high- and low-priority data in Scheme 1 of Table VI. ~ convolutional coded high-priority data and rate 2/3 convolutional coded
low-priority data in Scheme2 of Table VI.

the rate control scheme, of Section V, to reduce the proportion of
video bits directed into the high-priority partition under the cordation for the high- and low-priority video bits. Upon assigning
straint of a given fixed bit rate, which isimposed by the 16-QANhore bits to the low-priority partition, in order to be able to
subchannels. accommodate a stronger FEC code in the high-priority partition

In order to elaborate a little further, at a BERDf« 102 results in an increased proportion of error-impaired bits and the
Scheme 1 in Fig. 17(a) exhibited a near-identical PSNR degrssociated higher error sensitivity seen in Fig. 18(b). As such,
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TABLE V
THE PARTITIONING RATIOS FOR THEHIGH- AND LOW-PRIORITY PARTITION'S OUTPUT BITRATE BASED ON THEMODULATION MODE AND CODE RATES SELECTED
FOR THEDVB-T HIERARCHICAL MODE. THE LINE IN BOLD CORRESPONDS TADUR WORKED EXAMPLE.

SUMMARY OF THE THREE SCHEMES EMPLOYED IN OUR INVESTIGATIONS INTO THE PERFORMANCE OF THEDATA PARTITIONING SCHEME. THE FEC-CODED
HIGH-PRIORITY VIDEO BITSTREAM B3, AS SHOWN IN Fig. 3, WAS MAPPED TO THEHIGH-PRIORITY 16-QAM SUBCHANNEL, WHILE THE

Modulation { Conv. Code Rate | Conv. Code Rate Partition Bit Rate Ratio
(High Priority) (Low Priority) (High Priority - B1 : Low Priority - B2)
16-QAM 1/2 172 I:1
1/2 2/3 3:4
1/2 3/4 2:3
1/2 5/6 3:5
1/2 7/8 4:7
2/3 1/2 4:3
64-QAM i/2 12 1:2
1/2 2/3 3:8
1/2 3/4 1:3
1/2 5/6 3:10
1/2 7/8 2:7
2/3 1/2 2:3
TABLE VI

Low-PRIORITY B4-STREAM TO THE LOW-PRIORITY 16-QAM SUBCHANNEL

Modulation Conv. Code Rate Conv. Code Rate Bit Rate Ratio
(High Priority — B1) | (Low Priority - B2) | (High Priority - Bl : Low Priority - B2)
Scheme 1 16-QAM 1/2 1/2 1:1
Scheme 2 16-QAM 1/3 2/3 1:2
Scheme 3 16-QAM 2/3 1/3 2:1
TABLE VII only 1/3 rather than 1/2 of the bits to the low-priority partition.

SUMMARY OF THE NON-HIERARCHICAL PERFORMANCERESULTS OVER
NON-DISPERSIVEAWGN CHANNELS TOLERATING A PSNR DEGRADATION
OF 2 dB. THE BER MEASURE REFERS TOBER AFTER VITERBI
OR TURBO DECODING.

This observation can be explained as follows.

Apart from partitioning the macroblock header information
and the variable-length coded DCT coefficients into the high-
and low-priority partitions, synchronization information such as

Mod. Code C?(I;IBI; By /No BER the Picture Header Information [12] is replicated in the enhance-
T0=F ment layer, as suggested by Gharawval. [23] as well as the
&IES}I\(M gigg 852 ;:gi ;2? g,ig-a MPEG-2 standard [12]. The purpose is to enable the MPEG-2
QPSK | Conv (1/2) 2.16 2.16 | 1.1-10-% decoder to keep the base- and enhancement-layers synchronized
64QAM | Conv (1/2) 12.84 8.07 610~ 7 during decoding. An example of this arrangement is shown in
QPSK | Conv (7/8) 6.99 4.56 21077 Fig. 21. This resynchronization measure is only effective, when
64QAM | Conv (7/8) 19.43 12.23 3.107° the picture start code of both the high- and low-priority par-

titions are received correctly. If the picture start code in the
low-priority partition is corrupted, for example, the MPEG-2

there is a trade-off between the amount of video data protectstoder may not detect this PSC and all the data corresponding
and the code rate of the channel codec. As a comparison to tti¢he current image frame in the low-priority partition will be
above scenarios in the context of Schemes 1 and 2, we shall nogt. The MPEG-2 decoder will then interpret the bits received
examine Scheme 3. In this scheme, more video data—namfgy the low-priority partition of the next frame as the low-pri-
half the bits—can be directed into the high-priority partitionority data expected for the current frame. As expected, due to
as demonstrated by Fig. 16 due to encountering higher PBRHss synchronization problem the decoded video would have a
This can also be confirmed with reference to Figs. 18(b) amigher average PSNR degradation, than for the case where pic-
19(b) by observing the PSNR degradations associated with thee start codes are unimpaired. This explains our observation of
curves plotted in broken lines. If the low-priority partition isa higher average PSNR degradation for Scheme 3, when only
lost in Scheme 3, its effect on the quality of the reconstructé® lower-priority partition was corrupted by the transmission
images is less detrimental than that of Scheme 2, since Scheshannel. On the other hand, in this specific experiment, Scheme
3 loses only half the bits, rather than 2/3. Hence, it is interestingdid not experience the loss of synchronization due to corrup-
to note that Scheme 3 experiences slightly higher average PSiINR of its picture start code. Viewing events from another per-
degradation than Scheme 1 at a BER2of 103, when only spective, by opting for allocating less useful video bits to the
the low-priority partition is lost in both cases, despite directingw-priority partition, the probability of transmission errors af-
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(b)

Fig. 20. Example of video bitstream (a) before data partitioning and (b) after
data partitioning for intra-frame coded macroblocks (MB) assuming a PBP of
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10 £ ° 2 64 and for inter-frame coded macroblocks assuming a PBP of 3.
(b) Base Layer (High Priority Partition)
Fig. 19. (a) Histogram of the probability of occurrence for various priority | Picture HSlige MB I_%lice MR }Plicnére glicde MB | 4o
breakpoints and (b) average PSNR degradation versus BER for the rate- | Header | Fetcer Data efder Data | 50 | Data
convolutional coded high-priority data and rate-1/3 convolutional code
low-priority data in Scheme 3 of Table VI. One Image Frame Information
Enhancement Layer (Low Priority Partition)

feCting the fixed-length PSC within the reduced-sized IOW-pri Picture | Slice MB Slice MB Picture | Slice

. . . Header | Header Data Header Dat: Header |Header| ®*®
ority partition becomes higher. 1 i 2 ata 2 1

These findings will assist us in explaining our observation
in the context of the hierarchical transmission scheme of Sec-
tion VIII, suggesting that the data partitioning scheme did nétg. 21. Example of high level bitstream syntax structure of a data partitioned
provide overall gain in terms of error resilience over the nonpgy{PEG-2 video bitstream. The “MB data’ shown in the diagram refers to
" . . the macroblock header information and to the variable length coded DCT
titioned case. Let us, however, consider first the performancecg%fﬁcients which have been partitioned as shown in Fig. 20.
the nonhierarchical DVB-T scheme in Section VII.

One Image Frame Information

missing portion of the current image, in order to conceal the
errors.

In Fig. 22(a) and (b) and the bit error rate (BER) performance

In this section we shall elaborate on our findings wheaof the various modem modes in conjunction with our diverse
the convolutional code used in the standard nonhierarchicdlannel coding schemes are portrayed over stationary, narrow-
DVB scheme [1] is replaced by a turbo code. We will invokéand Additive White Gaussian Noise channels (AWGN), where
a range of standard-compliant schemes as benchmarks. Treeturbo codec exhibits a significantly steeper BER reduction
704 x 576-pixel HDTV-resolution “Football” video sequencein comparison to the convolutionally coded arrangements.
was used in our experiments. The MPEG-2 decoder employs &pecifically, comparing the performance of the various turbo
simple error concealment algorithm to fill in missing portionand convolutional codes for QPSK and 64-QAM at a BER of
of the reconstructed image in the event of decoding erroi€—*, the turbo code exhibited an additional coding gain of
The concealment algorithm will select the specific portion adbout 2.24 and 3.7 dB respectively, when using half-rate codes
the previous reconstructed image, which corresponds to theFig. 22(a) and (b). Hence, the Peak Signal to Noise Ratio

VIl. PERFORMANCE OF THEDVB TERRESTRIAL SCHEME
EMPLOYING NON-HIERARCHICAL TRANSMISSION
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Algorithm 1 Computes the desired PBP update for the high- and low-priority partitions
which is then passed to Algorithm 2, in order to determine the PBP to be set for the
current image slice.

Step 1: Initialize parameters
if High Priority Partition then
sign = +1
else
sign = -1
end if
Step 2:
if buffer occupancy > 80% then
diff := 64 — PBP
end if
if buffer occupancy > 70% and buffer occupancy < 80% then
if PBP > 100 then
diff -9
end if
if PBP
diff
end if
if PBP
diff
end if
end if
if buffer occupancy > 50% and buffer occupancy < 70% then
diff = +1
end if
if  buffer occupancy < 50% then
if PBP > 80 then
diff = +1
end if
if PBP > 70 and PBP < 80 then
diff = 42
end if
if PBP > 2 and PBP < 70 then
diff =43
end if
end if
Step 3:
diff  := sign x diff
Return  diff

80 and PBP < 100 then

—J

v

64 and PBP < 80 then
-2

iy

(PSNR) versus channel Signal to Noise Ratio (SNR) graphsComparing the BER performance of the 1/2-rate convolu-
in Fig. 25 demonstrate that approximately 2 and 3.5 dB lowgonal decoder in Fig. 23(a) and the so-called Log-Map turbo
channel SNR’s are required in conjunction with the rate 1/ecoder using eight iterations in Fig. 23(b) for QPSK modula-
turbo codec for QPSK and 64-QAM, respectively, than for cottion over the worst-case fading mobile channel of Fig. 11, we
volutional coding, in order to maintain high reconstructed vidembserve that at a BER of aboi®—* the turbo code provided
quality. The term unimpaired as used in Fig. 25 and Fig. 26 additional coding gain of 6 dB in comparison to the convo-
refers to the condition, where the PSNR of the MPEG-2 dastional code. By contrast, for 64QAM using similar codes, a 5
coder’s reconstructed image at the receiver is the same asdBecoding gain was observed at this BER.

PSNR of the same image generated by the local decoder ofimilar observations were also made with respect to the av-
the MPEG-2 video encoder, corresponding to the absenceeofge Peak Signal to Noise Ratio (PSNR) versus channel Signal
channel—but not MPEG-2 coding—impairments. to Noise Ratio (SNR) plots of Fig. 26. For example, for the
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DVB-T scheme over theideband fading channef Fig. 11 fornonhierarchical
BER after (a) convolutional decoding and (b) turbo decodingansmission

for the DVB-T scheme over stationary, nondispersfGN channels for
nonhierarchical transmission

derline once again that th& = 3 turbo code and thd{ —
. . 7. convolutional code exhibited comparable complexities. The
QPS.K modulation mode and a 1/2 coding rate, the turbo Cc.)ﬁi|egher performance of the turbo codec facilitates for example
required an approximately 5.5 dB lower channel SNR for maity employment of turbo-coded 16-QAM at a similar channel
taining near-unimpaired video quality than the convolutionaél‘NR, where convolutional-coded QPSK can be invoked. This in
Cog?).mparing Fig. 23(a) and Fig. 24(a), we note that thtgrn allows us to double t_he bit rateT within the. same bandwidth
Reed-Solomon décoder becomes' effecti\’/e in lowering the %Rd hence improve the wdeo qgallty. In Sect|on'V|II, we shall
error probability of the transmitted data further below the BE&resent the results of our investigations employing the DVB-T
! stem in a hierarchical transmission scenario.

threshold of10~*. From these figures we also observe that!
the rate-3/4 convolutional code is unsuitable for transmissionVIII P EREORMANCE OF THEDVB TERRESTRIAL SCHEME
over the highly dispersive hilly terrain channel used in this :
experiment, when 64-QAM is employed. When the rate-7/8 EMPLOYING HIERARCHICAL TRANSMISSION

convolutional code is used, both the 16-QAM and 64-QAM The philosophy of the hierarchical transmission mode is that
schemes perform poorly. As for the QPSK modulation schentbe natural BER difference of a factor 2 to 3 of the 16-QAM
a convolutional code rate as high as 7/8 can still providemaodem is exploited for providing unequal error protection for
satisfactory performance after Reed—Solomon decoding.  the FEC-coded video streams B3 and B4 of Fig. 13 [6]. If the
In conclusion, Tables VIl and VIIl summarize the system pesensitivity of the video bits requires a different BER ratio be-
formance in terms of the channel SNR (CSNR) required ftween the B3 and B4 streams, the choice of the FEC codes pro-
maintaining less than 2 dB PSNR video degradation. It was diecting the video streams B1 and B2 of Fig. 13 can be appropri-
served that at this PSNR degradation decoding errors were sttily adjusted to equal out or to augment these differences.
perceptually unnoticeable to the viewer due to the 30 frames/Below we will invoke the DVB-T hierarchical scheme in a
refresh-rate, although the typical still-frame shown in Fig. 27 imobile broadcasting scenario. We shall also demonstrate the
this scenario exhibits some degradation. It is important to umprovements which turbo codes offer, when replacing the
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Algorithm 2 Computes the new PBP for the current image slice based on the current
buffer occupancy of both partitions

Step 1:
if Oceupancy gign priority < 90% and  OCCUPANCY [,y priority < 50%
or  Occupancy g n priority = 90% and  OCCUPANCY 1oy priority < 50%
or  Occupancy pign priority < 90% and  OCCUPANCY 1o pPriority = 90%
or  OCCUPaNCY prigh priority < 25% and  50% < OCCUPANCY 1,y priority < 10%
or  50% < Occupancy gy, priority < 710% and  OCCUPANCY 1,y priority < 25%

then
-1 . 1 .
delta Oceupancy ;i priority X diff  tigh Priority +0OcCCUPANCY 770 pivrity X Aiff  Low Priority
T -1 -1
OCCUpancy High Priority + OCCUpancy Low Priority
else
delta = OCCUpancy High Priority x diff High Priority + OCCUpanCy Low Priority x diff Low Priority
OCCUpancy High Priority + OCCUpancy Low Priority
end if
Step 2:

New_PBP := Previous_PBP +[delta ] where [] means rounding up to the nearest integer
Return New_PBP

convolutional code in the standard scheme. Hence, the cai® and 5.7 dB for 16-QAM and 64-QAM, respectively. We ob-
volutional codec in both the high- and low-priority partitionserved that by reducing the number of iterations to 4 halved the
was replaced by the turbo codec. We have also investigassociated complexity, but the turbo code exhibited a coding loss
replacing only the high-priority convolutional codec with thef only about 0.37 dB and 0.27 dB in comparison to the 8-iter-
turbo codec, pairing the 1/2-rate turbo codec in the high-p@ation scenario for 16-QAM and 64-QAM, respectively. Hence,
ority partition with the convolutional codec in the low-prioritythe computational complexity of the turbo codec can be halved
partition. Again, the “Football” sequence was used in the$s sacrificing only a small amount of coding gain. The substan-
experiments. Partitioning was carried out using the schemadii coding gain provided by turbo coding is also reflected in the
of Fig. 13 as well as Algorithms 1 and 2. The FEC-codeBSNR versus channel SNR graphs of Fig. 30. In order to achieve
high-priority video partition B3 of Fig. 13 was mapped to théransmission with very low probability of error, Fig. 30 demon-
higher-integrity 16-QAM or 64-QAM subchannel. By contraststrated that approximately 5.72 dB and 4.56 dB higher channel
the low-priority partition B4 of Fig. 13 was directed to theSNR'’s are required by the standard scheme compared to the
lower-integrity 16-QAM or 64-QAM subchannel. Lastly, noscheme employing turbo coding, when using 4 iterations in both
specific mapping was required for QPSK, since it exhibits ngartitions. We have only shown the performance of turbo coding
subchannels. We note, however, that further design trade-dffs the low-priority partition in Figs. 28(b) and 29(b), since
become feasible, when reversing the above mapping rulte turbo or convolutional-coded high-priority partition was re-
Indeed, this is necessary, for example, in conjunction witteived with very low probability of error after Reed—Solomon
Scheme 2 of Table VI, since the high number of bits in th@ecoding for the range of SNR’s used.
low-priority portion render it more sensitive than the high-pri- We also observed that the rate 3/4 and rate 7/8 convolutional
ority partition. Again, the 16-QAM subchannels exhibit a factorodes in the low-priority partition were unable to provide suf-
of 2 to 3 BER difference under various channel conditionficient protection to the transmitted video bits, as it becomes
which improves the robustness of the reverse-mapped Schemiglent from Figs. 28(a) and 29(a). In these high coding rate
2 of Table VI. scenarios, due to the presence of residual errors even after the
Referring to Fig. 28 and comparing the performance of tHReed—Solomon decoder, the decoded video exhibited some de-
1/2-rate convolutional code and turbo code at a BERM®f* coding errors, which is evidenced by the flattening of the PSNR
for the low-priority partition, the turbo code, employing 8 iterversus channel SNR curves in Fig. 30(a), before reaching the
ations, exhibited a coding gain of about 6.6 dB and 5.97 dB ferror free PSNR.
16-QAM and 64-QAM, respectively. When the number of turbo A specific problem faced when using the data partitioning
decoding iterations was reduced to 4, the coding gains offeretheme in conjunction with the high-priority partition being
by the turbo code over that of the convolutional code were 6.p8otected by the rate 1/2 code and the low-priority partition pro-



LEE et al.TERRESTRIAL MOBILE DIGITAL VIDEO BROADCASTING

O Conv R1/2

A Conv R3/4
[m] Conv R7/8
1 ; — QPSK Guard 1/4
o'y 16QAM Guard 1/4
—— 64QAM Guard 1/4
-2 =
10 \%)1‘.\ Ba.
O
) ] T g
E 10
[N
Do A
‘D»n.-_,-_%——a
10°
10° .
107
5 0 10 15 20 2 % %
Eb/No (dB)
@
10°
O TURBO R1/2

— QPSK Guard 1/4

2 X —— 64QAM Guard 1/4
10 %
kY
.3 \
10 \
o ¥
@ !
0 |
|
. I
10 }
I
1
10° |
|
\
107 \
20 25 30

Fig. 24. BER after (a) RS and convolutional decoding and (b) RS and turlt
decoding for the DVB-T scheme over thedeband fading channelf Fig. 11

1

(b)

for nonhierarchical transmission

] 15
Eb/No (in dB)

35

30 ¢ unimpaired
,,,,,,,,,,,,,, A SR
dB degra- ¢ i
o dation /
T2 o TURBO R1/2 ]
an ¢ CONV R1/2 v
= u CONV R7/8 I
7] — QPSK Guard 1/4
o —-— 64QAM Guard 1/4
@ 20
=) i
o |
g {
< !
15 ! |
! !
| i
| !
I i
i ]
10 1 |
0 5 20 25

10 15
Channel SNR (dB)

TABLE VIII
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19

Mod. Code CSNR | Es/No BER
(dB)
QPSK | Turbo (1/2) 6.63 6.63 | 2.5.1077
64QAM | Turbo (1/2) | 1582 | 11.05 2107
QPSK | Conv (1/2) 10.82 | 10.82 61077
64QAM | Conv (1/2) 20.92 | 16.15 7:107°
QPSK | Conv (7/8) 2092 | 1849 ] 3.107°
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Fig. 26. Average PSNR versus channel SNR of the DVB scheme [1] over the
wideband fading channelof Fig. 11 fornonhierarchical transmission

p——

Fig. 27. Frame 79 of “Football” sequence, which illustrates the visual effects
of minor decoding errors at a BER @f10~* after convolutional decoding.

The PSNR degradation observed is approximately 2 dB. The sequence was
coded using a rate-7/8 convolutional code and transmitted emplying QPSK

modulation.

Fig. 25. Average PSNR versus channel SNR of the DVB scheme [25] ow¢pnal coding, in order to protect the high- and low-priority data,
nondispersivWGN channels fononhierarchical transmission

respectively. From Fig. 30(a) we observed that the performance
of this 2/3- and 1/2-rate combination approached that of the rate

tected by the rate 3/4 and 7/8 codes was that when the low-f2 convolutional code in both partitions. This was expected,
ority partition data was corrupted, the error-free high-prioritgince now more data can be inserted into the high-priority par-
data available was insufficient for concealing the errors, as di#tion. Hence, in the event of decoding errors in the low-priority
cussed in Section VI. We have also experimented with the codata we had more error-free high-priority data that can be used
bination of rate 2/3 convolutional coding and rate 1/2 convolde reconstruct the received image.



20 IEEE TRANSACTIONS ON BROADCASTING, VOL. 46, NO. 1, MARCH 2000

¢ Conv R1/2 (High Priority) ¢ Conv R1/2 (High Priority)
100 [ ] Conv R2/3 (High Priority) — 100 [ Conv R2/3 (High Priority) [
o) Conv R1/2 {Low Priority) oo [¢) Conv R1/2 (Low Priority}
A Conv R3/4 (Low Priority) DR A Conv R3/4 (Low Priority}
4 m} Conv R7/8 {Low Priority) . a Conv R7/8 (Low Priority)
10 — 16QAM Guard 1/4 10 — 16QAM Guard 1/4
--- 64QAM Guard 1/4 Y --- 64QAM Guard 1/4
=38 AN
10? Teeig 10*

[sny .
wi10° W10 N
oM o !
- E
10 10 ! :
| '
| ]
5 5 i '
1 :
1 ]
t 1
10° 10° ' '
0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
Eb/No (dB) Eb/No (dB)
(@ (@
10° 10°
O Turbo R1/2 (Low Priority - 8 iterations) Turbo R1/2 {Low Priority - 8 iterations)
a Turbo R1/2 (Low Priority - 4 iterations) Turbo R1/2 {Low Priority - 4 iterations)
4 O Turbo R1/2 (Low Priority - 2 iterations) 9 0-1 Turbo R1/2 {Low Priority - 2 iterations)
10 — 16QAM Guard 1/4 — 16QAM Guard 1/4
- -- 64QAM Guard 1/4 -~- 64QAM Guard 1/4
102 10°%
o o .
W1o> \ [FIRTY)
m LA o
\\‘\ N 4
10* b 10
& b \
" 1 [s]
o 5 i
5 ! .
10 Do | 10 :
[ ]
[T 1
L 6 :
10 10°
0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
Eb/No (dB) Eb/No (dB})
(b) (b)

Fig. 28. BER after (a) convolutional decoding and (b) turbo decoding for tHedg. 29. BER after (a) RS and convolutional decoding and (b) RS and turbo

DVB-T hierarchical scheme over thewideband fading channelof Fig. 11 ~ decoding for theDVB-T hierarchical scheme over thewideband fading

using the schematic of Fig. 13 as well as Algorithms 1 and 2. In (b), the BER @fannelof Fig. 11 using the schematic of Fig. 13 as well as Algorithms 1 and

the turbo or convolutional-coded high-priority partition is not shown. 2.1In éb), the BER of the turbo or convolutional-coded high-priority partition is
not shown.

Our last combination investigated involved using rate 1/2

turbo coding and convolutional coding for the high- anéVB-T scheme as well as on an improved turbo-coded scheme.

low-priority partitions, respectively. Comparing Figs. 31 an ({1e convolutional code specified in the standard system was re-

SQ(a), the ch_anr_1el .SNR required for ach|e_V|r_19 unimpaire aced by turbo coding, which resulted in a substantial coding
video transmission in both cases were similar. This was

expected, since the turbo-convolutional combination’s vidxihain ofaround 5 dB. Itis important to underline once aga‘f‘ that
performance is dependent on the convolutional code’s perf r—eK = 31urbo code and thK =7 con_volut|onal code exhib-
mance in the low-priority partition ited comparable complexities. The higher performance of the
Lastly, comparing Figs. 30 and'26 we found that the unirTt]l_ero codec facilitates, for example, the employment of turbo-
. ' e : : f . oded 16-QAM at a similar SNR, where convolutional-coded
paired PSNR condition was achieved at similar channel SN

. : . . ﬁDSK can be invoked. This in turn allows us to double the
for the hierarchical and nonhierarchical schemes, suggest{”aeo bit rate within the same bandwidth and hence to improve

that the data partitioning scheme had not provided sufficie L video quality. We have also aoplied data partitioning to the
performance improvements in the context of the mobile Dvg; 4 Y. PP P 9

A . : : PEG-2 video stream to gauge its efficiency in increasing the
scheme to justify its added complexity. Again, this was a con- i .
. . . . . error resilience of the video codec. However, from these exper-
sequence of relegating a high proportion of video bits to the L )
. . 2 iments we found that the data partitioning scheme did not pro-
low-integrity partition. . o "
vide substantial improvements compared to the nonpartitioned
video transmitted over the nonhierarchical DVB-T system. Our
future work will be focused on extending this DVB-T system
In this contribution, we have investigated the performance sfudy to incorporate various types of channel models, as well as
aturbo-coded DVB system in a mobile environment. A range oh investigating the effects of different Doppler frequencies on

system performance results was presented based on the staniti@dystem. Further work will also be dedicated to trellis coded

IX. CONCLUSIONS AND FUTURE WORK
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interleavers on the system performance is also of interest. A
range of further wireless video communications issues are ad-
dressed in [26], [27].
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