$$
\begin{aligned}
& U_{i}=\left\{v \in U \mid n_{1} \geq i, n_{0}=i\right\} \text { for all } 1 \leq i \leq\left\lfloor\frac{n+1}{3}\right\rfloor \\
& U_{n}=\left\{v \in U \mid n_{1}=n\right\} \cup\left\{v \in U \mid n_{1}=n-1, n_{0}=1\right\} .
\end{aligned}
$$

For $v \in U_{i}$ and for all $1 \leq i \leq\left\lfloor\frac{n+1}{3}\right\rfloor$, there exists an $L$-path from vertex $f(i+1)$ to $v$ and therefore, $d(f(i+1), v) \leq n-(2 i+$ 1). Hence we have $U_{i} \subseteq N_{n-(2 i+1)}(f(i+1))$ for $1 \leq i \leq\left\lfloor\frac{n+1}{3}\right\rfloor$. Furthermore, we have $d(f(2), v) \leq 2$ for $v \in U_{n}$ and therefore, $U_{n} \subseteq N_{n-\hat{3}}(f(2))$. Hence the theorem follows.
It follows from Theorem 3, the optimal transmitting time for $U B(2, n)$ is at most $n-1$. For $U B(3, n)$ and $U B(4, n)$, the optimal transmitting time is either $n$ or $n+1$ due to Theorem 2. We have the following conjecture which appears to be difficult to prove:
CONJECTURE 1. The optimal transmitting time is $n-1$ for $U B(2, n)$, and $n$ for $U B(3, n)$ and $U B(4, n)$.

## 5 Conclusions

We have solved the shortest path problem on undirected de Bruijn networks $U B(d, n)$. Using this result, we have obtained a transmitting scheme on binary de Bruijn networks $\operatorname{UB}(2, n)$. We have also proved that the optimal transmitting problem is trivial for $U B(d, n)$ when $d \geq 5$. We believe that the result on the shortest paths in $U B(a, n)$ can be also extended to solve the shortest path problem on hierarchical networks constructed from undirected de Bruijn networks. Furthermore, this result can help in solving other broadcasting-related problems.
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# 2-1 Addition and Related Arithmetic Operations with Threshold Logic 

Stamatis Vassiliadis, Sorin Cotofana, and Koen Bertels

Abstract-In this paper we investigate the reduction of the size for small depth feed-forward linear threshold networks performing binary addition and related functions. For $n$ bit operands we propose a depth$3 O\left(\frac{n^{2}}{\log n}\right)$ asymptotic size network for the binary addition with polynomially bounded weights. We propose also a depth-3 addition of optimal $O(n)$ asymptotic size network and a depth-2 comparison of $O(\sqrt{n})$ asymptotic size network, both with $O\left(2^{\sqrt{n}}\right)$ asymptotic size of weight values. For existing architectural formats we show that our schemes, with equal or smaller depth networks, substantially outperform existing schemes in terms of size and fan-in requirements and on occasions in weight requirements.
Index Terms-Computer arithmetic, binary adders, binary comparison, majority circuits, threshold logic, neural networks.

## 1 Introduction and Main Results

A linear threshold gate with a Boolean output $F(X)$ is defined by:

$$
F(X)=\operatorname{sgn}(\mathcal{F}(X))=\left\{\begin{array}{lll}
1 & \text { if } & \mathcal{F}(x) \geq 0  \tag{1}\\
0 & \text { if } & \mathcal{F}(X)<0
\end{array}\right.
$$

with $\mathcal{F}(\mathrm{X})=\sum_{i=1}^{n} w_{i} x_{i}+\psi$.
Given that such a model can compute arbitrary Boolean functions it has been the subject of numerous studies concerning its theoretical capabilities, see for example [1], [2], [3], [4], [5], [6]. Furthermore, there is evidence of direct implementation of threshold logic at the device level, see for example [7], [8], [9].

In this paper we investigate feed-forward linear threshold gates based networks for addition and addition related operations. Regarding such operations the following has been established using threshold logic based parallel networks:

- For the binary addition, Siu et al. [4], [10] suggested that each bit of the sum is computable with depth-2 networks with a network size of $O\left(n^{4}\right)$ and that the network size can be reduced to $O\left(n^{2}\right)$ for depth-3 networks.
- In [4] it has been indicated that the comparison function, performed on two operands of length $n$, can be computed in depth-2 networks with size of $O\left(n^{4}\right)$. Further with depth-3 networks, it has been suggested that the comparison can be realized with size of $O(n)$. Roychowdhury and al [11] suggested that the comparison can be computed in depth-3 networks with size of $O\left(\frac{n}{\log n}\right)$ and polynomially bounded weights.
We investigate the reduction of the network size for depth-3 networks for addition and depth- 2 networks for comparison. The main theoretical conclusions of the paper can be summarized as follows:
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- Addition can be performed by a depth-3 network with the size in the order of $O\left(\frac{n^{2}}{\log n}\right)$ and polynomially bounded weights.
- Addition can be performed by a depth-3 network ${ }^{1}$ with $6 n+2\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil$ size (i.e., of optimal $O(n)$ size complexity), a maximum fan-in of $2\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil+3$ and a maximum weight size of $2^{\lceil\sqrt{n}\rceil}$. It is not known if optimal $O(n)$ size depth-3 networks with polynomial weights are possible.
- The comparison of two $n$-bit operands with carry can be computed by a depth-2 network with $2\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil+1$ size (i.e., of $O(\sqrt{n})$ size complexity), a maximum fan-in of

$$
\operatorname{MAX}\left\{2\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil+1,2\lceil\sqrt{n}\rceil\right\}
$$

and a maximum weight size of $2^{[\sqrt{n}]}$. It is not known if $O(\sqrt{n})$ size depth-2 networks with polynomial weights are possible.
Concerning practical situations, represented by existing architectural formats, we show that our schemes provide sizable advantages over other schemes. In particular we show the following:

- The proposed addition scheme with polynomially bounded weights requires up to $71 \%$ threshold gates and $28 \%$ fan-in for the realization of 32 -bit adders and up to $47 \%$ threshold gates and $18 \%$ fan-in for the realization of 64-bit devices when compared to the Siu et al. scheme [4], known to be the best schemes thus far for small depth and size networks for addition.
- The proposed $O(n)$ size addition scheme requires up to $18 \%$ threshold gates for the realization of 32-bit adders and up to $9 \%$ for the realization of 64 -bit adders when compared to the Siu et al. scheme [4]. Our scheme implies a maximum weight value twice (for 32 bit operands) or four times (for 64 bit operands) the maximum weight value deduced from [4], but it provides an 8.53 , respectively 13.47 times lower fan-in.
- For equal delay our scheme requires up to $18 \%$ gates, $50 \%$ weights, and $28 \%$ fan-in for the realization of 32 -bit comparators and up to $13 \%$ gates, equal weights, and $20 \%$ fan-in for the realization of 64 -bit devices, when compared to the Siu et al. scheme [4]. When compared with Roychowdhury and al scheme [11] it requires up to $94 \%$ gates, $25 \%$ weights, and $75 \%$ fan-in for the realization of 32 -bit comparators and up to $83 \%$ gates, $50 \%$ weights, and $92 \%$ fan-in for the realization of 64-bit devices.
The presentation is organized as follows: In Section 2 we present the proposed schemes for addition and addition related functions. Section 3 contains comparisons between our approaches and what is known as the state of the art for some usual dimensions of operands and Section 4 some concluding remarks.


## 2 Recursive Formulae for Binary Addition

Binary addition requires the computation of the carry and the sum. We assume that the operands are partitioned into groups. In order to produce the carry equations, for a group $i$ of length $l$, we define two new quantities, $\alpha_{i}$, (the carry-force quantity) and $\beta_{i}$,

[^0](the carry-preserve quantity) defined by the following:

- carry-force. $\alpha_{i}=\frac{1}{2}$ when the group's sum has a value $\left[2^{l}\right]_{=}^{+}$ and 0 otherwise.
- carry-preserve. $\beta_{i}=1$ when the group's sum has a value $\left[2^{1}-1\right]_{=}^{+}$and 0 otherwise.
The theorem to follow introduces a carry computation using threshold logic.
THEOREM 1. For any given group $i$, the carry-out of the group $i, C_{i}$ can be computed by:

$$
C_{i}=\operatorname{sgn}\left\{\gamma_{i}-1\right\}
$$

with $\gamma_{i}=2^{i}\left[\alpha_{i}+\beta_{i}-1\right]+\gamma_{i-1}$ for $0 \leq i$ and $\gamma_{-1}=C_{i n}$.
PROOF. By induction. Given that the expression for the carry presumably computes the true carry $C_{i}$ it must be that $\gamma_{i}-1 \geq 0$ when the true carry of the addition is $C_{i}=1$ and that $\gamma_{i}-1<0$ when the true carry for the addition is $C_{i}=0$.
basis. Trivial with proper substitutions.
step. Assume that the theorem holds true for $k-1$ prove that it is also true for $k$.

Assuming that the theorem holds true for $k-1$ it is implied that:

- If the true carry for the addition $C_{k-1}=1$ then $\gamma_{k-1} \geq 1$.
- If the true carry for the addition $C_{k-1}=0$ then $\gamma_{k-1}<1$.
- Further, by removing the recurrence and with substitutions it can be proven that the maximum value of $\gamma_{k-1}$ is $\operatorname{MAX}\left\{\gamma_{k-1}\right\}=2^{k}$ and the minimum is $\operatorname{MIN}\left\{\gamma_{k-1}\right\}=-2^{k}+1$.
The carry $C_{k-1}$ is the carry into the group $i$ thus the logical expression for the carry-out is $C_{k}=\alpha_{k}+\beta_{k} C_{k-1}$, and it must be proven that $C_{k}=\operatorname{sgn}\left\{2^{k}\left[\alpha_{k}+\beta_{k}-1\right]+\gamma_{k-1}-1\right\}$ is equivalent to this logical expression. The logical expression dictates to consider, after exclusion of irrelevant cases, four distinct cases:

Case 1. (if $\alpha_{k}=1$ then $C_{k}=1$ (independent of the $C_{k-1}$ value)). If $C_{k-1}=1$ then $\gamma_{k-1} \geq 1$ and because $\alpha_{k}=1$ implying also $\beta_{k}=1, C_{k}=1$. If $C_{k-1}=0$ then $\gamma_{k-1}<1$. Given that $\operatorname{MIN}\left\{\mathcal{\gamma}_{k-1}\right\}=-2^{k}+1$, and because $\alpha_{k}=1$ implying $\beta_{k}=1, \gamma_{k}$ in the worse case scenario is:

$$
\gamma_{k}=2^{k}\left[\alpha_{k}+\beta_{k}-1\right]+\gamma_{k-1}=2^{k}-2^{k}+1=1
$$

thus $\mathcal{K}_{k}-1 \geq 0$ and $C_{k}=1$. Consequently, independent of the $C_{k-1}, \not \chi_{k}-1 \geq 0$ and $C_{k}=1$ when $\alpha_{k}=1$.

Case 2. (if $\beta_{k}=C_{k-1}=1$ and $\alpha_{k}=0$, then $C_{k}=1$ ). If $C_{k-1}=1$ then $\gamma_{k-1} \geq 1$ and because $\alpha_{k}=0$ and $\beta_{k}=1, \gamma_{k}-1 \geq 0$ and $C_{k}=1$.

Case 3. (if $\beta_{k}=1, C_{k-1}=0$, and $\alpha_{k}=0$, then $C_{k}=0$ ). If $C_{k-1}=0$ then $\gamma_{k-1}<1$, because $\alpha_{k}=0$ and $\beta_{k}=1, \gamma_{k}-1<0$ and $C_{k}=0$.

Case 4. (if $\beta_{k}=\alpha_{k}=0$, independent of $C_{k-1}, C_{k}=0$ ). Because $\beta_{k}=\alpha_{k}=0$, when $C_{k-1}=0 \gamma_{k}-1<1$ and obviously $C_{k}=0$. When $C_{k-1}=1$ because the maximum value $\operatorname{MAX}\left\{\gamma_{k}-1\right\}=2^{k}, \gamma_{k}=2^{k}\left[\alpha_{k}+\beta_{k}-1\right]+\gamma_{k-1}=-2^{k}+2^{k}=0$, and consequently $\gamma_{k}-1<0$ thus the carry-out $C_{k}=0$ independent of the $C_{k-1}$ value.
2. We use $x_{=}^{+}$and $x_{=}^{-}$in order to denote greater or equal and less than or equal to $x$, respectively.
3. I.e., the exclusion of the cases where $\alpha_{k}=1$ and $\beta_{k}=0$.

COROLLARY 1. Assuming that the carry-in into the addition is $\mathrm{C}_{\text {in }}$, the carry-out of the group $i, C_{i}$ can be computed by:

$$
C_{i}=\operatorname{sgn}\left\{\sum_{m=0}^{i} 2^{m}\left(\alpha_{m}+\beta_{m}\right)+C_{i n}-2^{i+1}\right\}
$$

PROOF. Trivial. By removing the recursion on $\gamma_{i}$.
Regarding the comparison function it can be observed that; using linear threshold feed-forward networks, it can be computed by

$$
C(X, Y)=\operatorname{sgn}\left\{\sum_{i=0}^{n-1} 2^{i}\left(x_{i}-y_{i}\right)\right\}
$$

Assume that the operation is performed with $n$-bit represented unsigned numbers then after the inversion of the operands and the "hot one" addition the following holds true:
COROLLARY 2. The comparison can be computed by a depth-2 linear threshold network of size $2\left[\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil+1$, with the weight values at most $2^{[\sqrt{n}\rceil}$ and with an upper bound of $2\lceil\sqrt{n}\rceil+1$ for the maximum fan-in.

Proof. Divide the operands into groups of length $x$. Thus, there are $\left\lceil\frac{n}{x}\right\rceil$ groups all (but possibly the last one) with the same length. The comparison can be computed by computing the carry-out of the 2-1 binary addition with carry thus it can be computed by:

First Level. Let $0 \leq m \leq\left\lceil\frac{n}{x}\right\rceil-1$, compute

$$
\alpha_{n i}=\operatorname{sgn}\left\{\sum_{r=0}^{l-1} 2^{r}\left(X_{r}+Y_{r}\right)-2^{l}\right\}
$$

and

$$
\beta_{m}=\operatorname{sgn}\left\{\sum_{r=0}^{l-1} 2^{r}\left(X_{r}+Y_{r}\right)-\left(2^{l}-1\right)\right\}
$$

where $l-1$ is either $x-1$ or the length of the last group minus 1.

Second Level. Let $i=\left\lceil\frac{n}{x}\right\rceil-1$, compute the carry-out

$$
C_{\text {out }}=\operatorname{sgn}\left\{\sum_{m=0}^{i} 2^{m}\left(\alpha_{m}+\beta_{m}\right)+C_{i n}-2^{i+1}\right\}
$$

The maximum fan-in is due to either the computation of the carry out on the second level of threshold gates or the computation of the group $\alpha_{m}$ and $\beta_{m}$. The fan-in required for the carry is equal to $2\left\lceil\frac{n}{x}\right\rceil+1$. The fan-in requirements for the $\alpha_{m}$ and $\beta_{m}$ depends on the number of bits comprising a group. It is equal to $2 x$ (the bits of both operands are required to compute the $\alpha_{m}$ and $\beta_{m}$ for any given $m$.). Consequently, the maximum fan-in required for comparison is $\operatorname{MAX}\left\{2\left\lceil\frac{n}{x}\right\rceil+1,2 x\right\}$. With appropriate considerations, the maximum weight value required can be computed to be equal to $\operatorname{MAX}\left\{2^{\left[\frac{n}{x}\right]}, 2^{x}\right\}$. Consequently, the weight sizes are minimum when $2^{\left[\frac{n}{x}\right]}=2^{x}$ implying a partition of $\sqrt{n}$ bits per group.

Because the number of blocks has to be an integer number we have to assume for $x$ the value $\lceil\sqrt{n}\rceil$. This leads to
the maximum weight of $\operatorname{MAX}\left\{2^{\left[\frac{n}{[\sqrt{n}\rceil}\right]}, 2^{[\sqrt{n}]}\right\}$, and to a maximum fan-in of $\operatorname{MAX}\left\{2\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil+1,2\lceil\sqrt{n}\rceil\right\}$. In order to be able to assume an upper bound for the result of the MAX operator we have to establish a relation between $\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil$ and $\lceil\sqrt{n}\rceil$. If $n$ is a perfect square then $\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil=\lceil\sqrt{n}\rceil$, otherwise it can be proved, based on the fact that $\lceil x\rceil \leq x+1$ holds true for any $x$, that $\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil \leq\lceil\sqrt{n}\rceil$ and the difference between the two numbers could not be larger than 1 . Therefore the weights are at most $2^{[\sqrt{n}\rceil}$ and the maximum fan-in is upper bounded by $2\lceil\sqrt{n}\rceil+1$.

Regarding the size the first level requires $2\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil$ threshold gates for the computations of the $\alpha_{m}$ and the $\beta_{m}$ quantities. One threshold gate is required to compute the carryout on the second level. Consequently, the comparison requires $2\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil+1$ threshold gates.

THEOREM 2. The $2-1$ addition of two n-bit binary numbers can be computed by an explicit depth-3 linear threshold network with $O\left(\frac{n^{2}}{\log n}\right)$ size and polynomially bounded weights.

Proof. Assume that the operands have been subdivided into groups and that each group contains at most $m \log n$ bits ${ }^{4}$ and there are $\left\lceil\frac{n}{m \log n}\right\rceil$ groups. For each group $i, i=0,1, \ldots$, $\left\lceil\frac{n}{m \log n}\right\rceil-1$ we compute the group carry-force $\alpha_{i}$ and the group carry-preserve $\beta_{i}$ both direct and inverted values as:

$$
\begin{aligned}
& \alpha_{i}=\operatorname{sgn}\left\{\sum_{k=0}^{m \log n-1} 2^{k}\left(X_{k}+Y_{k}\right)-2^{m \log n}\right\}, \\
& \bar{\alpha}_{i}=\operatorname{sgn}\left\{2^{m \log n}-1-\sum_{k=0}^{m \log n-1} 2^{k}\left(X_{k}+Y_{k}\right)\right\}, \\
& \left.\beta_{i}=\operatorname{sgn}\left\{\sum_{k=0}^{m \log n-1} 2^{k}\left(X_{k}+Y_{k}\right)+1-2^{m \log n}\right)\right\}, \\
& \bar{\beta}_{i}=\operatorname{sgn}\left\{2^{m \log n}-2-\sum_{k=0}^{m \log n-1} 2^{k}\left(X_{k}+X_{k}\right)\right\}
\end{aligned}
$$

All these quantities can be computed with $4\left\lceil\frac{n}{m \log n}\right\rceil$ threshold gates with a maximum fan-in of $2 m \log n$. The maximum weight is given by $2^{m \log n}=2^{\log n^{m}}=n^{m}$ and therefore the weights are polynomially bounded. Moreover for each bit position $j, j=1,2, \ldots, m \log n-1$, for a group $i$, we compute the bit carry-force $\alpha_{i}^{j}$ and the bit carry-preserve $\beta_{i}^{j}$ into the bit $j$ both direct and inverted values as:

$$
\alpha_{i}^{j}=\operatorname{sgn}\left\{\sum_{k=0}^{j-1} 2^{k}\left(X_{k}+Y_{k}\right)-2^{j}\right\}
$$

[^1]\[

$$
\begin{aligned}
& \bar{\alpha}_{i}^{j}=\operatorname{sgn}\left\{2^{j}-1-\sum_{k=0}^{j-1} 2^{k}\left(X_{k}+Y_{k}\right)\right\}, \\
& \beta_{i}^{j}=\operatorname{sgn}\left\{\sum_{k=0}^{j-1} 2^{k}\left(X_{k}+Y_{k}\right)+1-2^{j}\right\}, \\
& \bar{\beta}_{i}^{j}=\operatorname{sgn}\left\{2^{j}-2-\sum_{k=0}^{j-1} 2^{k}\left(X_{k}+Y_{k}\right)\right\} .
\end{aligned}
$$
\]

For the bits in position $j=0$ inside the group $i$, the bit carryforce and the bit carry-preserve are the group carry-force and respectively the group carry-preserve that correspond to the group $i-1$. We need $4 n-4\left\lceil\frac{n}{m \log n}\right\rceil$ gates for the computation of all the bit carry-force and bit carry-preserve quantities. Obviously the fan-in and the weight requirements for bit carry-force and bit carry-preserve are less than for the group quantities. All these group and bit carry-force and carry-preserve can be computed in parallel with the expense of $4 n$ gates.

Given that the carry-out $C_{i}$ of the group $i$ (see Theorem 1) can be expressed with a logic recursive formulae as

$$
\begin{aligned}
C_{i}= & \alpha_{i}+\beta_{i} C_{i-1} \\
C_{i}= & \alpha_{i}+\beta_{i} \alpha_{i-1}+\beta_{i} \beta_{i-1} \alpha_{i-2}+\ldots+\beta_{i} \beta_{i-1} \cdots \beta_{1} \alpha_{0} \\
& +\beta_{i} \beta_{i-1} \cdots \beta_{1} \beta_{0} C_{i n} .
\end{aligned}
$$

This logic expression contains $i+2$ products each one of at most $i+2$ logic variables. The carry-out $C_{j}$ from the bit position $j$ inside the group $i$ can be computed with a similar expression but in this case the variables $\alpha_{i}$ and $\beta_{i}$ have to be replaced with $\alpha_{i}^{j}$ and $\beta_{i}^{i}$, respectively.

In order to compute $\bar{C}_{i}$ we can use the following recurrence:

$$
\bar{C}_{i}=\bar{\alpha}_{i} \bar{\beta}_{i}+\bar{\alpha}_{i} \bar{C}_{i-1}
$$

which leads to

$$
\begin{aligned}
\bar{C}_{i}= & \bar{\alpha}_{i} \bar{\beta}_{i}+\bar{\alpha}_{i} \bar{\alpha}_{i-1} \bar{\beta}_{i-1}+\ldots+\bar{\alpha}_{i} \bar{\alpha}_{i-1} \cdots \bar{\alpha}_{1} \bar{\beta}_{1} \\
& +\bar{\alpha}_{i} \bar{\alpha}_{i-1} \cdots \bar{\alpha}_{1} \bar{\alpha}_{0} \bar{C}_{i n} .
\end{aligned}
$$

This logic expression also contains $i+2$ products each one of at most $i+2$ logic variables and the inverted carry-out $\bar{C}_{j}$ from the bit position $j$ inside the group $i$ can be similarly computed but with $\bar{\alpha}_{i}^{j}$ and $\bar{\beta}_{i}^{j}$ instead of $\bar{\alpha}_{i}$ and $\bar{\beta}_{i}$.

Given that the sum bit in position $j$ is equal to

$$
S_{j}=X \bar{Y}_{j} \bar{C}_{j-1}+\bar{X}_{j} Y_{j} \bar{C}_{j-1}+\bar{X}_{j} \bar{Y}_{j} C_{j-1}+X_{j} Y_{j} C_{j-1}
$$

we can rewrite this expression as:

$$
\begin{align*}
S_{j}= & X_{j} \bar{Y}_{j} \bar{\alpha}_{i} \bar{\beta}_{i}+X_{j} \bar{Y}_{j} \bar{\alpha}_{i} \bar{\alpha}_{i-1} \bar{\beta}_{i-1}+\ldots+X_{j} \bar{Y}_{j} \bar{\alpha}_{i} \bar{\alpha}_{i-1} \ldots \bar{\alpha}_{1} \bar{\beta}_{1} \\
& +X_{j} \bar{Y}_{j} \bar{\alpha}_{i} \bar{\alpha}_{i-1} \ldots \bar{\alpha}_{0} \bar{C}_{i n}+\bar{X}_{j} Y_{j} \bar{\alpha}_{i} \bar{\beta}_{i}+\bar{X}_{j} Y_{i} \bar{\alpha}_{i} \bar{\alpha}_{i-1} \bar{\beta}_{i-1} \\
& +\ldots+\bar{X}_{j} Y_{i} \bar{\alpha}_{i} \bar{\alpha}_{i-1} \ldots \bar{\alpha}_{1} \bar{\beta}_{1}+\bar{X}_{j} Y_{i} \bar{\alpha}_{i} \bar{\alpha}_{i-1} \ldots \bar{\alpha}_{0} \bar{C}_{i n}+\bar{X}_{j} \bar{Y}_{j} \alpha_{i} \\
& +\bar{X}_{j} \bar{Y}_{j} \beta_{i} \alpha_{i-1}+\ldots+\bar{X}_{j} \bar{Y}_{j} \beta_{i} \beta_{i-1} \ldots \beta_{1} \alpha_{0}+\bar{X}_{i} \bar{Y}_{j} \beta_{i} \beta_{i-1} \ldots \\
& \beta_{1} \beta_{0} C_{i n}+X_{j} Y_{j} \alpha_{i}+X_{j} Y_{i} \beta_{i} \alpha_{i-1}+\ldots+X_{j} Y_{i} \beta_{i} \beta_{i-1} \ldots \beta_{1} \alpha_{0} \\
& +X_{j} Y_{i} \beta_{i} \beta_{i-1} \ldots \beta_{1} \beta_{0} C_{i n} \tag{2}
\end{align*}
$$

All the products in (2) can be computed in parallel in one gate delay with $4(i+2)$ threshold gates and after that the logical OR of these products can be done with one threshold gate.

Therefore, the entire addition can be performed by a depth-3 network. In the first level we compute the group
and bit carry-force and carry-preserve quantities with $4 n$ threshold gates. The second level computes the products in (2). Because each bit position $j$ in the group $i$ needs $4(i+2)$ products and there are $m \log n$ bit positions in each group we need $4 m \log n(i+2)$ threshold gates in order to compute the products that correspond to the sum bits in group $i$. Because $i$ spans from 0 to $\left\lceil\frac{n}{m \log ^{n}}\right\rceil-1$ the global number of gates in the second level is given by:

$$
\begin{align*}
\left.4 m \log n \sum_{i=0}^{\left\lceil\frac{n}{m \log n}\right.}\right]^{-1}(i+2)= & 8 m \log n\left[\frac{n}{m \log n}\right\rceil  \tag{3}\\
& +2 m \log n\left\lceil\frac{n}{m \log n}\right]\left(\left[\frac{n}{m \log n}\right\rceil-1\right)
\end{align*}
$$

The third level of the network contains $n$ threshold gates, one for each bit position. Therefore the entire size of the network is in the order of $O\left(\frac{n^{2}}{\log n}\right)$.

Because all the gates in the second level compute logical ANDs the inputs' weights are 1 and the threshold values are at most $m \log n+4$. All the gates on the third level perform logic ORs and therefore have all the inputs' weights and the thresholds equal to 1 . As a consequence the weight values are dominated by the weights associated to the gates in the first level and therefore are in the order of $O\left(n^{m}\right)$, i.e., polynomially bounded.
COROLLARY 3. The maximum fan-in for the threshold gates in the network is given by

$$
\operatorname{MAX}\left\{2 m \log n, 4\left(\left\lceil\frac{n}{m \log n}\right\rceil+2\right)\right\} .
$$

Proof. The maximum fan-in is equal to $2 m \log n$ for the gates in the first level. By the inclusion in the products of the bits $X_{j}$
and $Y_{j}$ (normal or inverted) the products in (2) contain at most $i+4$ variables and therefore the maximum fan-in for the gates that compute the AND terms is equal with $\left\lceil\frac{n}{m \log n}\right\rceil+4$. Because ( 2 ) contains $4(i+2$ ) terms the maximum fan-in for the gates in the third level is $4\left(\left\lceil\frac{n}{m \log n}\right\rceil+2\right)$. Therefore, the maximum fan-in is given by MAX $\left\{2 m \log n, 4\left(\left[\frac{n}{m \log n}\right\rceil+2\right)\right\}$.

We proved that the 2-1 addition can be performed by a depth3 network of size in the order of $O\left(\frac{n^{2}}{\log n}\right)$ with polynomially bounded weights. In the following we keep the same depth of the network, we impose the size to be in the order of $O(n)$ and investigate the consequences such an imposition has on weight values and fan-in. The results are stated by the following theorem.
THEOREM 3. The 2-1 addition of two n-bit binary numbers can be computed by an explicit depth-3 linear threshold network with $6 n+2\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil$ size, with the maximum weight value of $2^{\lceil\sqrt{n}\rceil}$ and the maximum fan-in of $2\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil+3$.

PROOF. Assume that the operands have been subdivided into groups and that $\oplus$ indicates the Exclusive-or. The sum, $S_{j}$, of a bit $j$ in a group $i$ can be computed by

$$
S_{j}=X_{j} \oplus Y_{j} \oplus C_{j-1}
$$

where $C_{j-1}=\operatorname{sgn}\left\{\sum_{k=0}^{i} 2^{k}\left(\alpha_{k}+\beta_{k}\right)+C_{i n}-2^{i+1}\right\}$ is the carry into position $j$ of group $i$. The sum equation can be transformed to $S_{j}=\operatorname{sgn}\left\{1_{=}^{+}+1=+3_{=}^{+}-2\right\}$.

It will be shown that $1_{=}^{+}, 1_{=}^{-}$, and $3_{=}^{+}$can be computed by:
$1_{=}^{+}=\operatorname{sgn}\left\{2^{i+1}\left(X_{j}+Y_{j}\right)+\sum_{k=0}^{i} 2^{k}\left(\alpha_{k}+\beta_{k}\right)+C_{i n}-2^{i+1}\right\}$
$1_{=}=\operatorname{sgn}\left\{2^{i+1}-\left(2^{i+1}\left(Y_{j}+Y_{j}\right)+\sum_{k=0}^{i} 2^{k}\left(\alpha_{k}+\beta_{k}\right)+C_{i n}\right)\right\}$
$3^{++}=\operatorname{sgn}\left\{2^{i+1}\left(X_{j}+Y_{j}\right)+\sum_{k=0}^{i} 2^{k}\left(\alpha_{k}+\beta_{k}\right)+C_{i n}-3 \cdot 2^{i+1}\right\}$.
Where the $\alpha_{k}$ and $\beta_{k}$ are computed for all $k$, except $k=i$, using the entire group of bits and for $k=i$ the quantities $\alpha_{k}$ and $\beta_{k}$ are computed by considering the bits $r$ of the group $i$ where $0 \leq r \leq j-1$.

Case 1. $\left(1_{=}^{+}\right)$To prove that the $\left(1_{=}^{+}\right)$expression is correct we must prove that if any of $X_{j}, Y_{j}$, and $C_{j-1}$ is equal to 1 then $1_{=}^{+}=1$ and if none of $X_{j}, Y_{j}$, and $C_{j-1}$ is 1 then $1_{=}^{+}=0$. Clearly for $C_{j-1}$ it holds true (proven earlier) and it can be trivially proven (with substitutions) that the case holds true for $X_{j}, Y_{j}$ values.

Case 2. (1-) Analogous to Case 1.
Case 3. $\left(3_{=}^{+}\right)$Analogous to Case 1 with proper considerations.

The equations that compute the sum require an explicit depth-3 network computing: on the first level the $\alpha_{k}$ and $\beta_{k}$ for all groups and bits for the group $i$. On the second level the network computes $1_{=}^{+}, 1_{=}^{-}$, and $3=$, and finally on the third level the network computes the $S_{j}$ for all $j$.

In order to compute the cost we divide the addition, as we did for the comparison, into groups of length $x$. By following the same way of reasoning as in the Corollary 2 we obtain that the optimum value of the maximum number of bits in each group is $[\sqrt{n}\rceil$. This partition leads to a maximum fan-in of $2\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil+3$ and to a maximum weight of $2^{[\sqrt{n}]}$.

Under the assumption that the partition of the operands is done in groups of $\lceil\sqrt{n}\rceil$ bits the following is required regarding the size of the network. In order to compute the group $\alpha_{i}$ and $\beta_{i}$ it is required to have $2\left[\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil$ threshold gates in the first level. Further we require at most $2 n$ threshold gates in the first level to compute all bit $\alpha_{k}$ and $\beta_{k}$. On the second level we require $3 n$ gates to compute $1_{=}^{+}, 1_{=}^{-}$, and $3_{=}^{+}$and finally we require $n$ gates on the third level to compute the sum $S_{j}$ for all $j$. Thus the entire scheme requires at most $6 n+2\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil$ threshold gates to compute the sum.

Remark 1. As a consequence of the fact that sum equation in Theorem 3 can be rewritten as $S_{j}=1_{=}^{+}+1_{=}^{-}+3_{=}^{+}-1$, the sum of two $n$-bit binary numbers can be computed by an implicit depth-2 linear threshold network with $5 n+2\left\lceil\frac{n}{[\sqrt{n}\rceil}\right\rceil$ size, i.e., in the order of $O(n)$. This scheme .will increase the fan-in for the next network that uses as input the computed sum by 2 , because the value of each sum bit is carried by 3 signals instead of 1 .

## 3 COMPARISONS

In the previous discussion we have determined the network requirements in general. Our scheme for addition presented in Theorem 2 provides polynomially bounded weights and a network size in the order of $O\left(\frac{n^{2}}{\log n}\right)$ and it is superior to the scheme presented in [4] which has an $O\left(n^{2}\right)$ size. Consequently, we imposed an optimal $O(n)$ size for depth-3 networks for the addition and investigated the influence such an imposition had on the weight sizes and fan-in. It was established that the weight requirements are of $O\left(2^{\sqrt{n}}\right)$ complexity and that the fan-in requirements are of $O(\sqrt{n})$ complexity. Consequently, we have proposed depth-2 networks for the comparison that have $O(\sqrt{n}), O\left(2^{\sqrt{n}}\right)$, and $O(\sqrt{n})$ complexity for size, weight, and fan-in respectively. Our investigation leaves open the questions of $O(n)$ size depth-3 addition and $O(\sqrt{n})$ depth-2 comparison with polynomially bounded weights.

Given that asymptotic complexities need not apply to realistic scenarios we considered as a final exercise a comparison with other schemes assuming existing architectural formats. In particular we considered $32-$ and 64 -bit architectures and estimated the requirements of the various schemes. The results of our estimations are reported in Table 1 and Table 2. For the evaluation of Siu and al and Roychowdhury and al schemes performance we used the formulas reported in [4], [11]. The PW Addition row corresponds to the addition scheme presented in Theorem 2 for $m=1$. i.e., the division of operands in groups of $\log n$ bits. For the other rows we assumed that the subdivision of the operands is made using $\lceil\sqrt{n}\rceil$. The depth-3 comparison is done by first dividing the operands in two and after that in $\left\lceil\sqrt{\frac{n}{2}}\right\rceil$. The first level computes the carry-force and carry-preserve for all the groups of $\left\lceil\sqrt{\frac{n}{2}}\right\rceil$ bits. The second level produces the carry out of the least significant $\frac{n}{2}$ bits and the third level the result of the comparison

What is noticeable from the tables is the small amount of linear threshold gates to realize the addition-comparison for the common 32- and 64-bit operand sizes. Clearly, the improvement for the size over existing art is substantial. In particular our addition scheme with polynomially bounded weights requires up to $71 \%$ for the realization of 32 -bit adders and up to $47 \%$ for the realization of 64 bit devices when compared to the Siu et al. scheme [4]. The fan-in reduction is also significant because our scheme requires up to $28 \%$ for the realization of 32 -bit adders and up to $18 \%$ for the realization of 64 -bit devices. As the tables suggest the scheme proposed in Theorem 3 can be realized with a very small fraction of gates for the 32 - and 64 -bit operand sizes. In particular, it requires up to $18 \%$ for the realization of 32 -bit adders and up to $9.32 \%$ for the realization of 64 -bit devices when compared to the Siu et al. scheme [4]. While, as it can be observed in Table 2 for 32-bit operands, our scheme implies a maximum weight value twice the maximum weight value deduced from [4], it provides an 8.5 times lower fan-in.

TABLE 1
COMPARISONS FOR SOME OPERAND LENGTHS

|  | Function | Depth | 32-bit operands |  |  | 64-bit operands |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | S | W | F | S | W | F |
| Proposed <br> Schemes | Comparison | 2 | 13 | 64 | 13 | 17 | 256 | 17 |
|  | Comparison | 3 | 18 | 16 | 9 | 26 | 64 | 13. |
|  | PW Addition | 3 | 796 | 32 | 36 | 2040 | 64 | 48 |
|  | EW Addition | 3 | 204 | 64 | 15 | 400 | 256 | 19 |
| Siu and al | Comparison | 3 | 96 | 32 | 32 | 192 | 64 | 64 |
|  | Addition | 3 | 1121 | 32 | 128 | 4289 | 64 | 256 |
| Roychowdhury and al | Comparison | 3 | 19 | 64 | 12 | 31 | 128 | 14 |

TABLE 2
Ratio Between Schemes

|  | Function | 32-bit operands |  |  | 64-bit operands |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | S | W | F | S | W | F |
| Ratios vs Siu and al | Comparison in depth 2 | 0.13 | 2 | 0.40 | 0.08 | 4 | 0.26 |
|  | Comparison in depth 3 | 0.18 | 0.50 | 0.28 | 0.13 | 1 | 0.20 |
|  | PW Addition | 0.71 | 1 | 0.28 | 0.47 | 1 | 0.18 |
|  | EW Addition | 0.18 | 2 | 0.11 | 0.09 | 4 | 0.07 |
| Ratios vs <br> Roychowdhury and al | Comparison in depth 2 | 0.68 | 1 | 1.08 | 0.54 | 2 | 1.21 |
|  | Comparison in depth 3 | 0.94 | 0.25 | 0.75 | 0.83 | 0.50 | 0.92 |

Regarding the comparison when we consider a depth-2 network, as expected, the weights requirements are greater for our scheme when compared to [4], [11] and superior in size. This conclusion however is reversed when the depths of the network are assumed to be equal. Our estimations indicate that the scheme we propose is better in all counts including the size of the weights (at the exception of 64 operands which the weight size of the Siu et al. scheme are equal to ours). In particular, our depth-3 scheme requires up to $18 \%$ gates, $50 \%$ weights and $28 \%$ fan-in for the realization of 32 -bit comparators and up to $13 \%$ gates, equal weights and $20 \%$ fan-in for the realization of 64 -bit devices, when compared to the Siu et al. scheme [4]. When compared with Roychowdhury and al scheme [11] it requires up to $94 \%$ gates, $25 \%$ weights and $75 \%$ fan-in for the realization of 32 -bit comparators and up to $83 \%$ gates, $50 \%$ weights and $92 \%$ fan-in for the realization of 64 -bit devices.

## 4 Concluding Remarks

The main concern of this paper was the reduction of the size of networks computing fixed point arithmetic operations while maintaining small network depths with bounded and unbounded weights. It was shown that the addition can be performed by a depth-3 network with: the size in the order of $O\left(\frac{n^{2}}{\log n}\right)$ and polynomially bounded weights; with the size of $6 n+2\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil$ (i.e., of optimal $O(n)$ complexity), a maximum fan-in of $2\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil+3$ and a maximum weight value of $2^{[\sqrt{n}]}$. Related to comparison it was shown that the comparison of two $n$-bit operands with carry can be computed by a depth-2 network with $2\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil+1$ size (i.e., of $O(\sqrt{n})$ complexity), a maximum fan-in of $\operatorname{MAX}\left\{2\left\lceil\frac{n}{\lceil\sqrt{n}\rceil}\right\rceil+1\right.$, $2[\sqrt{n}]\}$ and a maximum weight size of $2^{[\sqrt{n}]}$. The open questions left by the investigation are optimal $O(n)$ size depth-3 addition and $O(\sqrt{n})$ depth-2 comparison with potentially polynomially bounded weights.
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[^0]:    1. It is interesting to note that this scheme allows also an implicit construction of a depth-2 network for the addition with the size in the order of $O(n)$.
[^1]:    4. $m$ is a given integer constant and we will assume for the simplicity of notations that $m \log n$ is also an integer.
