
ar
X

iv
:q

ua
nt

-p
h/

97
04

01
9v

1 
 9

 A
pr

 1
99

7

Spatially Correlated Qubit Errors and

Burst–Correcting Quantum Codes

F. Vatan∗ V. P. Roychowdhury† M. P. Anantram‡

Electrical Engineering Department

UCLA

Los Angeles, CA 90095

Abstract

We explore the design of quantum error-correcting codes for cases where the deco-

herence events of qubits are correlated. In particular, we consider the case where only

spatially contiguous qubits decohere, which is analogous to the case of burst errors in

classical coding theory. We present several different efficient schemes for constructing

families of such codes. For example, we construct a one–dimensional quantum code of

length n = 15 that corrects burst errors of length b ≤ 3; as a comparison, a random-

error correcting quantum code that corrects t = 3 errors must have length n ≥ 17. In

general, we show that it is possible to build quantum burst–correcting codes that have

near optimal dimension. For example, we show that for any constant b, there exist

b–burst–correcting quantum codes with length n, and dimension k = n− log n−O(b);

as a comparison, the Hamming bound for the case with t (constant) random errors

yields k ≤ n− t log n−O(1).

1 Introduction

The theory of quantum error correction is now an active area of research [16, 5, 17, 10,

2, 8]. Various techniques regarding construction of quantum error correcting codes based

on classical codes have been proposed [16, 5, 17, 8]. These papers typically assume the
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‘independent qubit decoherence’ (IQD) model; the decoherence of each qubit is uncorrelated

to the decoherence of any other qubit as they all interact with separate reservoirs.

The IQD model is a valid assumption when the spatial separation of qubits in a quantum

register is larger than the correlation length of the reservoir (or source of decoherence).

Whether this condition is met or not will depend on specific physical models for quantum

computers. The two main hardware proposals for quantum computers are the ion trap model

[6] and the polymer chain model [11]. The exact nature of decoherence in these models is

not well understood but we would expect the IQD model to break down in the polymer

chain model where qubits are only a few Angstroms apart. Interaction with phonons whose

spatial extent would be several atoms long will result in correlated decoherence of spatially

continuos qubits. Ref. [14] provided the first step in studying the effect of decoherence by

assuming different models for interaction of qubits and the reservoir. Specifically, the effect

of decoherence on a two-qubit system under circumstances when the IQD model is valid and

when the correlation length of the reservoir is larger than the separation of the two qubits

were studied. An important conclusion was that the second model for decoherence (i.e., where

the correlation length is larger than the separation of qubits) leads to superdecoherence and

subdecoherence of certain off diagonal elements of the density matrix in comparison to the

IQD model.

If the details of the decoherence mechanism of qubits are known, then it might be possible

to build more efficient error correcting codes compared to the IQD model. In classical error

correction, it is well known that magnetic tapes used for storage are usually defective over

length scales corresponding to a few bits. Then it is sufficient to code information on the

tape so as to correct only spatially continuos errors. Similarly, in a classical communication

channel, disturbances of the channel over short time periods lead to random single errors

while disturbances over longer time periods lead to temporally continuos errors at the re-

ceiver. Such errors are called burst errors and the corresponding error correcting codes have

significantly higher rates (see, e.g., [15]).

In this paper, we discuss a quantum analog of burst-error correcting codes. These codes

would be important (i) when the coherence length of the reservoir is large enough to cause

decoherence of spatially contiguous bits to be dominant, (ii) in storing of quantum informa-

tion on a string of qubits (this case is similar to the magnetic tape case mentioned above;

uninteded impurities here may perturb the energy levels of a few contiguous qubits) and

(iii) in communication of quantum information where entangled qubits would be temporally

transported over an appropriate communication channel [2]. We show in this paper that

when such correlated errors are dominant, then codes with higher rates than those obtained

using the IQD model can be constructed.
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The paper is organized as follows. In Section 2, we give a review of quantum error–

correcting codes. Here we present revised version of known schemes for constructing quantum

codes such that they can be applied for burst–error cases. In Section 3, we give some

results on binary cyclic codes, because these codes are the backbone of our construction

of quantum burst–correcting codes. In Section 4, we present some explicit constructions

for quantum codes. In particular, we show how to construct quantum codes that maps

k = n − 2 logn − O(b) qubits to n qubits that corrects bursts of width b. In Section 5, we

first derive the Hamming and Gilbert–Varshamov type bounds for the maximum dimension

of burst–correcting quantum codes. Then we show, for any constant b, there exist b–burst–

correcting quantum codes that have near optimal dimension; i.e., they map k qubits to n

qubits where k = n− log n− O(b).

2 Quatum error–correcting codes

In this section we provide basic definitions and notations about quantum error–correcting

codes. We shall also describe various methods for constructing these codes; these techniques

will be used in Sections 4 for constructing several different kinds of burst-correcting quantum

codes.

A sequence of amplitude errors in qubits i1, . . . , it of a block of n qubits can be represented

by the unitary operator Xα, where the binary vector α of length n has 1 components only

at positions i1, . . . , it. Thus, for the basis |v1〉 , . . . , |v2n〉 of the 2n–dimensional Hilbert space

of n qubits, we have

Xα |vi〉 = |vi + α〉 . (1)

Similarly, a sequence of phase errors can be written as

Zβ |vi〉 = (−1)vi·β |vi〉 , (2)

where the binary vector β represents the positions of errors, and vi · β is the inner product

of two binary vectors modulo 2. Note that

ZβXα = (−1)α·βXαZβ. (3)

Since we will be concerned with sets of errors with special structures, it is useful for us

to consider a general setting, where a set E of possible errors of the form ±XαZβ is fixed

(a similar approach is followed in [9]). Let E be the set of the pairs (α, β) such that either

XαZβ or −XαZβ is in E . For example, the result of the entanglment of introducing at most
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t random errors in a state |x〉 can be repesented as ±XαZβ |x〉, where wt(α ∪ β) ≤ t 1.

Therefore, in this case E = { (α, β) | wt(α ∪ β) ≤ t }. We will use the following notations:

EX =
{

α ∈ {0, 1}n | (α, β) ∈ E for some β ∈ {0, 1}n
}

∪ {0},
EZ =

{

β ∈ {0, 1}n | (α, β) ∈ E for some α ∈ {0, 1}n
}

∪ {0}.

For example, in the above example where E is the set of at most t (random) errors, both EX

and EZ are equal to { c ∈ {0, 1}n | wt(c) ≤ t }. The following result gives a necessary and

sufficient condition for a set of quantum states to constitute a quantum code.

Theorem 2.1 ([2], [9]) A 2k–dimensional subspace Q of C2n is an ((n, 2k)) error–correcting

quantum code mapping k qubits to n qubits that protect against all errors in E if for every

orthonormal basis |x1〉 , . . . , |x2k〉 of Q and every e, e′ ∈ E

〈xi | ee′ | xj〉 = 0, if i 6= j, (4)

〈xi | ee′ | xi〉 = 〈xj | ee′ | xj〉 . (5)

If for all i, 〈xi | ee′ | xi〉 = 0, then the quantum code is said to be non-degenerate.

In [5] and [17] it is shown how to use classical error–correcting codes to build quantum

codes. Although they stated their results when errors are (random) errors of weight at most

t, their construction can easily be generalized for any set E of errors. Before we state this

result, we reiterate a definition concerning classical codes. Let C be a subspace of {0, 1}n,
and F be a subset of {0, 1}n. We say C has the ability to correct every error from F (or

simply, C has F–correcting ability) if and only if every two different elements e1 and e2 of F
belong to different cosets of C; or equivalently, e1 + e2 6∈ C.

Theorem 2.2 Let E be a set of possible quantum errors. If there are [n, k] classical codes

C1 and C2 (with 2k > n) such that C2⊥ ⊆ C1 and C1 has EX–correcting ability and C2 has EZ–

correcting ability, then there is an ((n, 22k−n)) quantum code that has E–correcting ability.

Proof. Consider cosets of C1 in C2⊥; i.e., the sets of the form a + C2⊥ with a ∈ C1. There

are 22k−n different such cosets. Let R = {a1, . . . , a22k−n} be the set of the representatives of

distinct cosets. For the basis of the quantum code, we consider 22k−n vectors of the form
∑

c∈C2
⊥

|c+ a〉, where a ∈ R.

1Here wt(c) denotes the weight of the binary vector c, i.e. the number of 1–components of c; and the binary

vector α ∪ β is the result of component-wise OR operation of α and β, for example (011010) ∪ (000110) =

(011110).
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To check that the condition (4) holds, consider vectors

|x〉 =
∑

c∈C2
⊥

|c + a〉 and |x′〉 =
∑

c∈C2
⊥

|c + a′〉 .

(To simplify the notation, throughout this paper we delete the normalization factors.) If

a 6= a′ then 〈x | x′〉 = 0. Suppose e = (−1)λXαZβ and e′ = (−1)λ
′

Xα′Zβ′ are in E . Note that

〈x | ee′ | x′〉 = ǫ〈x |Zβ+β′Xα+α′ | x′〉, (6)

for some ǫ ∈ {−1,+1}. First suppose α+α′ 6= 0. Then the right hand side of (6) is equal to

ǫ

〈

∑

c∈C2
⊥

|c+ a〉

∣

∣

∣

∣

∣

∣

∑

c′∈C2
⊥

bc′ |c′ + a′ + α + α′〉
〉

, (7)

for some bc′ ∈ {−1,+1}. If c+ a = c′ + a′ + α + α′, for some c, c′ ∈ C2⊥ and a, a′ ∈ C1, then
α+α′ ∈ C1, which contradicts the EX–correcting ability of C1. Therefore, c+a 6= c′+a′+α+α′,

for every c, c′ ∈ C2⊥ and a, a′ ∈ C1, thus inner product (7) is equal to zero. Now, suppose

α+α′ = 0. If a 6= a′ then then inner product (7) is obviously equal to zero. Finally, suppose

α + α′ = 0 and a = a′ (and of course β 6= β ′), then the right hand side of (6) is equal to

ǫ
∑

c∈C2
⊥

(−1)(c+a)·(β+β′) = ǫ(−1)a·(β+β′)
∑

c∈C2
⊥

(−1)c·(β+β′).

Now the sum in the right hand side of the above equality is zero, because by EZ–correcting

ability of C2 we have β + β ′ 6∈ C2. So the condition (5) holds. ✷

Special case of the above theorem is when C1 = C2; thus we have the following corollary.

Corollary 2.3 Let E be a set of possible quantum errors. If there is an [n, k] classical

code C (with 2k > n) such that C is weakly self–dual (i.e., C⊥ ⊆ C) and C has both EX–

correcting ability and EZ–correcting ability, then there is an ((n, 22k−n)) quantum code that

has E–correcting ability.

It is possible to generalize the above construction even for the case when C is not weakly

self–dual.

Theorem 2.4 Let E be a set of possible quantum errors. Suppose there is an [n, k] classical

code C such that C has EX–correcting ability and C⊥ has EZ–correcting ability. Let D =

{e + e′ | e, e′ ∈ EX}. Then there is a quantum code that maps n− k − ⌈log2 |D|⌉ qubits to n

qubits and has E–correcting ability.
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Proof. We shall prove this theorem by developing an algorithm to construct a quantum

code. The basis of the quantum code consists of vectors of the form |xi〉 =
∑

c∈C

|c+ ai〉, for

some binary vectors ai ∈ {0, 1}n. We shall show that one can choose 2n− k − ⌈log2 |D|⌉
such ai’s for the quantum code.

Let a1 = 0, so |x1〉 =
∑

c∈C

|c〉. Suppose a1, . . . , aℓ−1 have already been chosen. Then aℓ is

any vector of {0, 1}n which is not of the form c + ai + α + α′, for c ∈ C, 1 ≤ i ≤ ℓ− 1, and

α, α′ ∈ EX . In this process it is possible to choose m vectors a1, . . . , am if

m · 2k · |D| ≤ 2n.

The proof that conditions (4) and (5) hold is similar to the proof of Theorem 2.2. ✷

In [3, 8] a general method for describing and constructing quantum error–correcting codes

is proposed. Consider unitary operators e1 = Xα1
Zβ1

, . . . , ek = Xαk
Zβk

, such that ei
2 = I

(the identity operator) and eiej = ejei, for all i and j (i.e., αi ·βi = 0 and αi ·βj +αj ·βi = 0,

where the inner products are modulo 2). Consider the k × (2n) matrix

H =







α1 β1

...
...

αk βk






. (8)

Suppose the matrix H has full rank over GF(2). Then the set of the vectors |x〉 in C
2n

such that ei |x〉 = |x〉, for all 1 ≤ i ≤ k, form an (n − k)–dimensional quantum code. The

following theorem connects the error–correcting ability of this code with the properties of

the dual space of H in {0, 1}2n.

Theorem 2.5 [3] Let E be a set of quantum codes. Suppose the k × (2n) matrix H in (8)

is totally singular, i.e., αi · βi = 0 and αi · βj + αj · βi = 0 for all i and j. Then the space of

the vectors |x〉 such that Xαi
Zβi

|x〉 = |x〉, for all 1 ≤ i ≤ k, is an ((n, 2n−k)) quantum code

that has E–correcting ability if for every (α, β) ∈ E we have H · (β | α)T = 0.

3 Some results on binary cyclic codes

We construct different burst–correcting quantum codes (each with different different dimen-

sions) by utilizing Theorems 2.2, 2.4 and 2.5 when the underlying classical codes are cyclic.

In this section we provide necessary facts and results concerning binary cyclic codes.
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A linear subspace C of {0, 1}n is called a cyclic code if C is closed under the cyclic shift

operator, i.e., whenever (c0, c1, . . . , cn−1) is in C then so is (cn−1, c0, . . . , cn−2). When dealing

with cyclic codes, it is much easier to identify each binary vector with a polynomial over

the binary field F2 = {0, 1}. For this, we correspond to the vector c = (c0, c1, . . . , cn−1)

in F2
n the polynomial c(x) = c0 + c1x + · · · + cn−1x

n−1 in F2[x]. For example, the vector

(1, 0, 0, 1, 1, 0) corresponds to the polynomial 1 + x3 + x4.

One of the basic properties of a cyclic code C is that C is generated by one of its codewords;

in the sense that there is a codeword in C, represented by the polynomial g(x), such that

every codeword c(x) ∈ C is a multiple of g(x), i.e., c(x) = q(x) · g(x) for some polynomial

q(x). Here the identity c(x) = q(x) · g(x) is hold in the quotient ring F2[x]/(x
n + 1), i.e., we

identify q(x) ·g(x) with q(x) ·g(x) mod (xn+1). It is well–known that if the polynomial g(x)

generates the cyclic code C of length n, then g(x) is a factor of xn+1. (For more details see,

e.g., [12].)

Some more useful notations: The reciprocal of a polynomial f(x) = a0 + a1x + · · · +
am−1x

m−1 + amx
m, with am 6= 0, is f ⋆(x) = am + am−1x + · · · + a1x

m−1 + a0x
m, which is

obtained from f(x) by reversing the order of the coefficients. Then f ⋆(x) = xmf(x−1). The

exponent of the polynomial f(x) ∈ F2[x] is the least integer s such that f(x) divides xs + 1.

We start with stating some easy facts about cyclic codes.

Lemma 3.1 Let C be cyclic code of length n generated by the polynomial g(x) = 1 + α1x+

· · ·+ αk−1x
k−1 + xk in F2[x].

(a) If w(x) = xj + a1x
j+1 + · · ·+ aℓ−1x

j+ℓ−1 + xj+ℓ is in C, then ℓ ≥ k.

(b) If w ∈ C, w 6= 0 and w contains a block of m consecutive 0’s, then m < n− k.

Proof. (a) Since w(x) ∈ C and C is cyclic, the codeword represented by the polynomial

w′(x) = 1 + a1x+ · · ·+ aℓ−1x
ℓ−1 + xℓ should be in C as well. This means

w′(x) =
n−k−1
∑

i=0

βix
ig(x),

where βi ∈ {0, 1} are unique and at least one of βi is nonzero (note that this equation holds

in F2[x]). The degree of the right–hand side polynomial is at least k, so ℓ ≥ k.

(b) We can assume, w.l.o.g., that w(x) = amx
m + · · · + an−1x

n−1. Then w(x) =
n−k−1
∑

i=0

αix
ig(x), for unique αi ∈ {0, 1}. It easily follows that α0 = · · · = αm−1 = 0. The

condition w(x) 6= 0 holds only if m < n− k. ✷

In the next theorem we formulate a necessary condition for a cyclic code to be self–dual.
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Theorem 3.2 Let a polynomial g(x) of degree k (k ≤ n/2) generates a cyclic code C of

length n. Let g(x) = g1(x) · · · gm(x) be a decomposition of g(x) to irreducible polynomials.

If the reciprocal of any of gi(x) is not among g1(x), . . . , gm(x) (specially, none of the gi(x) is

self–reciprocal), then C is weakly self–dual, i.e., C⊥ ⊆ C.

Proof. Suppose xn + 1 = g(x)h(x). The cyclic code C⊥ is generated by the polynomial

h⋆(x) = xn−kh( 1
x
). Let g⋆(x) be the reciprocal of g(x), i.e., g⋆(x) = xkg( 1

x
). Then

C⊥ ⊆ C iff h⋆(x) ∈ C
iff h⋆(x) = p(x) · g(x) for some p(x)

iff xn−k ·
1
xn + 1

g( 1
x
)

= p(x) · g(x)

iff xn + 1 = p(x) · g(x) · xkg(
1

x
)

iff g(x) · g⋆(x) divides xn + 1.

Let g⋆i (x) be the reciprocal of gi(x). Then g⋆(x) = g⋆1(x) · · · g⋆m(x). It is well–known (see,

e.g., [12]) that if gi(x) is not self–reciprocal, then gi(x) · g⋆i (x) divides xn + 1. Therefore

g(x) · g⋆(x) divides xn + 1 and C is weakly self–dual. ✷

Now we give some results on cyclic codes that correct burst errors. A burst of width b is a

vector in {0, 1}n whose only nonzero components are among b successive components, the first

and the last of which are nonzero. (The last component cn−1 of the vector (c0, c1, . . . , cn−1)

is understood to be adjacent to c0.) As mentioned in the previous section, we say a linear

code C has burst–correcting ability b if for every bursts w1 and w2 of width ≤ b we have

w1 + w2 6∈ C. The following theorem gives a simple criterion for a cyclic code to have

burst–correcting ability.

Theorem 3.3 Let C be a cyclic code generated by the polynomial g(x) of degree k. If k ≥
n
2
+ b, then C has burst–correcting ability b.

Proof: Suppose w1 and w2 are bursts of width ≤ b. Then in w1 + w2 there is a block of

at least n
2
− b consecutive 0’s. Since n

2
− b ≥ n− k, by Lemma 3.1 (b), the theorem follows.

✷

The following theorem by Fire [7] and Melas and Gorog [13] (see also [15]) gives a general

method to construct interesting burst–correcting cyclic codes.
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Theorem 3.4 Let q(x) generate an [n′, k′] code that has burst–correcting ability b. Let p(x)

be an irreducible polynomial of degree ≥ b and exponent e such that (p(x), q(x)) = 1 (i.e.,

p(x) and q(x) have no common factor). Then the cyclic code C of length n = en′ generated

by c(x) = q(x)p(x) has burst–correcting ability b.

In the following theorem we construct a small burst–correcting code. The interesting

property of this code is that it is weakly self–dual; the property which is not addressed by

the previous theorem.

Theorem 3.5 The polynomial g(x) = 1+x+x2+x4+x5+x8+x9 generates a cyclic [21, 12]

code C which has burst–correcting ability b = 4. Moreover, C is weakly self–dual.

Proof. First note that g(x) is factored to irreducible polynomials as

g(x) = (1 + x+ x3)(1 + x2 + x4 + x5 + x6).

It is easy to see that the factors of g(x) are factors of x21 + 1 (or look at the table of factors

of xn + 1 in [12]). So g(x) generates a [21,12] cyclic code. From Theorem 3.2 it follows that

C is weakly self–dual.

It can be shown that C has burst–correcting ability b = 4. ✷

To utilize Theorem 3.4 for producing cyclic weakly self–dual codes that correct b > 4

bursts, we need to start with small cyclic weakly self-dual codes with burst–correcting ability

b. It seems it is hard to find such codes with optimal, or near optimal, length. But it is

possible to construct small cyclic weakly self–dual codes that correct random t errors. In

the next lemma we give a construction for such codes. Although in this way we do not get

optimal codes, the result is enough to rise to an infinite class of burst–correcting codes.

Lemma 3.6 For any t, there is a binary cyclic weakly self–dual [n, k, 2t + 1] code with

n = 2m − 1 and k = n− tm, where n > 2(2t− 1)2.

Proof. The code is a BCH code. We describe it by its cyclotomic cosets mod n (for

details see [12]). The cyclotomic cosets which define the code are C2i−1, for 1 ≤ i ≤ t.

Since 2t− 1 <
√
n, all these cosets are distinct (see p.262 of [12]). So the code has minimum

distance 2t+1. To prove the code is self–dual, we have to show for every i and j, 1 ≤ i, j ≤ t,

n− (2j − 1) 6∈ C2i−1. If this is not true, then n − (2j − 1) = (2i − 1)2ℓ, for some integer ℓ.

This implies that 2ℓ should divide 2j. But by assumption on n, we have 2ℓ > 2t; which ends

up in a contradiction. ✷
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4 Explicit construction of burst–correcting quantum

codes

First we show that there is a one–dimensional quantum code of length n = 15 which corrects

burst errors of length b = 3. From the table given in [4], it follows that to correct t = 3

(random) errors one qubit should be mapped to at least 17 qubits.

We consider the cyclic [15,9] code C generated by 1+ x3 + x4 + x5 + x6. As it is noted in

[15], this code corrects b = 3 burst errors. We show that the dual of this code has the same

burst–correcting ability.

The dual code C⊥ is generated by the polynomial 1 + x + x4 + x5 + x6 + x9. So the

following is a generator matrix for C⊥:




















1 1 0 0 1 1 1 0 0 1 0 0 0 0 0

0 1 1 0 0 1 1 1 0 0 1 0 0 0 0

0 0 1 1 0 0 1 1 1 0 0 1 0 0 0

0 0 0 1 1 0 0 1 1 1 0 0 1 0 0

0 0 0 0 1 1 0 0 1 1 1 0 0 1 0

0 0 0 0 0 1 1 0 0 1 1 1 0 0 1





















.

We want to show that if b1 and b2 are two burst of width≤ 3 and b1 6= b2, then b1+b2 6∈ C⊥.
First note that b1 + b2 contains a block of at least 5 consecutive 0’s. Then w.l.o.g. we can

assume b1 + b2 = (000000 ⋆ ⋆ · · · ⋆) or b1 + b2 = (000001 ⋆ ⋆ · · ·⋆). If b1 + b2 ∈ C⊥, then in the

first case we would have b1 + b2 = 0, i.e., b1 = b2 which contradicts the assumption b1 6= b2;

and in the second case b1 + b2 = (000001100111001) which is not sum of two bursts of width

≤ 3. This completes the proof that C⊥ corrects bursts of width 3.

Now we show that the all–one vector 1 is not in coset of any vector of the form b1 + b2,

where b1 and b2 are bursts of width ≤ 3. Assume, by contradiction, that 1 + b1 + b2 ∈ C⊥.
Since b1+ b2 has a block of at least 5 consecutive 0’s, 1+ b1+ b2 is either (111110 ⋆ ⋆ · · ·⋆) or
(111111 ⋆ ⋆ · · ·⋆). In the first case 1+ b1+ b2 is (111110111010001) and in the second case it

is (111111011101000). So b1 + b2 is either (000001000101110) or (000000100010111); which

in neither case it can be the sum of two bursts of width ≤ 3.

So the desired quantum code consists of |0L〉 =
∑

c∈C

|c〉 and |1L〉 =
∑

c∈C

|c+ 1〉.

Now we show the existence of infinite classes of quantum burst–correcting codes.

Theorem 4.1 If there is a binary [n, k] code C (with k < n
2
) such that C and C⊥ both have

burst–correcting ability b, then there is an ((n, 2K)) quantum code with K = n−k−2⌈logn⌉−b

that corrects all burst errors of width b.
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Proof: It follows from the fact that the number of vectors of the form w1 + w2, where

w1 and w2 are bursts of width ≤ b, is at most n2 · 2b and the Theorem 2.4. ✷

Corollary 4.2 There are ((n, 2k)) quantum codes with n = (2m − 1)(2b − 1) and k = n −
m− 2⌈log n⌉ − 3b+ 1 having burst–correcting ability b.

Proof. From Theorem 3.4 with n′ = 2b − 1, q(x) = x2b−1 − 1 and p(x) any primitive

polynomial of degree m such that m > 2b− 1, we get an [n, n −m − 2b+ 1] binary code C
having burst–correcting ability b. If m ≥ 3, then we can apply Theorem 3.3 to show that

C⊥ also has burst–correcting ability b. Then the result follows by applying Theorem 4.1. ✷

For fixed constant b, the above result gives a family of quantum codes of length n and

dimension n−3 log n−O(1) having burst–correcting ability b. In the next theorem we show

for b ≤ 4 we can construct burst–correcting quantum codes with dimension n−2 logn−O(1).

Theorem 4.3 For every m ≥ 7, there is an ((n, 2k)) quantum code with n = 21(2m − 1)

and k = n− 2m− 18 having burst–correcting ability b = 4.

Proof. We utilize Theorem 3.4 for q(x) the degree 9 polynomial given in Theorem 3.5

and p(x) any primitive polynomial of degree ≥ 7. Since p(x) is primitive, it is not self–

reciprocal. Thus we obtain a binary [n = 21(2m−1), k = n−m−9] code C, which is weakly

self–dual by Theorem 3.2. Now by applying Corollary 2.3, we get the quantum code with

the given parameters. ✷

By utilizing Lemma 3.6, we can get a similar result for the case b > 4. The following

theorem shows how to construct ((n, 2K)) quantum codes, with K = n− 2 logn− O(b), for

constant burst-width b; note however that the constant, O(b), in the preceding expression

could be a large function of b.

Theorem 4.4 For every b, there is an ((n, 2k)) quantum b–burst–correcting code, where

n = (2m
′ − 1)(2m − 1), k = n− 2m− 2bm′, 2m

′

> 2(2b− 1)2 and m > m′.

Proof. As in the previous theorem, we utilize Theorem 3.4, where q(x) is the generator

polynomial of the BCH code of length n′ = 2m
′ − 1 given in Lemma 3.6, and p(x) is any

primitive polynomial of degree m > m′. ✷
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5 Bounds and a new scheme for construction

In this section we present general upper and lower bounds for maximum dimension of a

quantum burst–correcting code.

Theorem 5.1 Let E be a set of errors, and D = {e+ e′ | e, e′ ∈ E}. Let 2k be the maximum

of dimension of any non-degenerate quantum code of length n that has E–correcting ability.

Then

n− log2 |D| ≤ k ≤ n− log2 |E|.

Proof. Let |x1〉 , . . . , |x2k〉 be a basis for a quantum code of dimension 2k. The upper

bound (The Hamming bound) follows from this fact that, by (4), in the space C
2n the 2k|E|

vectors of the form XαZβ |xi〉 should be orthogonal, and hence independent.

The lower bound (The Gilbert–Varshamov bound) follows by an argument similar to the

one given in [3]. ✷

Corollary 5.2 Let 2k be the maximum of dimension of any non-degenerate quantum code

of length n which has burst–correcting ability b. Then

n− 2 log2 n− b ≤ k ≤ n− log2(n− b+ 2)− b+ 1.

Proof. It is enough to note that in this case |E| = 2b−1(n− b+ 2) (see [15], p.111), and

|D| ≤ 2bn2. ✷

Next we present a new scheme for constructing quantum codes from classical linear codes.

By utilizing this method, for fixed constant b, we obtain b–bursts–correcting quantum codes

of length n with dimension n− log2 n−O(1). These are almost optimal codes (compare with

the bound given in Corollary 5.2).

Theorem 5.3 If there is a (3b+ 1)–burst correcting binary [n, k] cyclic code C such that C
is weakly self–dual, then there is a b–burst–correcting ((n, 2k)) quantum code.

Proof. Suppose the (n−k)×n matrix H is a parity check matrix for C. Let H←m denote

the matrix that is obtained from H by shifting (cyclically) the columns m times to the left.

12



Note that H←m is also a parity check matrix of C, because C is cyclic. Now, consider the

stabilizer defined by the matrix

G =
[

H +H←b |H +H←2b+1
]

.

It is easy to check that G is indeed a totally singular matrix. Suppose e = (e1 | e2) and

e′ = (e′1 | e′2) are bursts of width ≤ b, and e 6= e′. Let

w = e1 + e′1 + (e1 + e′1)
→b + e2 + e′2 + (e2 + e′2)

→2b+1,

where e→b denotes the vector obtained by cyclically shifting e to the right b times. Then it

is easy to check that w 6= 0 and w is the sum of two bursts of width ≤ 3b+1. So w 6∈ C and

G · (e+ e′)T = H · wT 6= 0.

Now the theorem follows from Theorem 2.5. ✷

To apply the above theorem, we need weakly self-dual b–burst–correcting binary codes

with arbitrary length. For b ≤ 4, Theorem 3.5 gives explicit construction of such codes. In

general, we can apply the following theorem.

Theorem 5.4 [1] For every b and for every square–free polynomial e(x) of degree b− 1 and

of index me such that e(0) 6= 0 and for every sufficiently large m ≡ 0(mod me), a primitive

polynomial p(x) of degree m exists such that e(x)p(x) generates a b–burst–correcting code of

length n = 2m − 1 and dimension k = n−m− b.

To get weakly self–dual codes, choose e(x) to be any primitive polynomial of degree b−1.

Then e(x)p(x) generates a weakly self–dual b–burst–correcting code, because no primitive

polynomial is self–reciprocal. Thus we get the following bound for burst–correcting quantum

codes.

Theorem 5.5 For every b and for sufficiently large n = 2m− 1 (where m ≡ 0(mod mb) for

some fixed integer mb depending only on b), there are b–burst–correcting quantum codes of

length n and dimension n−m− 3b+ 1.

Concluding Remarks

We described different schemes for constructing quantum burst–correcting codes. As ex-

pected, these classes of codes are more efficient than codes that protect against random
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errors. More specifically, to protect against burst errors of width b (where b is a fixed con-

stant), it is enough to map n− log n−O(b) qubits to n qubits, while in the case of t random

errors at least n− t logn qubits should be mapped to n qubits (the best construction so far

maps n− (t + 1) logn−O(1) qubits to n qubits).

We present an explicit construction of almost optimal quantum code for bursts of width

≤ 4. It would be interesting to find similar explicit constructions for bursts of larger width.

Also, our constructions work for specific values of n, the length of the quantum code. It

remains open how to generalize these constructions for other values of n. Finally, in Theorem

5.3 we develop a novel method to obtain quantum codes from binary codes such that the rate

of the quantum code has the same order of magnitude as the binary code. If this method

can be generalized to other classes of quantum codes, there would be a great improvement

in the rate of the existing quantum codes.
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