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1 IntroductionThe intrinsic, or topological, dimensionality ofN patterns in an n-dimensionalspace refers to the minimum number of \free" parameters needed to gener-ate the patterns1, [3]. It essentially determines whether the n-dimensionalpatterns can be described adequately in a subspace (submanifold) of dimen-sionality m < n. Knowledge of the intrinsic dimensionaliy is important inorder to determine the number of features necessary to represent the data,to decide whether a reasonable 2d or 3d representation exists or to estimatethe e�ectiveness of algorithms depending on the intrinsic dimensionaliy, ase.g. methods for constructing classi�ers or training neural networks. It canbe greatly helpful in problems like pattern recognition, industrial or medicaldiagnosis and data compression [4].Adopting the classi�cation in [3], there are two primary approaches forestimating the intrinsic dimensionality. The �rst one is the global approachin which the swarm of patterns is unfolded or 
attened in the d-dimensionalspace. Benett's algorithm [5] and its successors as well as variants of MD-SCAL [6] for intrinsic dimensionality estimation belong to this category. Thesecond approach is a local one and tries to estimate the intrinsic dimen-sionality directly from information in the neighborhood of patterns withoutgenerating con�gurations of points or projecting the pattterns to a lower di-mensional space. Pettis' [7], Fukunaga and Olsen's [8] as well as Trunk's [9]and Verveer and Duin's method [10] belong to this category.Our approach belongs to the second category as well and is based on localprincipal component analysis (PCA) using a number of evenly distributedpointers in the manifold. The denser these pointers the more accurate thelocal estimate provided by the PCA, i.e. the number of eigenvalues whichapproximates the intrinsic dimensionality at this point. However, given thecovariance matrix of some distribution in an n-dimensional vector space, PCAof this covariance matrix takes time O(n3). Hence the computational cost1It has long been noticed that this 19th century notion of dimensionality is unpreciseand fraught with problems, see e.g. [1] for a short review. Yet there exists a precisede�nition of the topological dimensionality, given by Blouwer in 1913, [2]. It is this typeof dimensionality we try to estimate, as opposed to the fractal or Hausdor� dimension.In spite of its insu�ciencies the intuitive de�nition of dimensionality as the number ofcontinuous parameters needed to describe a set of points has prevailed throughout thepattern recognition literature. And because it is so intuitive we will stick to it as well.2



becomes prohibitive for higher dimensions. This problem is circumvened inthe following way: After distributing the pointers in the manifoldM we �rstextract a low dimensional representation of M by constructing an optimallytopology preserving map (OTPM). In an OTPM two nodes are connectedif their associated pointers are neighbored in M . Due to this de�nition theOTPM does only depend on the intrinsic structure of the manifold and isindependent of the dimensionality of the embedding input space. Since thenumber of neighbors mi of a node in an OTFM is small for low dimensionalsubmanifolds and because of the independence of n, it will usually be muchsmaller than n for high dimensional input spaces. Using a well-known trickone can now perform PCA for m points in an n-dimensional space in timeO(m3), independent of n. The calculation of the covariance matrix for thesem points takes timeO(m2n), and hence the time complexity of the proceduregrows only linearly with the dimension of the input space.Real data is always noisy and hence samples stemming from some lowdimensional hypersurface will always contain noise orthogonal to the surface.By using a statistical clustering procedure to distribute the pointers priorto construction of the OTPM the pointers nevertheless can be expectedto be placed on the surface in spite of the noise. In this situation of apointer and its topological neighbors all lying on the surface, local PCA ofthe neighboring points will not detect any variance orthogonal to the surface(except the contribution of curvature). On the contrary, simple PCA ofthe data distribution in the Voronoi cell of a pointer would always containthe variance of the noise. Hence, besides being impractical, the eigenvaluesproduced by straight forward PCA are less suited for discrimination betweenthe noise and the surface.The rest of this paper is organized as follows: In section 2 we will havea closer look at OTPMs, the representation underlying our intrinsic dimen-sionality estimation method, describe a trick for e�cient PCA for m < npoints, the method we use for analysing the representation and �nally com-ment on the problem of estimating the ID by local PCA in general. We willthen state our algorithm more precisely in section 3 including a brief discus-sion on the issue of vector quantisation. Experimental results are given insection 4, related work is discussed in 5 and we give some closing remarks in6. 3



2 FoundationsIn this section we want to make the reader familiar with the basic ingredi-ents of our algorithm for ID estimation to be presented in the next section.We �st introduce OTPMs, the underlying representation, and then turn toe�cient PCA for m < n points, the underlying method used for analyzingthe OTPM , and �nally comment on the problem of estimating the ID bylocal PCA, the general approach of our algorithm.2.1 Constructing Optimally Topollogy Preserving MapsOptimally Topology Preserving Maps (OTPMs) are closely related to Mar-tinetz' Perfectly Topology Preserving Maps (PTPMs) [11] and are constructedin just the same way. The only reason to introduce them separatly is thatin order to form a PTFM the pointers must be \dense" in the manifold M .Without prior knowledge this assumption cannot be checked, and in practiceit will rarely be valid. OTPMs emerge if just the construction methodfor PTFMs is applied without checking for the density condition. Onlyin favourable cases one will obtain a PTFM (probably without noticing).OTPMs are nevertheless optimal in the sense of the topographic functionintroduced by Villmann in [12]: In order to measure the degree of topologypreservation of a graph G with an associated set of pointers S, Villmann ef-fectively constructs the OTPM of S and compares G with the OTPM . Byconstruction, the topographic function just indicates the highest (optimal)degree of topology preservation if G is an OTPM .De�nition 1 (OTPM) Let p(x) be a probability distribution on the inputspace Rn, M = fx 2 Rnjp(x) 6= 0g a manifold of feature vectors, T � Ma training set of feature vectors and S = fci 2 M ji = 1; : : : ; Ng a set ofpointers in M .We call the undirected graph G = (V;E), jV j = N , an optimally topologypreserving map of S given the training set T , OTPMT (S), if(i; j) 2 E , 9x 2 T 8k 2 V nfi; jg : maxfk ci�x k; k cj �x kg �k ck�x kCorolary 1 If T =M and if S is dense in M then OTPMT (S) is a PTPM.4



Note that the de�nition of the OTPM is constructive: For calculatingOTPMT (S) simply pick x 2 T according pT (x), calculate the best and sec-ond best matching pointers, cbmu and csmu, and connect bmu with smu. Ifrepeated in�nitely often, G will converge to OTPMT (S) w.p.o.. This proce-dure is just the essence of Martinetz' Hebbian learning rule.For use in intrinsic dimensionality estimation and elsewhere, OTPMT (S)has two important properties. First, it does indeed only depend on theintrinsic dimensionality of T , i.e. is independent of the dimensionality of theinput space. Embedding T into some higher dimensional space does not alterthe graph. Second, it is invariant against scaling and rigid transformations(translations and rotations). Just by de�nition it is the representation thatoptimally re
ects the intrinsic (topological) structure of the data.Since we will compute a PCA of the covariance matrix of all the mineighbors of a node v 2 OTPMT (S) and the cost of this computation willbe O(m3i ) (section 2.2) it would be nice to have some estimate of the num-ber of neighbors in OTPMT (S) as a function of the intrinsic dimensionalityd of the structure, the number of pointers c and the density function p(x).While experience shows that for low dimensional submanifolds and a lim-ited number of pointers mi is relatively small, theoretically little is known.Of course, the number of pointers c is an upper bound on mi, and in de-generated cases (pointer lie on a circle) this bound can be reached. A lowerbound can be derived by looking at the simplest polyhedron in d-dimensionalspace, the hypertetrahedron. It has d + 1 corners, hence nodes representinga d-dimensional manifold must have at least d neighbors. For a very largenumber of pointers Frisone et al. [4] hypothesize that the problem bears someresemblance to the problem of the maximum kissing number in SPP (spherepacking problem). The problem here is to �nd a packing of d-dimensionalspheres of equal size so that the number � of spheres touching (kissing) eachother is maximal [13]. Kiss-SPP has only been solved for d = 1; 2; 3; 8; 24(� = 2, 6, 12, 240, 196560) and there exist optimal solutions for lattices ofspheres for d = 4; 5; 6; 7 (� = 24, 40, 72, 126) [13]. The basic assumptions be-hind this analogy are that �rst the pointers have been optimally distributedin the manifold (in the sense of the lowest quantization error), second thisoptimal distribution is a lattice quantizer and third the problem of �ndingthe best lattice quantizer is dual to �nding the lattice with highest kissingnumber. While there is some evidence that the latter two assumptions holdat least for small d, [13], the basic problem with this estimate is the necessity5



of a huge number of pointers (and even huger number of samples in T ) andtheir optimal distribution.Finally, with respect to the construction time of OTPMs Martinetz, [14],has shown that for a uniform density function on average O(jEj log(jEj))sample presentations are necessary, if the pointer distribution is uniform aswell. For highly nonuniform pointer distributions serial time complexity willreach O(jEj2). Of course, for a �nite training set T the OTPMT (S) can beconstructed in time O(jT j), simply by calculating the best and second bestmatching pointer for each x 2 T .2.2 E�cient PCA for fewer points than dimensionsWe now want to draw the reader's attention to a basic trick from linearalgebra which allows to calculate the PCA of the covariance matrix of a setof points S = fci 2 Rnji = 1; : : : ; Ng in time O(N2n + N3). This trickis useful whenever N < n, i.e. there are fewer points than dimensions, asituation characteristic for OTPMs of low dimensional submanifolds in highdimensional input spaces and frequently encountered in image analysis.Let AT = [c1; : : : ; cN ]. The trick is just to calculate the PCA of �̂ =1NAAT instead of a PCA of the original covariance matrix � = 1NATA.The eigenvalues of �, �1; : : : ; �N , are then identical to the eigenvalues of�1; : : : ; �N of �̂ and the eigenvectors of �, u1; : : : ; uN , can be calculated fromthe eigenvectors v1; : : : ; vN of �̂ by setting ui = ATvi. This can be simplychecked by�̂vi = �ivi , AATvi = �ivi , ATAATvi = �iATvi , �(ATvi) = �iATviSince the PCA of the N �N matrix �̂ can be calculated in O(N3), [15],and �̂ = 1NAAT clearly can be computed in time O(N2n), it takes indeedtime O(N2n + N3) to calculate the PCA of the covariance matrix of S. Abrief summary of fast PCA algorithms can be found in [16].2.3 On the problem of ID estimation with local PCAFollowing an analysis similar to that of [8] and [10] we assume the data pointsx 2 T to be noisy samples of a vector valued function f : Rr ! Rnx = f(k) + � (1)6



where k = [k1; : : : ; kr] is an r-dimensional parameter vector and � denotesthe noise. Using the Taylor expansion of f and neglecting higher order terms2, f can be approximated by a linear function for small parameter variations�k around k0�f = f(k0 +�k)� f(k0) � �kT	(k0) with [	(k0)]ij = @fi(k0)@kj (2)Both the functional form of f and the number of parameters r are unknownand we are only given the noisy samples. Local PCA of the matrixC = Ef�f�fTg = Ef(x� x0)(x� x0)Tg (3)i.e. the "covariance\-matrix obtained for observed samples x of f in thevicinity of x0 = f(k0) taken as the "mean\, yields the K eigenvalues �i andorthonormal eigenvectors ui of C withCui = �iui i = 1; : : : ;K (4)These eigenvectors may serve as an alternative basis for the linear ap-proximation of f and we can write�f = �hT� with � = [u1; : : : ; uK]; (5)where �k and 	 are related to �h and � by a linear but unknown transfor-mation.Since �f is spanned by r or less linearly independent vectors the numberK of eigenvalues should be at most r, i.e. K � r. However, because the datais noisy and the region for taking the samples is not in�nitely small, one willusually obtain up to n eigenvalues. Yet if the region and the noise are smallenough and if the linear approximation holds, r or less eigenvalues shoulddominate, and this is the motivation behind using local PCA for intrinsicdimensionality estimation.As pointed out in [10], we can imagine the e�ect of noise to render the r-dimensional surface S de�ned by f not in�nitely thin. In any local region wehave r vectors si spanning the surface and n� r vectors nj perpendicular to2In general, there is no guarantee that the �rst-order term dominates the Taylor se-ries. However, our own as well as the experiments of [8] con�rm the workability of thisassumption for local ID estimation. 7



S. Within a small region the linear approximation is only valid if the largestvariance in direction perpendicular to S is much smaller than the smallestvariance in direction of S, i.e.mini V ar(si)maxj V ar(nj) � 1: (6)Here, V ar(si), the intra-surface variance, depends on the size of the localregion and V ar(nj) depends on the variance caused by the noise and thefact that S cannot be exactly represented as a linear surface. This leads toa basic dilemma for any ID estimation algorithm based on local PCA: If theregion is too large, V ar(nj) might be high due to the non-linear nature of S.If, on the other hand, the region is too small, the noise is still there and willeventually dominate V ar(si). The solution is to search for the region sizethat gives the best compromise3.Closely related to the problem of noise is the problem of having availableonly a limited set of data. In order to make local PCA approaches work, thedata set has to be large enough to represent the non-linearities and to allowfor �ltering out the noise.3 Dimensionality Analysis with OTPMsThe basic procedure tpca for intrinsic dimensionality analysis with OTPMsis summarized in �gure 1. To �nd a set S of N pointers which re
ectsthe distribution of T the procedure �rst employs a clustering algorithm forT whose output are N cluster centers. Then it calculates the graph G asthe optimal topology preserving map of S given T . The �nal step is toperform for each node vi a principal component analysis of the correlationmatrix of the di�erence vectors cj � ci of the pointers cj associated with thenodes vj adjacent to vi in G. The result of this analysis, i.e. eigenvalues andvectors for each node, is the output of the procedure and subjected to furtheranalysis. Provided the complexity of the clustering algorithm is independentof the intrinsic dimensionality d the serial time complexity of tpca is O(n +3Di�erent to [10] and [8] in our ID estimation procedure noise is largely reduced by theadditional clustering stage (see below). Thus for the same local region size we will usuallyobtain much higher values for the expression in (6) and can better discriminate betweenthe noise and the surface. Yet the basic dilemma remains.8



m(d; T; S)3), where m(d; T; S) is the maximum number of direct neighborsof a node in the OTPM as depending on the intrinsic dimensionality, thetraining set T and the set of pointers S. As already discussed, bounds onm(d; T; S) or even a functional form are hard to derive, yet m stays constantfor constant ID, is independent of the input dimension n and experimentscon�rm that it is indeed small for small IDs.In the rest of this section we will �rst comment on the use of clusteringalgorithms for tpca and then extend the procedure to derive our actual IDestimation method.input training set T � M � Rn, number of pointers Nprocedure tpca(T ,N) fS = Cluster(T ,N )G = OTPMT (S)for all nodes (vi 2 G)fQi = f(cj � ci)jci; cj 2 S; (vi; vj) 2 EGgoutput PCA( cor(Qi))ggFigure 1: tpca: Topology aided Principal Component Analysis3.1 Clustering in TPCAThe reason for clustering the data prior to construction of theOTPM and notjust drawing N pointers randomly from T is twofold: First the distributionof the pointers should re
ect the underlying distribution pT (x) as accuratelyas possible and second we would like to eliminate noise on the data. Anyvector quantization algorithm which aims at minimizing the (normalized)quantization error J = 1n NXi=1 ZVi k x� ci k2 p(x)dx; (7)9



where Vi denotes the Voronoi cell of ci, is a good choice since by minimizingthe total variance it will preferably place the pointers within the manifoldMand �lter out orthogonal noise. This holds because as long as criterion (6)is ful�lled placing pointers within the surface and hence reducing the intra-surface variance causes the largest decrease in J . It also produces a distribu-tion of pointers which re
ects the probability density. More speci�cally, fora quantizer minimizing J it holds that (for large numbers of pointers) thedensity of pointers P (x) is related to the input probability density p(x) viaP (x) = p(x)� (8)with � = n=(n+2) the magni�cation factor 4. Hence for a uniform probabil-ity distribution or high dimensional input spaces minimization of J performsvery well in reproducing the underlying density. Probably the most commonvector quantization algorithm for minimization of J is the LBG algorithm[18], [19]. Alternatively, the calculation of the centroids si can be formulatedas a stochastic on-line process, [20]. Closely related to stochastic minimiza-tion of J and hence appropriate for use as clustering algorithms as well arethe various types of self organizing maps. For the original SOM of Kohonen,[21], no energy function exists. Ritter et. al. [22], however, have shown thatunder certain assumptions the distribution of pointers can be described bya magni�cation factor of � = 2=3. On behalf of his Neural Gas algorithm,Martinetz [14] was able to �nd an energy function closely related to J and toderive the magni�cation factor of � = n=(n+2), identical to that obtained byminimization of J . The advantage of using the neural type of clustering algo-rithms is that due to neighborhood cooperation they usually converge muchfaster than their stochastic counterparts without neighborhood cooperation.A further advantage of stochastic quantizers with neighborhood cooperationis the possibility to actually control the magni�cation factor as suggested in[23].3.2 An ID estimation procedureIn order to use tpca for ID estimation we must eventually decide how manydominant eigenvalues exist in each local region, i.e. what size an eigenvalue4This follows from the more general result in [17] stating that the reconstruction errorE = RM jx� cijpdx is minimized by pointer distribution with � = nn+p .10



as obtained by each local PCA must exceed to indicate an associated intra-surface eigenvector. This amounts to determining a threshold. We adoptedthe D� criterion from Fukunaga et. al. [8] which regards an eigenvalue �i assigni�cant if �imaxj �j > �%: (9)If no prior knowledge is available, di�erent values of � have to be tested.Otherwise, knowledge of the largest noise component can be used to calculate�. A second problem is that due to the noise/non-linearity dilemma men-tioned in section 2.3 we do not know the optimal local region sizes in advanceand, in particular, do not know the optimal number of pointers N as requiredby procedure tpca. Monitoring the development of the local eigenvalues fora growing number of pointers (N = 1; : : :) and searching for characteristictransitions is the most natural way to proceed. In this case, one does notwant to cluster all the N + 1 pointers from scratch but rather would like toincrementally build on the existing N clusters, i.e. just add one new clusterand modify the existing ones if necessary.Using the LBG vector quantization algorithm, [18], we start with N = 1and add a new pointer by �rst searching the cluster with highest intra clustervariance, i.e.1di Xx2Vi k x� ci k2� 1dk Xx2Vk k x� ck k2 81 � k 6= i � N; (10)where di denotes the current local ID-estimate at pointer ci 5. In this clusterwe then search for the training sample x with the highest quantization error,add a new pointer at x, take this con�guration of N +1 pointers as the newstarting con�guration for the LBG algorithm and run tpca for the N + 1thround. This procedure of �rst searching for the worst quantized cluster helpsto alleviate problems with outliers which could lead to multiple insertions atthe same point if only the worst quantized example was considered.Finally, if we have reason to believe that the data set has constant intrinsicdimensionality (i.e. has been generated by one function and not by a mixture5We normalize by the local ID-estimate to avoid J being dominated by the quantizationerror of samples in regions of high intrinsic dimensionality. Of course, if the data set isknown to have constant ID this normalization is not necessary.11



of functions) our estimate of the intrinsic dimensionality will be the average ofall local ID estimates together with its standard deviation. The ID estimateand its standard deviation is then plotted versus the number of pointersN , with di�erent plots resulting from di�erent choices of �. In the nextsection we will demonstrate that these plots actually do give very �ne andcharacteristic hints on the ID of the data set. Our estimation procedure isinteractive because the user has to choose a set of thresholds � and the �naldecision on the ID depends on his inspection of the ID plots. Yet for reasonsalready indicated and further illustrated in the next section, without priorknowledge a fully automated procedure based on local PCA which outputsthe ID estimate given the data set does not make sense.4 Experimental ResultsIn this section we investigate the ID estimation procedure on an experimen-tal basis and also demonstrate it workability for high dimensional real worldimage data. In the �rst experiment we apply the procedure to a mixture ofnoisy data sets of di�erent intrinsic structure and dimensionality. In a secondexperiment with data stemming from a rectangular surface we will have acloser look at the in
uence of noise. Further experiments deal with ID esti-mation of noisy and noise-free surfaces of hyperspheres and Lissajous �guresin di�erent dimensions. With respect to ID estimation of high dimensionalimage data we analyze two image sequences obtained by letting a robot armturn a) a symmetrical grey ramp and b) a bottle of beer in front of a camera.4.1 First experimentOur �rst experiment is to give a �rst impression of the characteristics of ourID estimation procedure by applying it to a mixture of noisy data sets ofdi�erent intrinsic structure and dimensionality. The 3d data set, as illus-trated in �gure 2, consists of 5000 random dots within a circle, a line and asquare in the xy-plane with uniform noise6 in the z-direction. The circle hasa diameter of 6 , the line a length of 6 and the square an area of 6� 6 units.6The particular distribution of the noise, e.g. Gaussian or uniform, does only play aminor role because it is averaged out by the clustering procedure. Important is its variance.12



The noise has an amplitude of �0:5 units (and hence variance of 1=12). Thedata density is approximately uniform over the data set.Figure 2: Two views of the Square-Line-Circle data set. Left: View on the xy-plane, Right: Rotation of 60� around x-axisFigure 3 shows the ID estimation procedure in progress for a growingnumber of pointers on the D10 level. From top to bottom, left to rightwith 5, 10, 20, 35, 45, and 70 nodes in the OTPM . Dark circles indicate alocal ID estimate of one, medium dark circles an estimate of two and lightcircles of three (D10 criterion). For only �ve nodes the OTPM indicates aone dimensional connection structure for the circle and the line and a twodimensional one for the square, identical to the ID estimates (by local PCAof the OTPM). For 10 nodes the OTPM has already grasped the intrinsicstructure of the data set. For 20 nodes we also get the correct local IDestimates for the line-data and the square but the ID estimate of the circledata is still two instead of one. This is due to the curvature (non-linearity)of the circle. From 35 to 45 nodes even the true ID of the circle is revealedbecause the number of pointers has now become large enough for a linearapproximation of the circle on the D10 level. For even higher numbers ofpointers the distribution of pointers as obtained by the LBG algorithm willeventually approximate the noise, i.e. leave the surface. From now on (see�gure 3 for 70 nodes) the ID will be overestimated.We want to remark that the mean squared quantization errormse = 1jT j NXi=1 Xx2Vi k x� ci k2 (11)for e.g. N = 45 nodes is 0:29 which is only about three times the variance ofthe noise. Subtracting the noise variance, only two times the noise varianceremains for the average local intra-surface variance. Clearly, a simple localPCA approach as e.g. that of Fukunaga et al. (taking the un�ltered data as13



input to the local PCA) would not yield the correct local ID estimates on aD10 level for that local region size but would detect the noise variance as asecond or third most signi�cant eigenvalue on any level. This is what we referto as the increased robustness against noise and the increased discriminationability of our procedure.
Figure 3: Local ID estimation for the Square-Line-Circle data set for a growingnumber of pointers (nodes in the OTPM) on the D10 level. From top to bottom,left to right: 5, 10, 20, 35, 45, 70 nodes. Dark circles indicate a local ID estimate ofone, medium dark circles an estimate of two and light circles of three dimensions.4.2 Second ExperimentWe now want to take a closer look at how the LBG vector quantization stagedistributes the pointers in the manifold and the ID estimation procedurecopes with noise. As a data set we choose 5000 noisy data originating froma rectangular surface of 18 � 3 units in the xy plane. The amplitude of theuniform noise is �0:5 in z-direction (variance of 1=12). The data density isuniform over the data set. The data set is illustrated in �gure 4.14



Figure 4: Two views of the rectangular data set. Left: View on the data set inxy-plane, Right: Side view on the noise (Rotation of 90� around x-axis)Figure 5 shows the local ID estimation for the rectangular data set fora growing number of nodes in the OTPM on the D01 (left) and D10 level(right). From top to bottom: 4, 10, 20, 40, 60, 70 nodes. Again, dark circlesindicate a local ID estimate of one, medium dark circles an estimate of twoand light circles of three.The �gures nicely illustrate how the incremental LBG clustering stageminimizes the quantization error by placing the pointers along the principalaxis of the noisy surface in order of decreasing variance along the axis. The�rst four nodes are placed along the �rst principal axis and theOTPM as wellas the ID estimates indicate a one dimensional line. For 10 and 20 nodes wesee how the pointers are also placed along the second principal axis and theconnection structure as well as the ID estimates indicate a two dimensionalsurface. For 40 nodes (D01 level) respectively 60 nodes and more (D10 level)the distribution of pointers begins to approximate the noise and hence theID estimate drifting to three. This is also indicated in �gure 6 showing a�rst phase of ID estimation one, a phase transition to ID estimation of twoand a �nal transition to ID estimation of three. As expected, the ID-1 andID-2 periods last longer on D10 level than on D01 level.The data set unequivocally demonstrates that it does not make sense tospeak of the intrinsic dimensionality of a noisy data set and to attempt todesign a non-interactive algorithm just returning this number. Whether thedata set has ID one, two or three cannot be decided on basis of the dataalone. All three interpretations are perfectly correct. We need additionalinformation, i.e. the scale or resolution to look at the data. Our ID estimationprocedure starts on the coarsest resolution and constantly re�nes it. It is theusers task to select the appropriate scale and the �nal ID estimate based onprior knowledge or his subjective bias.Taking a closer look at the in
uence of noise, the OTPM of 60 nodesand associated pointers has a mean squared quantization error of 0.23. Withsimilar arguments as for the previous example we note that discrimination15



Figure 5: Local ID estimation for the rectangular data set for a growing numberof pointers (nodes in the OTPM) on the D01 (left column) and D10 level (rightcolumn). From top to bottom: 4, 10, 20, 40, 60, 70 nodes. Dark circles indicate alocal ID estimate of one, medium dark circles an estimate of two and light circlesof three dimensions.between the second intra-surface eigenvector and the noise component wouldbe impossible for this local region size with the usual local PCA approach.4.3 Further DemonstrationsIn order to get a further impression of how the ID-estimation procedure copeswith non-linearities we here give an example of ID-estimation for data stem-ming from surfaces of d-dimensional hyperspheres. Each data set consistsof 5000 uniformly distributed samples on the surface of the d-dimensionalspheres in the �rst \octant". In case of noisy data uniform noise with anamplitude of as much as half the radius was added perpendicular to the16
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Figure 6: ID plot for the rectangular data set. Left: On D01 level, Right: OnD10 levelsurface.Figure 7 shows the ID estimation procedure in progress for data from a3d-hypersphere surface. For the noise-free case (left) estimation on the D05and D10 level reveals the correct ID. The curvature is too high to give aclear hint on the D01 level. With noisy data (right) estimation on the D05level gives no clear hint. On D10 level, however, an ID of two is correctlyindicated from four to twenty nodes.Figure 8 shows ID estimation for a 6d hypersphere surface. Correct es-timates for the noise-free case (left) are indicated on the D05 and D10 levelwhereas estimation of the true ID on the D01 level would be di�cult. Forthe noisy data set (right) ID estimation works perfectly well on both the D05and D10 level. That actually we obtain better results in this case than for thenoisy data of the 3d hypersphere surface is due to the increased surface areain 6 dimensions. Since the variance of the noise remains constant the ratio ofintra-surface variance to noise variance increases and hence the incrementalLBG stage placing more nodes in the surface.As a �nal example involving arti�cial data let us regard some Lissajous�gures in d dimensions generated by the vector valued function f : R1 ! Rnwith fi(k) = 3 � sin(2�k + i) with i = 1; : : : ; n� 1 (12)and k randomly distributed in the interval [0; 1]. For noise-free data we hadfn(k) = const, else fn(k) = u with u denoting uniform noise with ampli-tude �0:5 (variance 1=12). Hence data lie on a closed 1-d surface (ID = 1)17
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Figure 7: ID plots for the surface of a 3d hypersphere. Left: noise free dataon D01, D05 and D10 level; Right: noisy data on D05 and D10 level includingerrorbars for the D10 levelembedded into an n-dimensional input space.Figure 9 depicts the ID-estimation for noise-free 3-, 100- and 2500- di-mensional data sets on the D10 level (left) and noisy 3- and 100-dimensionaldata sets on the D10 level (right). On this level the correct ID can be deferredfor all noise-free data sets (left) but the plot is less conclusive for the noisy3-d Lissajous �gure (right). For both the noise-free and the noisy data sets,ID estimation appears to become easier with increasing dimension. Thiscan again be explained with an increasing length of the line with growingdimensions. In the noise-free case it has the e�ect of decreasing the non-linearity and hence enabling ID-estimation with fewer pointers (larger localregion sizes). In the noisy case the increased length of the line again causesa higher ratio of intra-surface variance and noise variance, hence diminishingthe e�ect of noise.4.4 ID estimation of image sequencesThe experiment with the Lissajous �gures paved the way for the applicationof our ID-estimator to image sequences. The sequences under investigationhave been generated with one degree of freedom and hence they lie on a onedimensional trajectory in image space. The experiment with the Lissajous�gures demonstrated that the task to estimate the ID from such a data setembedded in a very high dimensional input space does not pose a principalproblem. 18
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Figure 8: ID plots for the surface of a 6d hypersphere. Left: noise free dataon D01, D05 and D10 level; Right: noisy data on D05 and D10 level includingerrorbars for the D10 level4.4.1 Rotating grey rampThe image sequence under investigation in this example has been generatedby taking 180 snapshots (every 2�) with a resolution of 256 � 256 pixels ofa robot rotating a cylinder around its z-axis (from 0� to 360�). Since thebackground remained constant, the images lie on a closed 1-dimensional tra-jectory in image space. In order to generate a smooth transition from imageto image we wrapped a symmetrical grey ramp (256 grey values) around thecylinder. This grey ramp as well as three snapshots from the sequence are dis-played in �gure 10. The noise in the measurement process is approximatelyGaussian with a standard deviation of 1:75 grey values per pixel.ID-estimation on the D05 level (�gure 11, left) indicates that the ID isat most 2 7. Estimation on the D10 level indicates an ID between 1 and 2whereas estimation on the D20 level speaks for an intrinsic dimensionality of1, the true ID. It is interesting to notice that in spite of the 65536-dimensionalinput space the ID-estimate never exceeds 2 on all three levels. The explana-tion, revealed by an analysis of the OTPMs for each number of nodes, is thatthe edges in the OTPM actually form a (one dimensional) circle, i.e. theintrinsic structure (topology) is correctly represented by a one dimensional7The reader should bear in mind that in this and the following experiment we do nottry to estimate any properties of the objects in the scene, e.g. the shape of the cylinder,but the number of free parameters that generated the image sequence. Each image is justtreated as one point in 65536d image space.19
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Figure 9: ID plots for Lissajous �gures on D10 level. Left: noise free data ofLissajous �gures in 3, 100 and 2500 dimensions; Right: noisy Lissajous �gures in3 and 100 dimensions
Figure 10: Grey ramp under di�erent rotations. From left to right: Original(symmetric) grey ramp, grey ramp wrapped around a bottle with part of therobot arm in the background under 0�, 45�, 90� rotationgraph. Due to noise and the non-linearity of the trajectory, however, the lo-cal PCA taking the two di�erence vectors of a pointer and its two topologicalneighbors as input, does not indicate a one dimensional local structure oneach level.We have also performed ID estimation for the same sequence of imageson a reduced image resolution of 64 � 64 pixels, obtained from the origi-nal one by averaging over a local neighborhood of 4 � 4 pixels. The result(�gure 11, right) is similar to that of the full scale sequence except that weget slightly better estimates on D10 level. We attribute this to the noisereduction property of averaging over the 4� 4 windows.20
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Figure 11: ID plots for rotating grey ramp. Left: For full scale 256� 256 imagesequence on D05, D10 and D20 level with errorbars for the D10 level; Right: Forreduced scale 64� 64 image sequence on D10 and D20 level with errorbars for theD10 level4.4.2 Rotating bottleAs a last test we applied the ID estimation procedure to an image sequenceof 180 images with a resolution of 64�64 pixels obtained by rotating a bottleof beer by 360� and taking a picture every 2� (see �gure 12).
Figure 12: Beer bottle under di�erent rotations with robot arm in the background.From left to right: Under 0�, 45�, 90� and 135� rotationID-estimation (�gure 13) reveals similar results for all three levels (D05,D10 and D20) and indicates an ID of two. This again is quite impressivetaking into account the 4096d input space. However, it is one more thanthe true ID. The answer is revealed by analyzing the OTPMs. Similar tothe experiment with the rotating grey ramp, the edges in the OTPM form acircle and hence have grasped the intrinsic one-dimensional structure of the21



data 8. However, in spite of successive pointers being neighbors with respectto the Euclidean metric, each two successive di�erence vectors which serve asinput to the local PCA are highly uncorrelated. This can be understood byconsidering a rotating black/white bar. Three images (p1; p2; p3) taken undersuccessive rotations are neighbored w.r.t. the L2 norm but the two di�erenceimages (p1�p2 and p3�p2) are completely uncorrelated ((p1�p2)T (p3�p2) =0) 9. Since they have about the same amplitude, local PCA will always detecttwo signi�cant eigenvalues.Our method is not the only ID estimation technique su�ering from dif-�culties with non-continuous jumps in the data (as revealed by sequencesof b/w images). They actually represent an ill-posed problem for any ID-estimator. The problem can be coped with by smoothing. In the case ofour rotating bottle image sequence low pass �ltering of the images would in-crease the correlation between neighbored pixels and thus between successiveimages and lead to the correct ID estimate.5 Related WorkIn this section we want to relate our approach to previous work limiting ourdiscussion to the most closely related local approaches. For an introductionto global ID estimation methods see e.g. [3], for a critical evaluation ofdi�erent ID estimation algorithms see [24].The algorithmmost closely related to ours is that of Fukunaga and Olsen,[8]. It is based on local PCAs in local regions (overlapping hyperspheres) ofvarying size and uses the same signi�cance criterion D� as we do (eq. 9).Instead of plotting the ID-estimate over the local region size the results fordi�erent region sizes and values of � are summarized in histograms. Thealgorithm does not attempt to extract a representation capturing the intrinsicstructure (topology) of the data set. By using straight forward PCA it hascubic complexity in the input dimensionality and application to ID estimationof e.g. full-scale images is clearly out of range. Also, by performing local PCAdirectly on the data, the in
uence of noise is muchmore severe than in our ID-estimation procedure which attempts to �lter out the noise by a clustering8With just a simpe test (check, if a node has only two neighbors and these neigborsare not connected) local ID estimation could stop here with output \1".9This e�ect is known as the whitening e�ect of the di�erence operation.22



0.5

1

1.5

2

2.5

3

3.5

0 10 20 30 40 50 60 70# 
si

gn
ifi

ca
nt

 e
ig

en
va

lu
es

 o
n 

D
05

, D
10

 a
nd

 D
20

 le
ve

l

# nodes

D05
D10
D20

Figure 13: ID plots for rotating beer bottle on D05, D10 and D20 level witherrorbars for the D10 level. The D05 and D10 plots coincidestage and takes the cluster centers as input to the local PCA. We havedemonstrated this increased discrimination ability of our method in sections4.1 and 4.2. In their comparative study on ID estimation algorithms, [24],Wyse et al. found Fukunaga and Olsen's algorithm to perform \reasonablywell" on a variety of data sets and to be one of the most reliable and easy touse methods. We conjecture that our ID-estimation procedure which froma users point of view can be regarded as an enhanced version of Fukunagaand Olsen's algorithm in terms of speed, accuracy and usability would atleast have got the same predicate. In a more recent study,[10], Verveer andDuin compared slightly modi�ed versions of Fukunaga and Olsen's algorithmand Pettis local ID estimator,[7]. Both algorithms performed well, the maindrawback of Pettis algorithm being its trend to underestimate and su�eringfrom "edge e�ects\ and the main drawback Fukunaga and Olsen's algorithm23



being an increased sensitivity to noise and quickly increasing computing timewith dimensionality of input space - just the problems we have \�xed" in thispaper.The idea of using OTPMs for ID estimation is not entirely new buthas been used before by Frisone et al., [4]. They tried to directly use theOTPM for ID estimation by relating the number of edges emanating fromthe nodes in the OTPM to the kissing number. As discussed in section 2.1this approach su�ers from both practical and theoretical pitfalls. On thepractical side, the approach needs very large data sets and heavily relies onnear optimal placement by a potentially slow clustering procedure. On thetheoretical side, just too little is known about quantizers and correspondingkissing numbers. However, the idea of directly using the OTPM for IDestimation (without additional PCA) is surely worth further pursuit. In caseof the turning beer bottle image sequence, for instance, the OTPM hadgrasped the correct topological structure but local PCA failed to reveal it.Kambathatla and Leen, [25], have developed an algorithm for fast non-linear dimension reduction. Although not primarily intended for ID estima-tion it works similar to our procedure in that it builds a local linear model ofthe data by merging local PCA with clustering. Data is �rst clustered into Nclusters, then local PCA is used in each Voronoi cell to obtain mi eigenvec-tors. Together with the centroid of the corresponding cells the eigenvectorsare then used for linear approximation of the data set. Obviously, their pro-cedure could bene�t from ideas presented in this paper, i.e. the additionalconstruction of an OTPM and using it for e�cient local PCA in the sameway we do. As in our case, this would lead to only a linear complexity ofthe local PCAs. Vice versa, the work of Kambathatla and Leen shows thestraight forward way to use the representation we extract in course of IDestimation (cluster centers and eigenvectors) for auto association and vectorquantization (by means of a linear approximation of the data set). SinceKambathatla and Leen's results are quite encouraging we conjecture thatthe results obtainable by the extended ID-estimation procedure will be aswell. 24



6 ConclusionWe have presented an algorithm for estimating the intrinsic dimensionality oflow dimensional submanifolds embedded in high dimensional feature spaces.The algorithm belongs to the category of local ID-estimation procedures, isbased on local PCA and directly extends and improves its predecessor, thealgorithm of Fukunaga and Olsen, [8], in terms of computational complexityand noise sensitivity. The main ideas are �rst to cluster the data, second toconstruct an OTPM and third to use the OTPM and not the data itself forlocal PCA.Clustering is responsible for an even distribution of the cluster centersand for noise reduction, i.e. placing the centers in the manifold. The localPCA taking di�erence vectors of centers as an input bene�ts from the noisereduction property of the clustering stage. Its output, the eigenvalues, givea better hint at the local ID than those of straight forward local PCA on thedata itself always including the full variance of the noise.Constructing the OTPM for the cluster centers provides a low dimen-sional representation of the data which optimally re
ects the intrinsic (topo-logical) structure of the data. Independent of the dimension of the inputspace and invariant w.r.t. scaling and rigid transformations it provides anideal basis for ID estimation. Exploiting the OTPM for local PCA, our IDestimation procedure has only linear time complexity in the dimension ofthe input space and the invariance properties directly transfer to the esti-mate. We conjecture that more direct use of the OTPM o�ers a possibilityto improve the ID-estimates. For instance it is trivial to decide whether anOTPM (a graph) has one dimensional structure or not.Besides tests on a variety of illustrative arti�cial data sets the procedurewas applied to ID-estimation of image sequences with image resolutions ofup to 256� 256 pixels. Such application is out of reach for conventional ID-estimation procedures based on local PCA and to the best of our knowledgehas not been tackled before.OTPMs together with eigenvectors and eigenvalues returned by localPCA are not only useful for ID estimation but can be used for linear approx-imation of the data and construction of auto-associators in quite an obviousway. Such associators will work by projecting new data to the local subspacesspanned by the eigenvectors, i.e. by projecting to the linear approximationof the manifold. Extension to the construction of hetero-associators working25
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